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ABSTRACT 
 
Past research has found that compressive measurements save data storage and bandwidth usage. However, 
it is also observed that compressive measurements are difficult to be used directly for target tracking and 
classification without pixel reconstruction. This is because the Gaussian random matrix destroys the target 
location information in the original video frames. This paper summarizes our research effort on target 
tracking and classification directly in the compressive measurement domain. We focus on one type of 
compressive measurement using pixel subsampling. That is, the compressive measurements are obtained by 
randomly subsample the original pixels in video frames. Even in such special setting, conventional trackers 
still do not work well. We propose a deep learning approach that integrates YOLO (You Only Look Once) 
and ResNet (residual network) for target tracking and classification in low quality videos. YOLO is for 
multiple target detection and ResNet is for target classification. Extensive experiments using optical and 
mid-wave infrared (MWIR) videos in the SENSIAC database demonstrated the efficacy of the proposed 
approach. 
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1. INTRODUCTION 
 
Optical and infrared videos have been widely used for traffic monitoring, surveillance, and 
security monitoring applications [1]-[5]. Compared to radar based trackers [6][7], object features 
can be clearly seen in optical or infrared videos. 
 
Compressive measurements [8]-[12] are normally collected by multiplying the original vectorized 
image with a Gaussian random matrix. Each measurement is a scalar and the measurement is 
repeated M times where M is much fewer than N (the number of pixels). Using compressive 
measurements for target tracking and classification, the image frames need to be reconstructed 
and then conventional trackers are then applied. There are two drawbacks in this conventional 
approach. First, the reconstruction process using L0 [13] or L1 [14]-[16] based methods is time 
consuming. Second, there may be information loss in the reconstruction process.  
 
In the SENSIAC data [9], there are optical and mid-wave infrared (MWIR) videos containing 
multiple vehicles collected at ranges between 1000 m and 5000 m. The data are challenging 
because there are strong illumination variations and other environmental factors. Moreover, the 
target sizes are small and the video quality (resolution) is low. One active research area in target 
tracking is the use of compressive measurement directly without reconstruction because 
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reconstruction requires a lot of time and thereby limits real-time applications. Some initial results 
have been presented in [10]-[12]. 
 
In the literature, there are some trackers such as [17] that used the term compressive tracking. 
However, those trackers are not using compressive measurements directly. Conventional 
approaches usually need to reconstruct the video frames and no one, except our team, has 
developed any high performance algorithms to deal with target tracking and classification directly 
in the compressive measurement domain, which has two key advantages. First, using compressive 
measurement directly enables faster processing and real-time tracking is then feasible. Second, 
our study showed that there will be no loss of information due to reconstruction if one uses 
compressive measurement directly [18]-[21]. 
 
Recently, we developed a residual network (ResNet) based tracking and classification framework 
using compressive measurements [12]. Pixel subsampling was used to obtain the compressive 
measurements. ResNet was used in both target detection and classification. The tracking is done 
by detection. Although the performance in [12] is much better than conventional trackers, there is 
still room for further improvement. The key area is to improve the tracking part, which has a 
significant impact on the classification performance. That is, if the target area is not correctly 
located, the classification performance will degrade.  
 
In this paper, we propose an alternative approach, which aims to improve the both tracking 
performance and classification using compressive measurements. The idea is to deploy a high 
performance detector known as YOLO [22] for target tracking. YOLO is fast, accurate, and has 
comparable performance as other trackers such as Faster R-CNN [23]. The improved tracking 
results will further improve the classification performance. The classification is still using ResNet 
[24] because ResNet has better classification than the built-in classifier in YOLO [10][11][25]. 
Experiments using optical and MWIR videos in the SENSIAC database clearly demonstrated the 
performance of the proposed approach. 
 
We would like to briefly review some state-of-the-art algorithms that performs action inference or 
object classification directly using compressive measurements. We will highlight the key 
differences between our approach and others. 
 
The paper in [28] presents a reconstruction-free approach to action inference. Smashed filters are 
built using training samples that are affine transformed to a canonical viewpoint. It works very 
well even for 100 to 1 compression. However, the approach is for action inference, not for target 
detection, tracking, and classification in compressed measurement domain. Moreover, the 
smashed filter assumes that the camera is stationary and the angle is fixed. Extending the 
approach to target tracking and classification with moving cameras may be non-trivial.  
 
In [29], a convolutional neural network (CNN) approach was presented to perform image 
classification directly in compressed measurement domain. The input image is assumed to be 
cropped and centered, and there is only one target in each image. 
 
Papers [30,31] are similar in spirit to [29]. Both papers discussed direct object classification using 
compressed measurement. However, both papers assumed that the targets/objects are already 
centered. The approach in [32] is not reconstruction free. The integral image is one type of 
reconstructed image. In contrast, our paper does not require any image reconstruction. 
 
Reference [33] used a random mask to conceal the actual contents of the original video. In 
addition, the key idea in [33] is about action recognition (similar to [28]), not object tracking and 
classification. Extending the idea in [33] to object tracking and classification may not be an easy 
task.  
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Reference [34] presents an object detection approach using correlation filters and sparse 
representation. There was no object classification. No reconstruction of compressive 
measurements is needed. The results are q
object detection, tracking, and classification. 
 
In [35], the authors present an approach to extracting features out of the compressed 
measurements and then uses the features to create a proxy image. This approach may not be 
considered as a reconstruction free approach. Similar to Refs. [
stationary camera cases and also the objects are alread
 
The paper in [36] presents an online reconstruction free approach to object classification using 
compressed measurements. Sim
already at the center of the image. The methods in [
the above mentioned issue. 
 
Instead of using Gaussian random measurements to obtain the compressive measurements, we 
emphasize that we have proposed two alternative compressive measurements. One is called
subsampling and the other is called coded aperture. The coded aperture case has been 
summarized and reported in our recent papers [
 
An earlier version of this paper was presented in an SPIE conference 
that significant amount of new experiments were performed. In our earlier paper, we had only the 
tracking and classification results for the optical videos. Here, we hav
classification results for MWIR daytime and night
and the current version has more than 20 pages.
 
This paper is organized as follows. Section 2 describes the compressive sensing via 
YOLO tracker, ResNet, SENSIAC videos, and performance metrics. Section 3 presents the 
tracking and classification results directly in the compressive measurement domain using 
SENSIAC optical videos. Section 4 includes the tracking and classifi
daytime videos. Section 5 then presents the tracking and classification results for the MWIR 
night-time videos. Finally, some concluding remarks and future research directions are included 
in Section 6. 
 

2. BACKGROUND 
 
2.1. Compressive Sensing 
 
Using Gaussian random measurement makes the target tracking very difficult. This is because the 
targets can be anywhere in a frame and the target location information is lost in the compressive 
measurements. Recently, we proposed an approach 
perform compressive sensing. 
matrices. 

Figure 1. (a) Visualization of the sensing matrix for a random subsampling 
compression factor of 2. The subsampling operator is applied to a vectorized image. This is 

equivalent to applying a random mask shown in (b) to an image.
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] presents an object detection approach using correlation filters and sparse 
representation. There was no object classification. No reconstruction of compressive 
measurements is needed. The results are quite good. Different from [34], our paper focuses on 
object detection, tracking, and classification.  

], the authors present an approach to extracting features out of the compressed 
measurements and then uses the features to create a proxy image. This approach may not be 

ction free approach. Similar to Refs. [29-31], the approach is suitable for 
stationary camera cases and also the objects are already centered in the images.

] presents an online reconstruction free approach to object classification using 
compressed measurements. Similar to [29]-[31] and [35], the approach assumes the object is 
already at the center of the image. The methods in [29]-[31], [35] and [36] also did not address 

Instead of using Gaussian random measurements to obtain the compressive measurements, we 
emphasize that we have proposed two alternative compressive measurements. One is called
subsampling and the other is called coded aperture. The coded aperture case has been 
summarized and reported in our recent papers [37-38].  

An earlier version of this paper was presented in an SPIE conference [25]. One major change is 
that significant amount of new experiments were performed. In our earlier paper, we had only the 
tracking and classification results for the optical videos. Here, we have included tracking and 
classification results for MWIR daytime and night-time videos. The earlier version had 11 pages 
and the current version has more than 20 pages. 

This paper is organized as follows. Section 2 describes the compressive sensing via 
YOLO tracker, ResNet, SENSIAC videos, and performance metrics. Section 3 presents the 
tracking and classification results directly in the compressive measurement domain using 
SENSIAC optical videos. Section 4 includes the tracking and classification results for the MWIR 
daytime videos. Section 5 then presents the tracking and classification results for the MWIR 

time videos. Finally, some concluding remarks and future research directions are included 

Compressive Sensing Via Subsampling 

Using Gaussian random measurement makes the target tracking very difficult. This is because the 
targets can be anywhere in a frame and the target location information is lost in the compressive 

e proposed an approach [12] using a random subsampling operator to 
perform compressive sensing. Figure 1 displays two examples of a random subsampling sensing 

         
(a)               (b) 

(a) Visualization of the sensing matrix for a random subsampling operator with a 
compression factor of 2. The subsampling operator is applied to a vectorized image. This is 

equivalent to applying a random mask shown in (b) to an image.
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] presents an object detection approach using correlation filters and sparse 
representation. There was no object classification. No reconstruction of compressive 

], our paper focuses on 

], the authors present an approach to extracting features out of the compressed 
measurements and then uses the features to create a proxy image. This approach may not be 

], the approach is suitable for 
y centered in the images. 

] presents an online reconstruction free approach to object classification using 
], the approach assumes the object is 

] also did not address 

Instead of using Gaussian random measurements to obtain the compressive measurements, we 
emphasize that we have proposed two alternative compressive measurements. One is called 
subsampling and the other is called coded aperture. The coded aperture case has been 

]. One major change is 
that significant amount of new experiments were performed. In our earlier paper, we had only the 

e included tracking and 
time videos. The earlier version had 11 pages 

This paper is organized as follows. Section 2 describes the compressive sensing via subsampling, 
YOLO tracker, ResNet, SENSIAC videos, and performance metrics. Section 3 presents the 
tracking and classification results directly in the compressive measurement domain using 

cation results for the MWIR 
daytime videos. Section 5 then presents the tracking and classification results for the MWIR 

time videos. Finally, some concluding remarks and future research directions are included 

Using Gaussian random measurement makes the target tracking very difficult. This is because the 
targets can be anywhere in a frame and the target location information is lost in the compressive 

] using a random subsampling operator to 
displays two examples of a random subsampling sensing 

operator with a 
compression factor of 2. The subsampling operator is applied to a vectorized image. This is 

equivalent to applying a random mask shown in (b) to an image. 
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2.2. YOLO 
 
YOLO tracker [22] has similar performance as Faster R
classification module. However, base
YOLO was not good [10][11]
 
The training of YOLO is quite simple. Images with ground truth target locations are needed. The 
input image is resized to 448x448. 
Figure 2 shows the architecture of YOLO version 1. There are 24 convolutional layers and 2 fully 
connected layers. The output is 7x7x30. We have used YOLOv2 because it is more accurate than 
YOLO version 1. The bounding box for each vehicle was manually determined using tools in 
MATLAB. For YOLO, the last layer of the deep learning model was re
change any of the activation functions. YOLO took approximately 2000 epochs to train.
 

Figure 2. 24 convolutional layers followed by 2 fully connected layers for YOLO version 1 

 

2.3. ResNet 
 
The ResNet-18 model is an 18
performance saturation and/or degradation when training deeper layers. 
Figure 3 shows the architecture of an 18
 
Training of ResNet requires target patches. The targets are cropped from training videos. Mirror 
images are then created. Data augmentation usin
degrees), and illumination (brighter and dimmer) is usually deployed to create more training data. 
For each cropped target, we are able to create a data set with 64 more images.

Figure 
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] has similar performance as Faster R-CNN [23]. YOLO also comes with a 
classification module. However, based on our evaluations, the classification accuracy using 

][25]. This is perhaps due to a lack of training data.

The training of YOLO is quite simple. Images with ground truth target locations are needed. The 
input image is resized to 448x448.  

shows the architecture of YOLO version 1. There are 24 convolutional layers and 2 fully 
connected layers. The output is 7x7x30. We have used YOLOv2 because it is more accurate than 

The bounding box for each vehicle was manually determined using tools in 
MATLAB. For YOLO, the last layer of the deep learning model was re-trained. We did not 
change any of the activation functions. YOLO took approximately 2000 epochs to train.

 
24 convolutional layers followed by 2 fully connected layers for YOLO version 1 

[22]. 

s an 18-layer convolutional neural network (CNN) that avoids 
performance saturation and/or degradation when training deeper layers.  

shows the architecture of an 18-layer ResNet. 

Training of ResNet requires target patches. The targets are cropped from training videos. Mirror 
images are then created. Data augmentation using scaling (larger and smaller), rotation (every 45 
degrees), and illumination (brighter and dimmer) is usually deployed to create more training data. 
For each cropped target, we are able to create a data set with 64 more images. 

 
 

Figure 3. Architecture of ResNet-18. Figure from [24]. 
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]. YOLO also comes with a 
d on our evaluations, the classification accuracy using 

. This is perhaps due to a lack of training data. 

The training of YOLO is quite simple. Images with ground truth target locations are needed. The 

shows the architecture of YOLO version 1. There are 24 convolutional layers and 2 fully 
connected layers. The output is 7x7x30. We have used YOLOv2 because it is more accurate than 

The bounding box for each vehicle was manually determined using tools in 
trained. We did not 

change any of the activation functions. YOLO took approximately 2000 epochs to train. 

 

24 convolutional layers followed by 2 fully connected layers for YOLO version 1 

layer convolutional neural network (CNN) that avoids 

Training of ResNet requires target patches. The targets are cropped from training videos. Mirror 
g scaling (larger and smaller), rotation (every 45 

degrees), and illumination (brighter and dimmer) is usually deployed to create more training data. 
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2.4. SENSIAC Optical and MWIR Videos 
 

Our research objective is to perform tracking and classification of seven vehicles using the 
SENSIAC videos in compressive measurement domain. Both optical and mid-wave infrared 
(MWIR) videos were collected at distances from 1000 m to 5000 m with 500 m increments. 
Optical videos has only daytime videos. In contrast, there are both daytime and night-time MWIR 
videos. There are seven types of vehicles, which are shown in  
Figure 4. These videos are challenging for several reasons. First, the target sizes are small due to 
long distances. Second, the target orientations also change drastically. Third, the illuminations in 
different videos are also different. Here, the compressive measurements are collected via directly 
sub-sampling. That is, 50% or 75% of the pixels are thrown away during the data collection 
process. 
 

 
 

Figure 4. 7 targets in SENSIAC used: (a) Truck (b) SUV, (c) BTR70, (d) BRDM2, (e) BMP2, (f) T72, and (g) 
ZSU23-4. 

 

2.5. Performance Metrics for Tracking and Classification 
 
In our earlier paper [25], we have included some tracking results where conventional trackers 
such as GMM [26] and STAPLE [27] were used. The tracking performance was poor in the 
presence of missing data. 
We experimented with a YOLO tracker, which has been determined to perform better tracking 
than our earlier ResNet based tracker described in [12]. We used the following metrics [9]-[12] 
for evaluating the tracker performance: 
 

 Center Location Error (CLE): It is the error between the center of the bounding box and 
the ground-truth bounding box. 

 Distance Precision (DP):  It is the percentage of frames where the centroids of detected 
bounding boxes are within 20 pixels of the centroid of ground-truth bounding boxes. 

 EinGT: It is the percentage of the frames where the centroids of the detected bounding 
boxes are inside the ground-truth bounding boxes. 

 Number of frames with detection: This is the total number of frames that have detection. 
 

For classification, we used confusion matrix and classification accuracy as performance metrics. 
 

3. TRACKING AND CLASSIFICATION RESULTS USING SENSIAC OPTICAL 

VIDEOS 
 

Here, we focus on the optical videos. 
 

3.1. Conventional Trackers Performance 
 

Figure 5 shows the tracking performance of a conventional tracker knows as GMM [26] for three 
compressive measurement cases: 0%, 50%, and 75%. It can be seen that the tracking is only 
effective for the 0% missing case. For the other two cases, the green bounding boxes are mostly 
off the target. Figure 6 shows the tracking results using another conventional tracker known as 

    
                      (a)                                    (b)                                   (c)                                    (d) 

      
          (e)                                             (f)                                          (g) 
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STAPLE [27]. STAPLE appears to yield reasonable tracking results up to 50% missing. 
However, for 75% missing case, the tracker loses all the targets. This is because STAPLE was not 
designed to handle videos with missing data.
 

 
(a) 0% missing

Figure 5. Tracking using GMM for 3 missing cases of an optical video containing a truck 

(a) 0% missing

Figure 6. Tracking using STAPLE for 3 missing cases of an optical video containing a 

 

3.2. Train using 1500 m and 3000 m videos and Test using 1000 m, 2000 m, 2500 m, 
3500 m videos 

 
Here, we applied YOLO and used videos from ranges of 1500 m and 3000 m for training and 
videos from ranges of 1000m, 2000m, 2500m, and 3500m for testing. 
summarize the performance metrics for 0%, 50%, and 75% missing cases, respectively. Our first 
observation is that the number of frames with detection decreases when we have more missing 
pixels. This is reasonable.  For the same missing rate case, the tracking performance drops with 
increasing range, which is also reasonable. For 75% missing case, the tracking performance is 
only effective up to 1500 m. Figure 

#1 #300

#900 #1200
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]. STAPLE appears to yield reasonable tracking results up to 50% missing. 
However, for 75% missing case, the tracker loses all the targets. This is because STAPLE was not 

e videos with missing data. 

  
(a) 0% missing     (b) 50% missing

 

 
 

(c) 75% missing 
Tracking using GMM for 3 missing cases of an optical video containing a truck 

from 1000 m range. 
 

 
(a) 0% missing    (b) 50% missing 

 

 
 

(c) 75% missing 
 

Tracking using STAPLE for 3 missing cases of an optical video containing a 
truck from 1000 m range. 

Train using 1500 m and 3000 m videos and Test using 1000 m, 2000 m, 2500 m, 

Here, we applied YOLO and used videos from ranges of 1500 m and 3000 m for training and 
videos from ranges of 1000m, 2000m, 2500m, and 3500m for testing. Table 
summarize the performance metrics for 0%, 50%, and 75% missing cases, respectively. Our first 

ber of frames with detection decreases when we have more missing 
pixels. This is reasonable.  For the same missing rate case, the tracking performance drops with 
increasing range, which is also reasonable. For 75% missing case, the tracking performance is 

Figure 7 -  
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#1500

#1 #300

#900 #1200
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]. STAPLE appears to yield reasonable tracking results up to 50% missing. 
However, for 75% missing case, the tracker loses all the targets. This is because STAPLE was not 

 

(b) 50% missing 

Tracking using GMM for 3 missing cases of an optical video containing a truck 

 

Tracking using STAPLE for 3 missing cases of an optical video containing a 

Train using 1500 m and 3000 m videos and Test using 1000 m, 2000 m, 2500 m,     

Here, we applied YOLO and used videos from ranges of 1500 m and 3000 m for training and 
Table 1 - Table 3 

summarize the performance metrics for 0%, 50%, and 75% missing cases, respectively. Our first 
ber of frames with detection decreases when we have more missing 

pixels. This is reasonable.  For the same missing rate case, the tracking performance drops with 
increasing range, which is also reasonable. For 75% missing case, the tracking performance is 

 

#600

#1500

 



Signal & Image Processing: An International Journal (SIPIJ) Vol.10, No.6, December 2019 

15 

Figure 9 show the tracking results in some selected frames for 0%, 50%, and 75% missing cases, 
respectively. It can be seen that there are more missed detections in those cases of high missing 
rates. 
 

Table 1. Tracking metrics for 0% missing case. 
 

 

 
 

 
 

(a) 1000m     (b) 2000m 
 

  
 

(c) 2500m      (d) 3500m 
 

Figure 7. Tracking results for frames 1, 446, 892, 1338, 1784, and 2677. 0% missing case. 
Optical – Subsampling Mode. Tracking at 0%; vehicle in the frames is SUV. 

 
Table 2. Tracking metrics for 50% missing case.  

 

 

 
 

EinGT CLE
DP@20 
pixels

% of frames with 
detections

BMP2 1.00 37.91 0.00 98.99
BRDM2 1.00 19.23 0.69 98.72
BTR70 1.00 28.24 0.00 100.00
SUV 1.00 25.26 0.00 100.00
T72 1.00 61.73 0.00 100.00

Truck 1.00 23.83 0.06 99.68
ZSU23-4 1.00 33.21 0.00 99.89

1000m

EinGT CLE
DP@20 
pixels

% of frames with 
detections

BMP2 1.00 26.61 0.00 100.00
BRDM2 1.00 14.28 1.00 100.00
BTR70 1.00 20.46 0.41 100.00
SUV 1.00 18.56 0.94 100.00
T72 1.00 45.68 0.00 100.00

Truck 1.00 18.59 0.91 100.00
ZSU23-4 1.00 24.35 0.00 100.00

1500m

EinGT CLE
DP@20 
pixels

% of frames with 
detections

BMP2 1.00 17.97 0.98 100.00
BRDM2 1.00 8.45 1.00 99.95
BTR70 1.00 14.25 1.00 100.00
SUV 1.00 11.73 1.00 99.47
T72 1.00 30.37 0.00 100.00

Truck 1.00 11.72 1.00 98.67
ZSU23-4 1.00 17.80 0.97 99.89

2000m

EinGT CLE
DP@20 
pixels

% of frames with 
detections

BMP2 1.00 14.56 1.00 66.54
BRDM2 0.96 10.49 0.96 85.70
BTR70 0.99 11.26 0.99 54.11

SUV 1.00 8.74 1.00 84.53
T72 0.98 24.59 0.04 72.04

Truck 1.00 9.59 1.00 94.45
ZSU23-4 1.00 12.94 1.00 95.57

2500m

EinGT CLE
DP@20 
pixels

% of frames with 
detections

BMP2 1.00 8.30 1.00 100.00
BRDM2 1.00 3.93 1.00 100.00
BTR70 1.00 6.13 1.00 99.79

SUV 1.00 5.35 1.00 99.68
T72 0.99 14.63 1.00 95.20

Truck 1.00 5.23 1.00 99.95
ZSU23-4 1.00 7.14 1.00 100.00

3000m

EinGT CLE
DP@20 
pixels

% of frames with 
detections

BMP2 0.98 5.65 0.99 47.81
BRDM2 0.94 2.26 1.00 29.72
BTR70 1.00 4.24 1.00 29.24

SUV 0.50 2.81 0.98 8.38
T72 0.93 11.47 0.97 75.72

Truck 0.83 2.47 1.00 1.87
ZSU23-4 0.91 4.54 1.00 50.27

3500m

 

  

EinGT CLE
DP@20 
pixels

% of frames 
with detections

BMP2 1.00 37.96 0.00 96.10
BRDM2 1.00 17.92 0.80 88.05
BTR70 1.00 28.34 0.00 99.73
SUV 1.00 24.05 0.08 91.14
T72 1.00 60.35 0.00 98.29

Truck 1.00 22.64 0.20 88.74
ZSU23-4 1.00 31.19 0.00 97.44

1000m

EinGT CLE
DP@20 
pixels

% of frames 
with detections

BMP2 1.00 27.48 0.00 100.00
BRDM2 1.00 14.98 0.99 99.68
BTR70 1.00 21.91 0.16 100.00
SUV 1.00 18.89 0.84 100.00
T72 1.00 47.31 0.00 99.52

Truck 1.00 19.20 0.75 99.63
ZSU23-4 1.00 25.07 0.01 100.00

1500m

EinGT CLE
DP@20 
pixels

% of frames 
with detections

BMP2 1.00 20.03 0.55 95.57
BRDM2 1.00 10.79 1.00 7.52
BTR70 1.00 16.37 1.00 98.35
SUV 1.00 13.60 1.00 50.37
T72 1.00 31.99 0.00 99.52

Truck 1.00 14.15 1.00 42.74
ZSU23-4 1.00 19.52 0.64 97.01

2000m

EinGT CLE
DP@20 
pixels

% of frames 
with detections

BMP2 0.00 61.42 0.00 0.53
BRDM2 0.00 61.29 0.00 5.12
BTR70 0.00 84.98 0.00 1.76
SUV 0.00 79.45 0.00 3.84
T72 0.24 85.48 0.00 1.55

Truck 0.00 37.94 0.00 0.05
ZSU23-4 0.00 77.61 0.00 3.90

2500m

EinGT CLE
DP@20 
pixels

% of frames 
with detections

BMP2 0.94 12.11 0.95 92.37
BRDM2 0.99 5.32 1.00 96.05
BTR70 1.00 6.68 1.00 94.77
SUV 0.98 8.12 0.99 43.49
T72 0.99 15.63 0.98 93.06

Truck 0.97 8.44 0.98 84.26
ZSU23-4 0.98 8.78 0.98 92.90

3000m

EinGT CLE
DP@20 
pixels

% of frames 
with detections

BMP2 0.00 58.30 0.05 9.50
BRDM2 0.00 61.01 0.08 2.08
BTR70 0.00 41.39 0.27 13.82

SUV 0.00 74.93 0.01 4.48
T72 0.00 59.56 0.25 16.81

Truck 0.00 73.13 0.01 7.63
ZSU23-4 0.00 64.78 0.05 15.80

3500m
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(a) 1000 m

(c) 2500 m 

Figure 8. Tracking results for 

 
Table 

 

(a) 1000 m 

(c) 2500m 

Figure 9. Tracking results for 

EinGT CLE
DP@20 
pixels

% of frames with 
detections

BMP2 1.00 38.18 0.00 73.85
BRDM2 0.99 20.44 0.72 62.91
BTR70 1.00 28.34 0.00 95.14

SUV 0.97 28.91 0.07 54.16
T72 1.00 60.31 0.00 89.33

Truck 0.97 27.77 0.21 45.20
ZSU23-4 0.99 32.23 0.00 77.80

1000m

EinGT CLE
DP@20 
pixels

% of frames with 
detections

BMP2 0.03
BRDM2 0.00 67.68 0.00 3.88
BTR70 0.09
SUV 0.00 93.08 0.00 5.17
T72 0.08

Truck 0.00
ZSU23-4 0.00 123.66 0.00 6.81

2500m
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(a) 1000 m     (b) 2000 m

 

 
(c) 2500 m      (d) 3500 m

 
Tracking results for frames 1, 446, 892, 1338, 1784, and 2677. 50% missing case. 

Vehicle in the frames is SUV. 

Table 3. Tracking metrics for 75% missing case. 
 

 
 

(a) 1000 m      (b) 2000 m

 

     (d) 3500m
 

Tracking results for frames 1, 446, 892, 1338, 1784, and 2677. 75% missing case. 
Vehicle in the frames is SUV. 

 

 

% of frames with 
detections EinGT CLE

DP@20 
pixels

% of frames with 
detections

BMP2 1.00 27.68 0.00 6.87
BRDM2 0.99 16.96 0.92 6.38
BTR70 1.00 22.38 0.14 6.60
SUV 1.00 18.97 0.77 6.49
T72 1.00 47.56 0.00 7.90

Truck 1.00 19.50 0.67 6.49
ZSU23-4 1.00 25.12 0.02 6.73

1500m

EinGT CLE
BMP2 1.00 20.53

BRDM2 0.86 23.82
BTR70 1.00 17.28
SUV 0.97 17.15
T72 1.00 32.22

Truck 1.00 15.35
ZSU23-4 1.00 20.00

% of frames with 
detections EinGT CLE

DP@20 
pixels

% of frames with 
detections

BMP2 0.45 38.27 0.49 7.07
BRDM2 0.81 17.71 0.83 6.21
BTR70 0.83 18.41 0.85 6.18
SUV 0.50 33.17 0.54 4.20
T72 0.70 35.23 0.68 6.97

Truck 0.67 28.95 0.71 6.17
ZSU23-4 0.65 28.16 0.67 6.58

3000m

EinGT CLE
BMP2 0.00 60.85

BRDM2 0.00 66.24
BTR70 0.00 51.50
SUV 0.00 58.57
T72 0.00 53.25

Truck 0.00 61.49
ZSU23-4 0.00 52.83
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(b) 2000 m 

 

(d) 3500 m 

frames 1, 446, 892, 1338, 1784, and 2677. 50% missing case. 

 

 

 

(b) 2000 m 

 

(d) 3500m 

75% missing case. 

 

CLE
DP@20 
pixels

% of frames with 
detections

20.53 0.44 6.30
23.82 0.84 1.82
17.28 0.94 6.33
17.15 0.95 3.76
32.22 0.00 7.08
15.35 0.98 3.26
20.00 0.57 6.36

2000m

CLE
DP@20 
pixels

% of frames with 
detections

60.85 0.08 3.76
66.24 0.05 3.65
51.50 0.07 3.50
58.57 0.03 3.37
53.25 0.14 3.76
61.49 0.03 3.69
52.83 0.07 3.67

3500m
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3.3. Classification Results 
 
For vehicle classification, we deployed ResNet. For the ResNet classifier, we performed 
customized training where the training data are augmented with rotation, scaling, and illumination 
variations. We used videos from ranges 1500 m and 3000 m for training and videos from other 
ranges for testing. 
 
Classification is only applied to frames with detection of targets from the tracker. Table 4-Table 6 
summarize the ResNet classifiers for 0%, 50%, and 75% missing cases, respectively. The 
highlighted yellow cells indicate the biggest number of each row. The column labels in the 
confusion matrices are the ground truth and the row labels are the classifier output labels. For 0% 
missing, the classification performance is good up to 3000 m. For 50% missing case, the 
performance is still reasonable up to 2000m. However, for 75% missing case, the classification is 
only good up to 1500 m. 
 
Table 4. Classification results for 0% missing case. Left columns are the confusion matrix; the last column 

is the classification results. 
 

 

 

 
 
Table 5. Classification results for 50% missing case. Left columns are the confusion matrix; the last column 

is the classification results. 
 

 

 

 
 
 

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 654 2 20 11 993 5 170 35%

BRDM2 0 1755 11 0 83 0 1 95%
BTR70 0 0 1441 0 420 1 12 77%
SUV 0 0 0 1862 12 0 0 99%
T72 0 0 0 0 1860 0 14 99%

Truck 12 0 9 304 338 1189 16 64%
ZSU23-4 0 2 142 1 1116 0 611 33%

1000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1090 4 47 8 59 28 11 87%

BRDM2 0 1513 9 22 36 26 0 94%
BTR70 109 2 800 0 37 10 56 79%
SUV 17 9 9 1076 115 349 9 68%
T72 15 3 47 37 1055 42 151 78%

Truck 72 20 12 119 78 1426 43 81%
ZSU23-4 1 0 0 4 14 5 1767 99%

2500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1826 0 1 0 47 0 0 97%

BRDM2 0 1865 0 0 9 0 0 100%
BTR70 2 0 1867 0 4 0 1 100%

SUV 0 0 0 1874 0 0 0 100%
T72 0 0 0 0 1871 0 3 100%

Truck 0 0 7 0 15 1852 0 99%
ZSU23-4 0 1 0 0 16 0 1857 99%

1500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1550 17 3 0 262 6 36 83%

BRDM2 0 1865 1 0 0 8 0 100%
BTR70 45 0 1712 0 50 20 43 92%
SUV 63 41 14 1515 64 159 12 81%
T72 1 0 1 0 1780 0 2 100%

Truck 89 37 14 0 103 1552 78 83%
ZSU23-4 45 1 13 0 62 3 1750 93%

3000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1874 0 0 0 0 0 0 100%

BRDM2 0 1873 0 0 0 0 0 100%
BTR70 20 0 1854 0 0 0 0 99%
SUV 2 28 4 1687 6 137 0 91%
T72 1 0 0 0 1873 0 0 100%

Truck 3 41 0 0 6 1799 0 97%
ZSU23-4 0 6 0 0 2 0 1864 100%

2000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 407 28 87 3 249 54 68 45%

BRDM2 11 524 2 2 1 14 3 94%
BTR70 96 5 350 0 69 10 18 64%
SUV 26 17 11 44 1 57 1 28%
T72 13 3 13 4 1338 43 5 94%

Truck 4 3 1 0 1 26 0 74%
ZSU23-4 215 16 48 0 139 24 500 53%

3500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1760 40 0 1 0 0 0 98%

BRDM2 2 1504 0 12 1 131 0 91%
BTR70 96 1 1740 4 0 27 1 93%
SUV 8 63 0 1615 5 17 0 95%
T72 0 3 0 9 1830 0 0 99%

Truck 118 249 2 61 35 1196 2 72%
ZSU23-4 16 82 0 8 178 0 1542 84%

1000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 0 7 0 3 0 0 0 0%

BRDM2 6 10 4 9 63 4 0 10%
BTR70 0 1 1 2 29 0 0 3%
SUV 4 38 1 26 3 0 0 36%
T72 0 14 0 12 2 1 0 7%

Truck 0 1 0 0 0 0 0 0%
ZSU23-4 3 37 0 29 4 0 0 0%

2500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1838 32 0 4 0 0 0 98%

BRDM2 0 1861 3 3 1 0 0 100%
BTR70 39 1 1834 0 0 0 0 98%
SUV 17 13 0 1729 6 109 0 92%
T72 18 37 2 0 1806 2 0 97%

Truck 48 86 0 0 74 1659 0 89%
ZSU23-4 5 19 0 0 1 0 1849 99%

1500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 11 145 8 897 626 41 3 1%

BRDM2 34 384 16 65 648 620 33 21%
BTR70 114 4 266 66 1253 29 44 15%
SUV 18 32 105 520 135 3 2 64%
T72 7 18 2 505 1074 138 0 62%

Truck 72 35 32 54 884 456 46 29%
ZSU23-4 2 17 2 136 1476 29 79 5%

3000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1100 448 29 93 0 106 15 61%

BRDM2 0 67 26 23 3 21 1 48%
BTR70 1 15 1525 129 0 173 0 83%
SUV 0 250 9 459 7 219 0 49%
T72 120 111 30 860 329 370 45 18%

Truck 38 334 6 6 2 408 7 51%
ZSU23-4 45 866 146 127 43 29 562 31%

2000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 0 13 0 165 0 0 0 0%

BRDM2 4 7 1 8 17 2 0 18%
BTR70 4 32 10 203 6 4 0 4%
SUV 0 18 7 34 21 0 4 40%
T72 3 26 2 157 127 0 0 40%

Truck 9 27 22 36 39 0 10 0%
ZSU23-4 0 13 1 282 0 0 0 0%

3500m
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Table 6. Classification results for 75% missing case. Left columns are the confusion matrix; the last column 
is the classification results. 

 

  

 

 
 
3.4. Discussions: Tracking and Classification at 75% missing rate: Optical Videos 
 
 
Table 7 summarizes the tracking (YOLO) and classification (ResNet) results for 75% missing 
data case. By looking at  
Table 7, we have the following observations: 
 

 If we have trained models for some specific ranges, then the tracking accuracy is good. 
For example, we have trained models at 1500 m and 3000 m and the tracking results are 
good at 1500 m, but tracking results deteriorate at 3000 m. This means that, in theory, 
tracking can perform well if we have enough training data at various ranges. 

 The classification is only effective up to 1500 m. This is because the target size is so 
small at farther ranges. The target information is further reduced due to missing pixels. 

 

Table 7. Summary of Tracking and Classification Results at 75% missing rate. 
 

 
 

4. TRACKING AND CLASSIFICATION RESULTS USING SENSIAC MWIR 

DAY TIME VIDEOS 
 
There are two types of MWIR videos: daytime and night-time. Here, we focus on daytime MWIR 
videos. 
 
4.1. Train using 1500 m and 3000 m videos and Test using 1000 m, 2000 m, 2500 m, 

3500 m videos 
 
For the YOLO models, we used 1500 m and 3000 m videos to train two separate models. The 
1500m model will be used for 1000 m and 2000 m ranges and the 3000 m model will be for 
ranges of 2500 m and 3500 m. Table 8-Table 10 show the metrics. We can see that the numbers 

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1345 32 0 1 3 3 0 97%

BRDM2 3 1032 0 15 7 122 0 88%
BTR70 261 18 1481 1 6 16 0 83%

SUV 33 43 0 850 4 85 0 84%
T72 3 15 0 7 1644 4 1 98%

Truck 106 177 2 26 30 505 1 60%
ZSU23-4 27 133 0 5 427 12 854 59%

1000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 0 0 0 0 0 0 0 0%

BRDM2 0 0 0 1 5 0 0 0%
BTR70 0 0 0 0 0 0 0 0%

SUV 0 1 0 2 0 0 0 67%
T72 0 0 0 0 0 0 0 0%

Truck 0 0 0 0 0 0 0 0%
ZSU23-4 0 0 1 1 0 0 0 0%

2500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1783 61 10 2 8 0 0 96%

BRDM2 3 1508 6 6 43 4 3 96%
BTR70 163 6 1702 0 1 1 0 91%
SUV 85 27 0 1168 41 383 0 69%
T72 103 76 52 2 1586 5 8 87%

Truck 157 65 1 0 428 1013 3 61%
ZSU23-4 76 150 0 0 104 0 1507 82%

1500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 1 54 2 489 113 2 0 0%

BRDM2 51 87 19 98 836 431 14 6%
BTR70 65 61 154 169 1216 35 10 9%

SUV 1 9 6 168 44 0 1 73%
T72 46 83 26 371 839 34 4 60%

Truck 81 77 100 245 751 138 43 10%
ZSU23-4 14 103 32 372 833 17 4 0%

3000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 698 357 119 74 11 119 17 50%

BRDM2 1 51 17 33 28 17 1 34%
BTR70 11 32 1202 130 8 125 0 80%
SUV 1 56 2 53 7 54 0 31%
T72 95 97 66 667 361 291 5 23%

Truck 7 31 1 0 1 50 2 54%
ZSU23-4 85 716 184 129 215 21 119 8%

2000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 Accuracy
BMP2 0 1 0 61 0 0 0 0%

BRDM2 22 58 25 48 179 7 4 17%
BTR70 9 35 20 174 32 2 1 7%

SUV 21 150 60 415 119 3 9 53%
T72 0 35 7 185 31 0 0 12%

Truck 64 146 110 410 183 11 23 1%
ZSU23-4 0 23 1 413 4 0 0 0%

3500m

75% summary

Range
Average % of frames 

with detections
Average 
Accuracy

1000 71.20 81%
1500 94.15 83%
2000 48.54 40%
2500 0.08 10%
3000 63.65 23%
3500 23.64 13%
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of frames with detection are high for low missing rates. For frames with detection, the CLE 
values generally increase whereas the DP and EinGT values are relatively stable. 
Figure 10-Figure 12 show the tracking results visually. The tracking results are good up to 2000 
m at 0% missing. For longer ranges such as 2500 m and beyond, the detection is not good. For 
example, at 50% missing rate, the tracking is only good up to 1000 m. For 75% missing, the 
tracking is poor even at 1000 m range. This means MWIR is not suitable for daytime 
surveillance. 
 

Table 8. Tracking metrics for 0% missing case. MWIR Day time videos. 
 

 

 
 

 
(a) 1000m      (b) 2000m 

 

 
 

(c) 2500m     (d) 3500m 
 

Figure 10. Tracking results for frames 1, 300, 600, 900, 1200, and 1500. 0% missing case. 
Vehicle: SUV. 

 

Table 9. Tracking metrics for 50% missing case. MWIR Day time videos. 
 

   

EinGT CLE DP@20 pixels
% of 

detections
BMP2 1.00 29.64 0.00 46.11

BRDM2 1.00 25.00 0.13 52.72
BTR70 1.00 27.19 0.85 44.83

SUV 1.00 17.51 0.85 85.39
T72 0.99 38.89 0.00 80.72

Truck 1.00 23.15 0.25 81.56
ZSU23-4 1.00 28.64 0.03 61.33

1000m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 1.00 21.55 0.16 99.39

BRDM2 1.00 18.94 0.86 99.72
BTR70 1.00 17.11 0.98 99.94

SUV 1.00 12.99 1.00 99.11
T72 1.00 25.71 0.00 95.61

Truck 1.00 16.29 0.98 100.00
ZSU23-4 1.00 20.25 0.52 100.00

1500m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 1.00 15.11 1.00 99.67

BRDM2 1.00 12.29 1.00 96.50
BTR70 1.00 10.90 1.00 98.28
SUV 1.00 9.78 1.00 70.11
T72 1.00 18.00 0.93 88.67

Truck 1.00 10.77 1.00 73.11
ZSU23-4 1.00 13.07 0.99 89.56

2000m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 1.00 10.36 1.00 83.00

BRDM2 0.91 15.36 0.91 94.67
BTR70 0.41 49.83 0.44 70.78

SUV 0.39 57.76 0.40 51.89
T72 0.74 30.61 0.76 57.00

Truck 0.65 34.39 0.69 56.33
ZSU23-4 0.65 20.31 0.72 81.44

2500m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 1.00 7.30 1.00 100.00

BRDM2 1.00 6.20 1.00 100.00
BTR70 1.00 5.88 1.00 100.00
SUV 1.00 4.79 1.00 100.00
T72 1.00 8.42 1.00 100.00

Truck 1.00 5.57 1.00 99.89
ZSU23-4 1.00 6.56 1.00 100.00

3000m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 1.00 4.09 1.00 28.33

BRDM2 0.69 2.85 1.00 56.56
BTR70 0.92 4.33 0.99 41.17
SUV 0.68 52.73 0.69 22.61
T72 0.63 7.29 0.95 75.06

Truck 0.93 4.02 0.99 32.78
ZSU23-4 0.96 4.53 0.98 37.50

3500m

  

 

 

EinGT CLE DP@20 pixels
% of 

detections
BMP2 0.99 31.95 0.02 66.50

BRDM2 1.00 26.90 0.12 83.00
BTR70 1.00 24.50 0.20 60.83
SUV 1.00 19.51 0.62 76.06
T72 1.00 36.01 0.00 100.00

Truck 1.00 24.66 0.18 50.22
ZSU23-4 1.00 31.79 0.00 93.28

1000m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 1.00 22.55 0.13 97.83

BRDM2 1.00 19.51 0.65 99.94
BTR70 1.00 18.65 0.77 99.61
SUV 1.00 14.65 0.99 91.17
T72 1.00 25.50 0.01 98.17

Truck 1.00 18.18 0.86 84.89
ZSU23-4 1.00 21.17 0.32 99.33

1500m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 1.00 16.63 0.91 78.72

BRDM2 1.00 12.73 0.99 67.11
BTR70 1.00 13.35 1.00 37.06

SUV 0.98 11.02 0.98 3.17
T72 1.00 18.55 0.83 63.06

Truck 0.92 14.66 0.88 10.89
ZSU23-4 1.00 15.04 0.94 69.11

2000m
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(a) 1000m 

(c) 2500m

Figure 11. Tracking results for 

Table 10. Tracking metrics for 75% missing case. Train using videos from 1500 m and 3000 m ranges and 
test using videos from other ranges

 

(a) 1000m 

EinGT CLE DP@20 pixels
% of 

detections
BMP2 0.08 16.58 0.88 1.39

BRDM2 0.00 52.14 0.01 10.39
BTR70 0.00 55.84 0.00 7.78
SUV 0.00 51.86 0.00 2.94
T72 0.00 55.47 0.00 0.28

Truck 0.04 42.91 0.04 1.33
ZSU23-4 0.00 32.63 0.12 0.94

2500m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 0.89 41.58 0.04 4.11

BRDM2 0.97 31.05 0.21 8.83
BTR70 0.98 19.62 0.67 3.22
SUV 0.94 25.85 0.69 2.67
T72 1.00 37.53 0.00 43.94

Truck 0.90 28.63 0.39 2.28
ZSU23-4 0.95 35.71 0.08 23.89

1000m

EinGT CLE DP@20 pixels
% of 

detections
BMP2 0.00 0.00 0.00 0.00

BRDM2 0.00 0.00 0.00 0.00
BTR70 0.00 0.00 0.00 0.00
SUV 0.00 0.00 0.00 0.00
T72 0.00 0.00 0.00 0.00

Truck 0.00 0.00 0.00 0.00
ZSU23-4 0.00 0.00 0.00 0.00

2500m
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(a) 1000m      (b) 2000m

 

 
(c) 2500m     (d) 3500m

 

Tracking results for frames 1, 300, 600, 900, 1200, and 1500. 50% missing case. 
Vehicle: SUV. 

 
. Tracking metrics for 75% missing case. Train using videos from 1500 m and 3000 m ranges and 

test using videos from other ranges. MWIR Day time videos. 
 

  

  

 
(a) 1000m      (b) 2000m

 

% of 
detections

1.39
10.39
7.78
2.94
0.28
1.33
0.94

EinGT CLE DP@20 pixels
% of 

detections
BMP2 0.95 9.45 0.98 15.00

BRDM2 0.92 9.55 0.94 54.44
BTR70 0.95 7.60 0.97 64.89
SUV 0.80 14.52 0.85 18.39
T72 0.91 6.93 0.90 50.11

Truck 0.87 11.34 0.90 29.56
ZSU23-4 0.93 9.44 0.96 69.44

3000m

EinGT

BMP2 0.00
BRDM2 0.00
BTR70 0.00
SUV 0.00
T72 0.00

Truck 0.00
ZSU23-4 0.00

% of 
detections

4.11
8.83
3.22
2.67

43.94
2.28

23.89

EinGT CLE DP@20 pixels
% of 

detections
BMP2 0.94 30.18 0.29 44.83

BRDM2 0.99 20.04 0.71 82.17
BTR70 0.98 19.94 0.75 68.78
SUV 0.87 19.38 0.89 15.28
T72 0.99 27.58 0.04 87.94

Truck 0.96 20.67 0.72 20.72
ZSU23-4 0.99 21.77 0.44 92.39

1500m

EinGT

BMP2 0.89
BRDM2 0.98
BTR70 0.94

SUV 0.50
T72 0.99

Truck 0.97
ZSU23-4 1.00

% of 
detections

0.00
0.00
0.00
0.00
0.00
0.00
0.00

EinGT CLE DP@20 pixels
% of 

detections
BMP2 0.00 0.00 0.00 0.00

BRDM2 0.00 0.00 0.00 0.00
BTR70 0.00 0.00 0.00 0.00
SUV 0.00 0.00 0.00 0.00
T72 0.00 0.00 0.00 0.00

Truck 0.00 0.00 0.00 0.00
ZSU23-4 0.00 0.00 0.00 0.00

3000m

EinGT

BMP2 0.00
BRDM2 0.00
BTR70 0.00
SUV 0.00
T72 0.00

Truck 0.00
ZSU23-4 0.00
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(b) 2000m 

 
(d) 3500m 

1500. 50% missing case. 

. Tracking metrics for 75% missing case. Train using videos from 1500 m and 3000 m ranges and 

 

 

 

(b) 2000m 

CLE DP@20 pixels
% of 

detections
34.39 0.33 0.33
52.42 0.17 1.33
59.81 0.06 2.83
52.73 0.10 6.72
5.92 1.00 14.28
63.58 0.17 3.56
49.06 0.16 8.89

3500m

EinGT CLE DP@20 pixels
% of 

detections
24.95 0.85 21.17
13.14 0.96 21.67
20.21 0.91 1.83
62.33 0.50 0.22
18.53 0.80 21.22
15.44 0.88 5.22
13.27 0.97 13.78

2000m

CLE DP@20 pixels
% of 

detections
0.00 0.00 0.00
0.00 0.00 0.00
0.00 0.00 0.00
0.00 0.00 0.00
0.00 0.00 0.00
0.00 0.00 0.00
0.00 0.00 0.00

3500m
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(c) 2500m 

Figure 12. Tracking results for 

4.2. Classification Results
 
Classification is only applied to frames with detection of targets from the tracker. 
Table 13 summarize the ResNet classifiers for 0%, 50%, and 75% missing cases, respectively. 
The highlighted yellow cells indicate the biggest number of each row. The column labels in the 
confusion matrices are the ground truth and the row labels are the classifier
shown in the tables, the classification results using ResNet is in general not so good even at 1000 
m with 75% missing. This means MWIR is not suitable for daytime surveillance.

Table 11. Classification results fo

 
Table 12. Classification results for 50% missing case. Left is the confusion matrix; right is the classification 

BMP2 BRDM2 BTR70 SUV T72
BMP2 19 349 176 101

BRDM2 1 859 51 9
BTR70 1 33 738 16

SUV 0 62 10 1425
T72 71 236 22 474 479

Truck 2 241 121 135
ZSU23-4 3 72 9 53

1000m

BMP2 BRDM2 BTR70 SUV T72
BMP2 0 1300 377 0 0

BRDM2 0 1687 0 6 0
BTR70 2 18 1702 13 1

SUV 0 387 4 1128 5
T72 0 662 154 142 480

Truck 0 503 7 71 2
ZSU23-4 0 41 1 0 0

1500m

BMP2 BRDM2 BTR70 SUV T72
BMP2 0 1088 584 52 0

BRDM2 205 221 0 0 199
BTR70 6 1186 377 0 63

SUV 8 107 5 60 884
T72 0 415 18 0 824

Truck 4 60 2 2 143
ZSU23-4 0 2 13 0 9

2000m

BMP2 BRDM2 BTR70 SUV T72
BMP2 153 273 105 117 0

BRDM2 23 793 631 8 0
BTR70 16 4 1057 15 0

SUV 4 216 17 1014 0
T72 23 187 183 1113 30

Truck 45 131 49 193 0
ZSU23-4 33 146 198 124 0

1000m

BMP2 BRDM2 BTR70 SUV T72
BMP2 13 1144 78 279 0

BRDM2 1 1449 23 4 0
BTR70 3 112 1059 78 10
SUV 0 496 3 897 6
T72 0 535 191 263 144

Truck 0 502 1 63 0
ZSU23-4 0 50 59 5 0

1500m

BMP2 BRDM2 BTR70 SUV T72
BMP2 75 399 6 570 11

BRDM2 131 290 2 0 187
BTR70 4 578 14 0 15
SUV 0 26 0 0 26
T72 2 689 20 0 334

Truck 3 16 1 2 65
ZSU23-4 7 53 19 0 7

2000m
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     (d) 3500m

 
. Tracking results for frames 1, 300, 600, 900, 1200, and 1500. 75% missing case. 

Vehicle: SUV. 
Classification Results 

Classification is only applied to frames with detection of targets from the tracker. 
summarize the ResNet classifiers for 0%, 50%, and 75% missing cases, respectively. 

The highlighted yellow cells indicate the biggest number of each row. The column labels in the 
confusion matrices are the ground truth and the row labels are the classifier
shown in the tables, the classification results using ResNet is in general not so good even at 1000 
m with 75% missing. This means MWIR is not suitable for daytime surveillance.

. Classification results for 0% missing case. Left is the confusion matrix; the last column is the 
classification accuracy. 

 

Classification results for 50% missing case. Left is the confusion matrix; right is the classification 
results. 

 

 

T72 Truck ZSU23-4 % of accuracy
40 38 107 2%
12 5 12 91%
8 7 4 91%
1 39 0 93%

479 78 93 33%
0 968 1 66%
53 114 800 72%

BMP2 BRDM2 BTR70 SUV T72
BMP2 20 139 1 111 10

BRDM2 0 33 107 51 93
BTR70 0 179 48 121 106

SUV 1 31 85 277 138
T72 0 71 250 63 88

Truck 0 34 79 196 65
ZSU23-4 0 19 138 16 37

2500m

T72 Truck ZSU23-4 % of accuracy
0 112 0%

102 0 94%
53 10 95%
256 4 63%

480 235 48 28%
1063 154 59%

0 1758 98%

BMP2 BRDM2 BTR70 SUV T72
BMP2 0 608 8 250 7

BRDM2 10 83 412 611 26
BTR70 0 153 1 859 114
SUV 0 39 251 394 64
T72 5 353 1 112 179

Truck 0 36 3 170 570
ZSU23-4 0 111 317 117 2

3000m

T72 Truck ZSU23-4 % of accuracy
0 46 24 0%

199 994 118 13%
63 0 137 21%

884 103 95 5%
824 269 70 52%
143 1053 52 80%
9 0 1588 99%

BMP2 BRDM2 BTR70 SUV T72
BMP2 0 453 0 0 3

BRDM2 36 42 64 659 0
BTR70 0 40 1 682 4
SUV 29 38 1 332 7
T72 3 104 0 3 186

Truck 6 27 3 516 9
ZSU23-4 0 82 5 299 3

3500m

T72 Truck ZSU23-4 % of accuracy
6 543 13%
18 21 53%
1 2 97%

118 0 74%
30 28 236 2%

483 3 53%
16 1162 69%

BMP2 BRDM2 BTR70 SUV T72
BMP2 0 0 0 17 0

BRDM2 0 18 101 7 7
BTR70 0 20 81 11 2
SUV 0 2 35 2 1
T72 0 0 5 0 0

Truck 0 3 16 0 2
ZSU23-4 0 0 5 0 0

2500m

T72 Truck ZSU23-4 % of accuracy
0 84 163 1%
0 304 18 81%

10 472 59 59%
6 228 11 55%

144 591 43 8%
0 838 124 55%
0 1 1673 94%

BMP2 BRDM2 BTR70 SUV T72
BMP2 0 62 0 4 1

BRDM2 13 105 154 386 13
BTR70 0 146 6 435 117
SUV 0 3 2 45 15
T72 1 201 0 23 103

Truck 0 22 1 86 75
ZSU23-4 0 218 63 105 4

3000m

Truck ZSU23-4 % of accuracy
316 40 5%
497 101 24%
1 55 2%
3 2 0%
69 21 29%

105 4 54%
0 1158 93%

BMP2 BRDM2 BTR70 SUV T72 Truck
BMP2 0 2 0 4 0

BRDM2 0 4 0 16 0
BTR70 0 6 0 24 11
SUV 0 1 22 39 57
T72 0 74 0 0 81

Truck 0 3 0 20 11
ZSU23-4 0 14 1 97 10

3500m
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(d) 3500m 

frames 1, 300, 600, 900, 1200, and 1500. 75% missing case. 

Classification is only applied to frames with detection of targets from the tracker. Table 11- 
summarize the ResNet classifiers for 0%, 50%, and 75% missing cases, respectively. 

The highlighted yellow cells indicate the biggest number of each row. The column labels in the 
confusion matrices are the ground truth and the row labels are the classifier output labels. As 
shown in the tables, the classification results using ResNet is in general not so good even at 1000 
m with 75% missing. This means MWIR is not suitable for daytime surveillance. 

r 0% missing case. Left is the confusion matrix; the last column is the 

 

 

 

Classification results for 50% missing case. Left is the confusion matrix; right is the classification 

 

 

 

T72 Truck ZSU23-4 % of accuracy
10 1056 157 1%
93 1417 3 2%

106 789 31 4%
138 397 5 30%
88 503 51 9%
65 639 1 63%
37 1221 35 2%

Truck ZSU23-4 % of accuracy
897 30 0%
657 1 5%
653 20 0%

1052 0 22%
903 247 10%

1017 2 57%
1215 38 2%

T72 Truck ZSU23-4 % of accuracy
3 54 0 0%
0 217 0 4%
4 14 0 0%
7 0 0 82%

186 776 279 14%
9 29 0 5%
3 281 5 1%

T72 Truck ZSU23-4 % of accuracy
6 2 0%
54 0 10%
26 0 58%
13 0 4%
0 0 0%
3 0 13%
12 0 0%

Truck ZSU23-4 % of accuracy
202 1 0%
309 0 11%

117 462 2 1%
266 0 14%

103 478 96 11%
348 0 65%
860 0 0%

Truck ZSU23-4 % of accuracy
0 0 0%
4 0 17%
10 0 0%
2 0 32%
27 75 32%
30 0 47%
38 0 0%
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Table 13. Classification results for 75% missing case. Left is the confusion matrix; right is the classification 
results. 

 

 

 

 
 
4.3. Discussions: Tracking and Classification at 75% rate at MWIR Day-Time 
 
Since our research objective is to perform tracking and classification using compressive 
measurements, we focus on 75% missing pixel scenario where there are savings in both storage 
and transmission. From Table 14, we can see that both tracking and classification performance 
using MWIR videos is not good. Hence, MWIR is not suitable for target tracking and 
classification for day time videos. 
 

Table 14. MWIR Day Time Summary at 75% missing rate. 
 

  
 

5. TRACKING AND CLASSIFICATION RESULTS USING SENSIAC MWIR 

NIGHT-TIME VIDEOS 
 

5.1. Train using 1500 m and 3000 m videos and Test using 1000 m, 2000 m, 2500 m, 
3500 m videos 

 
Now, we will focus on tracking and classification for MWIR night-time videos. Table 15-Table 
17 show the metrics when we used videos from 1500 m and 3000 m for training and other videos 
from other ranges for testing. We can see that the numbers of frames with detection are high for 
low missing rates. For a given missing rate, the percentage of frames with detection decreases 
with longer ranges. 
 
Figure 13-Figure 15 show the tracking results visually. It can be seen that we have good tracking 
up to 3500 m at 0% missing rate. At 50%, the tracking performance drops, as we can barely see 
some bounding boxes around vehicles up to range 2000 m. At 75% missing rate, the tracking is 
only good up to 1000 m. 
 

Table 15. Tracking metrics for 0% missing case. Train using videos from 1500 m and 3000 m ranges and 
test using videos from other ranges. 

 

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 11 34 7 6 0 0 16 15%

BRDM2 1 107 48 1 0 0 2 67%
BTR70 0 0 55 2 0 0 1 95%
SUV 0 13 1 34 0 0 0 71%
T72 14 220 40 373 51 35 58 6%

Truck 0 11 2 10 0 18 0 44%
ZSU23-4 3 200 40 53 6 5 123 29%

1000m BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 0 0 0 0 0 0 0 0%

BRDM2 0 0 0 0 0 0 0 0%
BTR70 0 0 0 0 0 0 0 0%

SUV 0 0 0 0 0 0 0 0%
T72 0 0 0 0 0 0 0 0%

Truck 0 0 0 0 0 0 0 0%
ZSU23-4 0 0 0 0 0 0 0 0%

2500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 0 648 17 48 1 74 19 0%

BRDM2 3 1250 39 6 1 170 10 85%
BTR70 4 287 626 26 4 266 25 51%

SUV 1 187 1 65 2 11 8 24%
T72 1 790 114 151 184 284 59 12%

Truck 0 97 0 23 2 221 30 59%
ZSU23-4 0 562 133 25 1 8 934 56%

1500m
BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy

BMP2 0 0 0 0 0 0 0 0%
BRDM2 0 0 0 0 0 0 0 0%
BTR70 0 0 0 0 0 0 0 0%

SUV 0 0 0 0 0 0 0 0%
T72 0 0 0 0 0 0 0 0%

Truck 0 0 0 0 0 0 0 0%
ZSU23-4 0 0 0 0 0 0 0 0%

3000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 3 192 0 85 2 83 16 1%

BRDM2 27 110 1 0 119 77 56 28%
BTR70 0 31 0 0 2 0 0 0%

SUV 0 2 0 0 2 0 0 0%
T72 1 201 3 0 98 65 14 26%

Truck 1 11 0 0 48 32 2 34%
ZSU23-4 1 59 2 0 7 6 173 70%

2000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 0 0 0 0 0 0 0 0%

BRDM2 0 0 0 0 0 0 0 0%
BTR70 0 0 0 0 0 0 0 0%
SUV 0 0 0 0 0 0 0 0%
T72 0 0 0 0 0 0 0 0%

Truck 0 0 0 0 0 0 0 0%
ZSU23-4 0 0 0 0 0 0 0 0%

3500m

Range
Average % of frames 

with detections
Average 
Accuracy

1000 12.71 47%
1500 58.87 41%
2000 12.16 23%
2500 0.00 0%
3000 0.00 0%
3500 0.00 0%
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(a) 1000m     (b) 2000m 
 

 
 

(c) 2500m     (d) 3500m 
 

Figure 13. Tracking results for frames 1, 300, 600, 900, 1200, and 1500. 0% missing case. 
Vehicle is SUV. 

 
Table 16. Tracking metrics for 50% missing case. Train using videos from 1500 m and 3000 m ranges and 

test using videos from other ranges. 
 

   

   
 

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 26.21 0.01 31.11

BRDM2 1.00 24.60 0.13 88.00
BTR70 1.00 15.36 0.88 80.89

SUV 1.00 12.91 1.00 99.67
T72 1.00 31.50 0.00 86.83

Truck 1.00 24.81 0.01 94.89
ZSU23-4 1.00 25.52 0.08 66.89

1000m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 18.65 0.95 99.83

BRDM2 1.00 18.15 0.93 98.83
BTR70 1.00 10.54 1.00 100.00

SUV 1.00 9.29 1.00 99.83
T72 1.00 23.04 0.03 99.06

Truck 1.00 19.09 0.86 99.78
ZSU23-4 1.00 18.76 0.91 99.67

1500m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 12.80 1.00 80.56

BRDM2 1.00 12.42 1.00 82.17
BTR70 1.00 6.62 1.00 91.44

SUV 1.00 5.66 1.00 73.50
T72 1.00 15.62 1.00 94.67

Truck 1.00 12.92 1.00 49.61
ZSU23-4 1.00 12.51 1.00 93.61

2000m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 0.99 9.96 0.99 96.72

BRDM2 1.00 8.71 1.00 100.00
BTR70 0.99 5.19 1.00 99.89
SUV 0.95 4.55 1.00 100.00
T72 1.00 10.28 1.00 99.67

Truck 1.00 8.18 1.00 91.17
ZSU23-4 0.94 8.33 1.00 91.33

2500m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 5.92 1.00 100.00

BRDM2 1.00 5.55 1.00 100.00
BTR70 1.00 3.01 1.00 100.00
SUV 1.00 2.87 1.00 100.00
T72 1.00 7.36 1.00 100.00

Truck 1.00 5.86 1.00 100.00
ZSU23-4 1.00 5.68 1.00 100.00

3000m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 0.87 2.38 1.00 65.83

BRDM2 0.99 2.22 1.00 96.56
BTR70 0.78 1.71 1.00 97.06
SUV 0.66 1.29 1.00 96.39
T72 0.89 3.32 1.00 99.22

Truck 0.63 7.14 0.97 94.17
ZSU23-4 0.90 2.84 1.00 99.94

3500m

 

  

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 25.71 0.05 74.83

BRDM2 1.00 23.77 0.16 98.83
BTR70 1.00 14.79 0.92 94.17
SUV 1.00 12.81 1.00 100.00
T72 1.00 30.92 0.00 95.78

Truck 1.00 25.34 0.00 95.94
ZSU23-4 1.00 26.10 0.00 95.83

1000m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 18.90 0.81 99.83

BRDM2 1.00 18.14 0.93 100.00
BTR70 1.00 10.63 1.00 100.00

SUV 1.00 9.57 1.00 100.00
T72 1.00 23.13 0.03 99.28

Truck 1.00 18.71 0.88 99.94
ZSU23-4 1.00 18.63 0.91 100.00

1500m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 13.35 1.00 39.67

BRDM2 1.00 13.13 1.00 99.83
BTR70 1.00 7.21 1.00 98.17
SUV 1.00 6.37 1.00 95.89
T72 1.00 15.78 0.99 97.83

Truck 1.00 13.35 0.99 65.17
ZSU23-4 1.00 12.86 1.00 94.17

2000m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 0.80 10.87 0.97 29.89

BRDM2 0.98 7.36 1.00 99.06
BTR70 0.97 5.71 1.00 99.94

SUV 0.93 3.75 1.00 75.33
T72 0.97 8.04 1.00 85.39

Truck 0.90 7.25 1.00 66.17
ZSU23-4 0.97 8.23 1.00 86.22

2500m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 0.90 5.07 1.00 90.67

BRDM2 0.93 4.54 1.00 56.28
BTR70 0.95 3.50 1.00 86.00

SUV 1.00 2.79 1.00 58.94
T72 0.97 7.36 1.00 98.83

Truck 1.00 6.25 1.00 78.56
ZSU23-4 0.91 5.74 1.00 93.56

3000m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 0.00 14.11 0.94 13.83

BRDM2 0.22 7.08 1.00 12.39
BTR70 0.81 2.65 1.00 9.11

SUV 0.85 1.52 1.00 7.17
T72 0.02 7.29 1.00 69.56

Truck 0.46 3.18 0.99 11.28
ZSU23-4 0.65 5.27 0.99 19.61

3500m
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(a) 1000m 

(c) 2500m 

Figure 14. Tracking results for 

 
Table 17. Tracking metrics for 75% missing case. Train using videos from 1500 m and 3000 m ranges and 

 

(a) 1000m 

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 27.83 0.05 46.44

BRDM2 1.00 24.60 0.31 93.22
BTR70 1.00 15.87 0.74 80.50
SUV 1.00 12.43 1.00 99.89
T72 1.00 31.11 0.00 51.06

Truck 1.00 25.30 0.07 96.00
ZSU23-4 1.00 25.88 0.07 92.72

1000m

EinGT CLE DP@20 pixels
% of  

detections
BMP2 0.30 162.08 0.30 12.89

BRDM2 1.00 9.66 1.00 85.11
BTR70 0.89 18.33 0.89 52.89
SUV 0.96 6.81 0.97 71.50
T72 0.97 16.95 0.97 33.28

Truck 0.92 14.53 0.94 83.56
ZSU23-4 0.95 12.41 0.95 17.33

2500m

Signal & Image Processing: An International Journal (SIPIJ) Vol.10, No.6, December 2019

 
(a) 1000m      (b) 2000m

 

 
(c) 2500m      (d) 3500m

 
Tracking results for frames 1, 300, 600, 900, 1200, and 1500. 50% missing case. 

Vehicle is SUV. 

. Tracking metrics for 75% missing case. Train using videos from 1500 m and 3000 m ranges and 
test using videos from other ranges. 

 

  

  

 
     (b) 2000m

% of  
detections

46.44
93.22
80.50
99.89
51.06
96.00
92.72

EinGT CLE DP@20 pixels
% of  

detections
BMP2 1.00 18.92 0.72 97.56

BRDM2 1.00 18.52 0.77 99.61
BTR70 1.00 10.83 1.00 99.83

SUV 1.00 9.80 1.00 99.56
T72 1.00 23.06 0.10 99.89

Truck 1.00 18.86 0.72 96.33
ZSU23-4 1.00 19.65 0.70 96.28

1500m

EinGT

BMP2 1.00
BRDM2 1.00
BTR70 1.00

SUV 1.00
T72 1.00

Truck 0.98
ZSU23-4 1.00

% of  
detections

12.89
85.11
52.89
71.50
33.28
83.56
17.33

EinGT CLE DP@20 pixels
% of  

detections
BMP2 0.98 6.87 0.99 98.17

BRDM2 1.00 5.66 1.00 99.94
BTR70 0.98 3.51 1.00 99.83

SUV 0.94 5.57 0.97 96.39
T72 1.00 6.79 1.00 99.94

Truck 0.96 8.66 0.98 97.72
ZSU23-4 0.99 5.87 1.00 99.61

3000m

EinGT

BMP2 0.01
BRDM2 0.38
BTR70 0.28

SUV 0.01
T72 0.40

Truck 0.01
ZSU23-4 0.12
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(b) 2000m 

 

(d) 3500m 

900, 1200, and 1500. 50% missing case. 

. Tracking metrics for 75% missing case. Train using videos from 1500 m and 3000 m ranges and 

 

 

 

2000m 

CLE DP@20 pixels
% of  

detections
13.19 0.99 28.39
13.51 0.98 95.89
7.46 1.00 82.89
6.47 1.00 84.17

15.69 0.97 96.44
14.06 0.91 30.39
12.98 1.00 78.61

2000m

CLE DP@20 pixels
% of  

detections
61.63 0.16 48.83
17.65 0.57 21.50
23.91 0.60 51.50
58.81 0.10 37.94
6.48 0.93 59.61

57.26 0.13 59.17
49.29 0.36 14.67

3500m
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(c) 2500m 

Figure 15. Tracking results for 

5.2. Classification Results
 
The classification is still done with ResNet. As shown in
following observations: 
 

 At 0% missing case, classification performance was reasonable for videos up to 2000 m. 
Some vehicles at 2000 m could be correctly classified even they could be correctly 
tracked at high percentage. The classification performance was not good for videos
beyond 2500 m. For example, the accuracy at 3000 m was poor even using the same 
training videos for testing.

 At 50% missing case, we have the same observations as those at 0% missing rate. 
However, the percentages of correct classification were lower.

 Similarly, at 75% missing case, the percentages of correct classification dropped to even 
lower values even for ranges below 2000m.

 
Table 18. Classification results for 0% missing case. Left is the confusion matrix; the last column is

Table 19. Classification results for 50% missing case. Left is the confusion matrix; the last column is the 

BMP2 BRDM2 BTR70 SUV T72
BMP2 474 19 0 0 59

BRDM2 14 1492 5 0 4
BTR70 10 2 1281 6 18

SUV 0 0 8 1366 1
T72 5 1 7 2 1458

Truck 66 0 0 5 238
ZSU23-4 0 0 24 0 34

1000m

BMP2 BRDM2 BTR70 SUV T72
BMP2 1364 0 55 0 133

BRDM2 0 1772 1 0 6
BTR70 0 0 1764 0 17
SUV 0 0 124 905 40
T72 0 0 0 0 1783

Truck 0 0 61 0 711
ZSU23-4 0 0 15 0 20

1500m

BMP2 BRDM2 BTR70 SUV T72
BMP2 23 3 6 0 877

BRDM2 1 1146 3 2 293
BTR70 17 10 1236 15 229
SUV 0 0 345 305 401
T72 248 0 4 0 1398

Truck 0 0 196 0 327
ZSU23-4 32 4 85 7 399

2000m
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(c) 2500m      (d) 3500m
 

Tracking results for frames 1, 300, 600, 900, 1200, and 1500. 75% missing case
Vehicle is SUV. 

Classification Results 

The classification is still done with ResNet. As shown in Table 18-Table 

At 0% missing case, classification performance was reasonable for videos up to 2000 m. 
Some vehicles at 2000 m could be correctly classified even they could be correctly 
tracked at high percentage. The classification performance was not good for videos
beyond 2500 m. For example, the accuracy at 3000 m was poor even using the same 
training videos for testing. 
At 50% missing case, we have the same observations as those at 0% missing rate. 
However, the percentages of correct classification were lower. 

ilarly, at 75% missing case, the percentages of correct classification dropped to even 
lower values even for ranges below 2000m. 

. Classification results for 0% missing case. Left is the confusion matrix; the last column is
classification accuracy. 

 

 
Classification results for 50% missing case. Left is the confusion matrix; the last column is the 

classification accuracy. 
 

T72 Truck ZSU23-4 % of accuracy
5 3 85%

43 26 94%
3 136 88%
0 419 76%

1458 4 86 93%
238 662 737 39%

0 1146 95%

BMP2 BRDM2 BTR70 SUV T72
BMP2 137 208 0 172 553

BRDM2 44 297 0 17 1161
BTR70 119 6 0 1 1012
SUV 400 34 2 0 772
T72 232 14 17 1 405

Truck 430 47 1 39 541
ZSU23-4 399 0 62 1 315

2500m

T72 Truck ZSU23-4 % of accuracy
133 171 74 76%

0 0 100%
17 0 19 98%
40 4 724 50%

1783 0 0 100%
711 75 949 4%
20 0 1759 98%

BMP2 BRDM2 BTR70 SUV T72
BMP2 232 511 0 0 525

BRDM2 257 0 6 4 832
BTR70 39 40 0 13 1372
SUV 5 233 0 418 925
T72 10 1 0 236 825

Truck 114 441 0 221 782
ZSU23-4 164 6 223 28 435

3000m

T72 Truck ZSU23-4 % of accuracy
877 536 5 2%
293 13 21 77%
229 50 89 75%
401 7 265 23%
1398 3 51 82%
327 4 366 0%
399 121 1037 62%

BMP2 BRDM2 BTR70 SUV T72
BMP2 57 274 0 70 446

BRDM2 210 0 1 211 754
BTR70 251 212 0 355 823

SUV 8 294 0 20 984
T72 61 0 1 43 473

Truck 82 372 26 430 669
ZSU23-4 321 0 0 31 1038

3500m
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(d) 3500m 

frames 1, 300, 600, 900, 1200, and 1500. 75% missing case. 

Table 20, we have the 

At 0% missing case, classification performance was reasonable for videos up to 2000 m. 
Some vehicles at 2000 m could be correctly classified even they could be correctly 
tracked at high percentage. The classification performance was not good for videos 
beyond 2500 m. For example, the accuracy at 3000 m was poor even using the same 

At 50% missing case, we have the same observations as those at 0% missing rate. 

ilarly, at 75% missing case, the percentages of correct classification dropped to even 

. Classification results for 0% missing case. Left is the confusion matrix; the last column is the 

 

 

 

Classification results for 50% missing case. Left is the confusion matrix; the last column is the 

Truck ZSU23-4 % of accuracy
667 4 8%
173 108 17%
455 205 0%
359 233 0%
361 764 23%
283 300 17%
619 248 15%

Truck ZSU23-4 % of accuracy
532 0 13%
332 369 0%
336 0 0%
187 32 23%
242 486 46%
237 5 13%
212 732 41%

Truck ZSU23-4 % of accuracy
323 15 5%
556 6 0%
27 79 0%
426 3 1%
419 789 26%
106 10 6%
123 286 16%
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Table 20. Classification results for 75% missing case. Left is the confusion matrix; the last column is the 
classification accuracy. 

 

 

 

 
 
5.3. Discussions: Tracking and Classification at 75% rate at MWIR Night-Time 
Tracking and Classification 
Our main interest is the 75% missing data case. From Table 21, one can observe that tracking is 
good up to 3000 m and classification is good up to 1500 m. MWIR videos should be applied in 
night time.  
 

Table 21.  MWIR Night Time Summary at 75% missing rate. 
 

 
 
Computational Efficiency 
Here we briefly emphasize one key advantage of the proposed approach. For compressive 
measurements using the random subsampling approach, conventional trackers will require the 

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 1275 2 0 0 47 0 23 95%

BRDM2 0 1774 3 0 1 0 1 100%
BTR70 1 2 1658 0 10 5 19 98%
SUV 0 0 0 1746 0 0 54 97%
T72 1 6 0 0 1696 1 20 98%

Truck 116 6 8 12 245 939 401 54%
ZSU23-4 4 0 0 0 3 1 1717 100%

1000m
BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy

BMP2 190 77 2 1 196 48 24 35%
BRDM2 238 234 0 0 1233 67 11 13%
BTR70 56 6 4 6 1059 666 2 0%
SUV 428 53 2 1 516 355 1 0%
T72 197 35 34 14 582 298 377 38%

Truck 354 129 1 4 426 270 7 23%
ZSU23-4 183 1 11 9 562 677 109 7%

2500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 1221 2 40 0 214 137 183 68%

BRDM2 0 1771 1 0 27 1 0 98%
BTR70 0 0 1799 0 0 0 1 100%

SUV 0 0 35 1491 1 26 247 83%
T72 2 0 2 0 1750 0 33 98%

Truck 9 5 106 8 506 546 619 30%
ZSU23-4 1 0 15 1 17 0 1766 98%

1500m
BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy

BMP2 808 52 0 0 617 81 74 50%
BRDM2 125 0 0 44 153 246 445 0%
BTR70 72 41 3 2 1081 343 6 0%
SUV 71 116 0 94 712 67 1 9%
T72 27 49 0 112 788 221 582 44%

Truck 105 430 0 21 777 79 2 6%
ZSU23-4 70 2 80 11 558 267 696 41%

3000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 11 14 21 0 519 135 14 2%

BRDM2 5 1505 11 11 198 48 19 84%
BTR70 0 7 1439 1 105 68 147 81%
SUV 2 0 905 195 285 5 334 11%
T72 246 0 2 1 1313 2 197 75%

Truck 3 0 517 8 252 28 365 2%
ZSU23-4 6 3 167 4 294 69 1152 68%

2000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 126 4 0 1 93 8 17 51%

BRDM2 93 1 4 15 63 25 22 0%
BTR70 31 3 0 5 124 1 0 0%
SUV 1 12 0 3 68 45 0 2%
T72 142 10 1 35 400 86 578 32%

Truck 5 39 8 11 136 0 4 0%
ZSU23-4 208 0 1 4 80 52 8 2%

3500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 752 6 0 0 47 0 31 90%

BRDM2 7 1646 20 0 0 2 3 98%
BTR70 22 10 1342 2 33 10 30 93%
SUV 12 2 47 993 24 12 708 55%
T72 5 4 1 0 846 4 59 92%

Truck 116 17 44 12 213 487 839 28%
ZSU23-4 4 0 23 0 12 2 1628 98%

1000m
BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy

BMP2 38 16 1 9 107 49 12 16%
BRDM2 99 516 0 2 731 103 81 34%
BTR70 112 33 1 67 453 191 95 0%
SUV 175 66 6 14 625 374 27 1%
T72 34 45 25 1 119 29 346 20%

Truck 434 178 13 45 476 253 105 17%
ZSU23-4 76 1 0 2 118 99 16 5%

2500m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 737 23 83 13 352 437 111 42%

BRDM2 16 1661 20 2 73 8 13 93%
BTR70 0 1 1732 0 28 1 35 96%
SUV 19 3 556 195 413 21 585 11%
T72 21 1 8 1 1610 6 151 90%

Truck 29 6 411 8 721 99 460 6%
ZSU23-4 0 2 113 1 88 0 1529 88%

1500m
BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy

BMP2 237 289 0 0 879 352 10 13%
BRDM2 278 19 20 3 856 403 220 1%
BTR70 9 154 0 5 1280 346 3 0%
SUV 47 425 5 142 947 140 29 8%
T72 16 46 0 103 780 275 579 43%

Truck 148 641 0 38 817 97 18 6%
ZSU23-4 74 16 70 62 708 232 631 35%

3000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 5 19 1 0 346 134 6 1%

BRDM2 33 788 18 1 697 151 38 46%
BTR70 0 4 472 1 657 316 42 32%
SUV 6 0 786 14 496 6 207 1%
T72 172 0 22 21 998 44 479 57%

Truck 6 1 259 0 176 3 102 1%
ZSU23-4 5 7 211 7 476 236 473 33%

2000m

BMP2 BRDM2 BTR70 SUV T72 Truck ZSU23-4 % of accuracy
BMP2 189 3 0 0 677 3 7 22%

BRDM2 77 2 4 4 99 76 125 1%
BTR70 240 139 0 39 411 90 8 0%
SUV 28 10 1 1 486 149 8 0%
T72 31 9 18 25 222 197 571 21%

Truck 15 78 2 7 839 121 3 11%
ZSU23-4 73 0 0 5 125 34 27 10%

3500m

Range
Average % of frames 

with detections
Average 
Accuracy

1000 79.98 79%
1500 98.44 61%
2000 70.97 24%
2500 50.94 13%
3000 98.80 15%
3500 41.89 9%
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missing pixels to be reconstructed. For randomly missing pixels in the videos, simple 
interpolation algorithms can be used to reconstruct the videos. However, even the simple 
interpolation methods still take time. We ran some experiments to compare the execution times in 
terms of number of frames per second (fps). From Table 22, it can be seen that reconstruction 
slows down the execution time considerably. Tracking directly can achieve 7 fps for 50% and 
75% missing cases, but the reconstruction based algorithm can only achieve 2 and 1 fps for 50% 
and 75% missing cases, respectively. 
 

Table 22. Comparison of fps with and without missing data reconstruction for one video from 1000 m 
range. 

 

Missing rates fps 
No pixel reconstruction 0 5.90 

  50 7.61 
  75 7.47 

With reconstruction 50 1.98 
  75 1.29 

6. CONCLUSIONS 
 
In this paper, a deep learning approach for multiple target tracking and classification directly in 
the compressive measurement domain is presented for low quality videos where the targets are 
small and the image resolution is poor. The compressive measurements are obtained via 
subsampling of the original image pixels. Experiments clearly demonstrated the performance of 
the proposed approach under different conditions even when the training data are limited. 
 
YOLO is not suitable for classification of vehicles in low quality videos. However, it is good for 
tracking by detection. ResNet can be customized for classification and has achieved reasonable 
performance. 
 
Optical camera is good for daytime up to 2000 m. Of course, if training data are available, 
tracking can be good up to 3000 m, but classification is not good. MWIR imager is not suitable 
for daytime tracking and classification. However, it is good for night-time up to 3000 m for 
tracking, but classification is not good even with training data at 3000m. 
 
One future direction is to integrate the proposed approach with video cameras and perform real-
time tracking and classification. 
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