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ABSTRACT 
 
Wavelet transform (WT) is a powerful modern tool for time-frequency analysis of non-stationary signals 

such as electroencephalogram (EEG). The aim of this study is to choose the best and suitable mother 

wavelet function (MWT) for analyzing normal, seizure-free and seizured EEG signals. Several MWTs can 

be used, but the best MWT is the one that conserves the quasi-totality of information of the original signal 

on wavelet coefficients and gather more EEG rhythms in terms of frequency. In this study, Daubechies, 

Symlets and Coiflets orthogonal families were used as bsis mother wavelet functions. The percentage 

rootmeans square difference (PRD), the signal to noise ratio (SNR) and the simulated frequencies as the 

selection metrics. Simulation results indicate Daubechies wavelet at level 4 (Db4) as the most suitable 

MWT for EEG frequency bands decomposition.Furthermore, due to the redundancy of the extracted 

features, linear discriminant analysis (LDA) is applied for feature selection. Scatter plot showed that the 

selected feature vector represents the amount of changes in frequency distribution and carries most of the 

discriminative and representative information about their classes. Then, this study can provide a reference 

for the selection of a suitable MWT and discriminativefeatures. 
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1. INTRODUCTION 
 
Exploring the brain’s electrical activities using electroencephalogram (EEG) signals has increased 
recently. EEG is a powerful technique to testthe brain function and its activities. EEGs have great 
potential for the diagnosis and treatment of neurobiological disorders, mental and brain diseases 
such as epilepsy, sleep disorders, coma, encephalopathy and brain death [1]. Diagnostic 
applications generally focus on the spectral content of EEGs, that is, the type of neural 
oscillations that can be observed in EEG signalssincetheir frequency content provides useful 
information than time-domain representation [2].EEG signals commonly include five neural 
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oscillations or frequency bands namely (from lower to higher frequencies) : Delta (0.5-4 Hz), 
Theta (4-8 Hz), Alpha (8-13 Hz), Beta (13-30 Hz) and Gamma (30-60 Hz). 
 
Recently, many signal analysis methods have been proposed to decompose EEG signals into 
frequency bands, extract and selectfeatures for their analysis and classification. In this impetus, 
Pushpendra et al. [3], proposed an analysis process based on the Fast Fourier Transform (FFT) 
technique.This method does not provide correlation between the time localization and the 
frequency changes since the time-frequency information is not directly obtained from the 
coefficients produced by the FT.Ji Zhong et al. [4], Wu and Huang [5], and Pachori and Bajaj 
[6]exploited the empirical mode decomposition (EMD) for frequency bands separation. EMD is 
an estimation method to separate a signal into a series of intrinsic signals based on the calculation 
of the local extremum and from the calculation of stream cubic extrapolation. EMD technique 
provides two envelops and their difference defines an intrinsic function. Also, Pradip and Ram 
[7]usedthe general three terms equation to approximate the frequency bands associated to discrete 
orthogonal polynomials and separate EEG frequency bands. During this last decade, the useful 
wavelet transforms (WT) remains one of the most used methodsfor the purpose of EEGfrequency 
bands separation [8-16]. WT is a powerful spectral estimation technique for the time-frequency 
analysis of non-stationary signals, such as EEGs. WT is defined as a set of decomposition 
functions of the correlation between the signal and the shifting and dilating of one specific 
function calledmother wavelet function (MWT). In most cases, appropriateMWT and the 
decomposition level are selected on the basis of their compatibility with the EEG signal 
characteristics to be analyzed. However, several common standard wavelet families, including 
Daubechies, Symlets and Coiflets wavelets are considered [17-19]. Therefore, for informative 
feature selection, the critical point in EEG signal processing via WT remains the selection of the 
decomposition level and the suitable MWT. 
 
In signals analysis using WT, a typical way is to inspect the data visually. The features extracted 
from the waveforms, such as durations slope, sharpness and amplitude form the basis for the 
mimetic methods. But, the signal is commonly analyzed by investigating frequency bands related 
to various conscious states or mental activities [14]. Most often, tests are performed with different 
types of wavelets and the one which gives maximum efficiency is selected for the particular 
application. Raw EEG signals have much data, but not much information. Then, the input data 
needs to be transformed into a reduced representation set of features. In automatic EEG signals 
analysis, the relevance of feature extraction and selectionishighlighted[20].Therefore, to ensure 
both the performance of the diagnosis system and compensate the loss of information, extraction 
and selection of parameters via dimensionality reductionis necessary since informative features 
are those with the greatest possible discriminative ability. In this paper we intend to use WT with 
suitable MWT to decompose raw EEG signals into theirfive clinical frequency bands and select 
some useful informative and discriminative featuresbasedon wavelet coefficients. For this 
purpose, 45 orthogonal MWTs, statistics features, entropy feature, energy features, and LDA are 
used. 
 
The second section of this paperfirst presents the EEG data sets used and the WT analysis 
method. Secondly, the selection scheme of the suitable MWT for wavelet analysis is constructed 
and exploited for the extraction and selection of discriminative features using LDA. In the third 
section, simulation results and discussions are presented. Then, the last section summarizes the 
study with some concluding remarks. 
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2. RELATED WORKS 
 
Zaid Abdi and al. (2017) [21] proposed the use of various mother wavelet function to find the 
efficient signal denoising. The mother wavelet function which are selected are db4, Sym7, Coif3, 
and Bior3.9. For evaluating the efficient mother wavelet function EEG signal was corrupted using 
three different noises which are Power line noise (PLN), (EMG) and white Gaussian noise 
(WGN), the denoised EEG is evaluated using five measurement factors. SNR, SNR improvement, 
MSE, RMSE, and the PRD. Finally, Coif3 filter achieved the efficient EEG signal denoising for 
PLN and EMG noise, Sym7 filter obtained the best result with WGN. 
 
 Al-QAZZAZ and al [17] performed a comparative study to select the efficient mother wavelet 
basis function that optimally represent the signal characteristics of the electrical activity of the 
human brain during a working memory task recorded through electroencephalography. 
Daubechie (db1-db20), Symlets (sym1-sym20), and Coiflet (Coif1-Coif5) were evaluated based 
on the cross-correlation with the EEG signal. The best MWT basis function is the one with the 
most significant differences to the task concerned and to maximize the cross-correlation with the 
EEG signal. 
 
Mohd T. and al [19] work to recognize the best and suitable wavelet family for analyzing 
cognitive memory using EEG signal. The criteria of the EEG signal were narrowed down to the 
Daubechies, Symlets and Coiflets and the final selection depend on the Means Square Error 
(MSE). To analyze EEG, signal the MSE must be low. The result showed that db4 had a low 
MSE, though the MSE for Coif5 was lower, the difference between compressed and original EEG 
signal were higher, so it was postulated that some information was missing. 
 
In the work of Al-kadi and al. (2012) [32]one hundred and thirteen potential mother wavelet 
function amount which (Daubechies, Coiflet, Biortogonal, Reverse Biorthogonal, Discrete Meyer, 
and Symlets) are selected and investigate to find the most similar function with EEG signal. The 
mother wavelet that most compatible with EEG signal has been founded by determines the 
minimum means square error (MSE) and the larger signal – to- noise ratio (SNR). Both values 
showed that the compatibility of the mother wavelet symlet (sym24) for denoising is the best. 
  
In the work of Rafiee J. and al. in 2011[31]on wavelet basis function in biomedical signal 
processing, the outcome of the correlation between signal and continuous wavelet basis function 
(CWC) has been established as the basis for comparing selected mother wavelet functions. The 
result show that from Daubechies family, db44 is the most similar function for all cases studies. 
 
Duo Chen and al. [22] used seven most used wavelet families to make test through full level of 
decomposition. The maximum level of decomposition is jointly determined by the signal and the 
mother wavelet to satisfy the criteria. Finally, the finding establishes that wavelet coefficient at 
each band can be used to construct feature vector for the EEG signal. Therefore, deeper 
decomposition means more frequency bands and thus longer feature vectors. An optimal level of 
decomposition should provide a good balance between computation complexity and accuracy. 
 
Ning Ji and al. in 2019 [23] worked on “Appropriate mother wavelet for continuous Gait Event 
Detection Based on time – frequency analysis for Hemiplegic and Healthy Individuals”. In order 
to determine an appropriate mother, they systematically investigated the performance of 32 
commonly applied mother wavelets in detecting gait events using the measures of both accuracy 
and quantitative criteria. The mother wavelet that provides the maximum time-error is generally 
considered to be the most appropriate mother wavelet for gait event detection. The findings 
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suggested that the “db6” is an appropriate mother wavelet in gait event detection for both healthy 
and hemiplegic subject:  

 

3. MATERIALS AND METHODOLOGY 
 

3.1 . EEG Data Sets 
 
Most researchersin the field of EEG signal analysis use the publicly available data described in 
[24]. The data was collected from ten patients and consists of five sets(A-E)each containing 100 
EEG segments recorded through single channel.The first two sets (SET A and SET B) consist of 
data collected from five healthy volunteers, relaxed in an awake state with eyes open for A and 
closed for B. SET C segments have been measured intracranial in seizure-free intervals from five 
others patients in the epileptogenic zone, and SET D from the hippocampal formation of the 
opposite hemisphere of the brain of the same patients in seizure-free intervals. SET E consists of 
data recorded intracranial during a seizure.The data set were recorded using a 128-channel 
amplifier system and standardized 10-20 electrode placement scheme. Knowing that the duration 
of the record is 23.60 seconds with a sampling frequency of 173.61 Hz, the bandwidth of the 
signal will be extended from 0.045 Hz to 86.6 Hz. As useful information from the data can be 
found only in δ, θ, α, β, and γ sub-bands, a band pass filter with 0.50-40 Hz (12 Db/oct) was 
applied.Figure1 below presents examples of EEG signals of the data sets. 
 

 
 

Figure 1: Examples of EEG signals[21]. 
 
3.2.  Wavelet Analysis 

 
WT is an effective processing method introduced to address the problem of time-frequency 
analysis of non-stationary signals [25].The continuous WT (CWT) of a signal ( )x t  is defined as: 
 

*
,
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t b
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Where ( )tψ  is called the mother wavelet function (MWT), while a  and b  ( ,a b IR∈ ) are 
dilation and translation parameters, respectively. 
 
The variable a  plays  the role of the reverse of the frequency, therefore the more a  is small, the 
less the MWT is extended in time domain and the more the central frequency of the spectrum is 
higher. We can also interpret this expression as the projection of the signal whenanalyzing family 
functions ,a bψ  constructed from the mother wavelet function � in conformity to the following 

equation: 
 

,

1
( )

a b

t b
t

aa
ψ ψ

− 
=  

 
      (2) 

 
According to Daubechies [25], if the mother wavelet function is well chosen, then the wavelet 
transform is reversible, and the signal can be reconstructed after analysis and the synthesis 
technique through the following equation: 
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This is only possible in theory because the computation is only possible numerically and the 
convergence can be too slow. If the coefficient �� exists, it can be written as: 
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The existing condition of this coefficient is equally due to the admissibility condition of the 
mother wavelet function. This condition is expressed through the following equation. 
 

� �
2 20

0
( ) ( )

d dω ω
ψ ω ψ ω

ω ω

+∞

−∞
= ∞∫ ∫ p     (5) 

 
This relation is usually related to the condition expressed on equation (6) which is not too 
constraint and indicate that the mother wavelet function must only be of average value equal to 
zero. 
 

( ) 0t dtψ
+∞

−∞
=∫        (6) 

 
The application of WT in engineering fields usually requires the discrete WT (DWT). DWT, 
which is non-redundant and has less computational time than CWT. DWT is defined by using the 
discrete values of the parameters a andb . 
 

/2 /2
0 0 0, ( ) ( ) ( )m m

m nDWT x x t t nb dta aψ− − −= ∫     (7) 

 
Where m  and n  ( ,m n Z∈ ) are indicating frequency and time localization, respectively. 
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Figure 2: Frequency bands decomposition using WT.
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Wavelet Selection For Frequency Bandsdecomposition 

-bands generally span the 0.5-60 Hz frequency range and higher 
frequencies are often characterized as noise. The details and approximationscoefficients 
individually hold a quantity of the energy of the signal. It is left to determine the decomposition 
level and the suitable MWT which better decomposeEEG into its different frequency bands.
Generally, decomposition level and optimal MWT function are selected based on the 
compatibility with the EEG signal characteristics to be analyzed. Decomposition level is selected 

respect to the dyadic decomposition tree and is guided by the dominant frequency. The 
composition level should be chosen carefully when WT

processing methods are used. The choice of the MWT is then an open principle, but we must 
and the speed of convergence of the algorithm of the reconstructed signal are too 

the choice of the MWT. At the end, the wavelet transform will be interesting as 
f the MWT remains well localized in time and in frequency 

te MWT selection not only helps to retain the original signal but can 
also reduce overlapping that appears on the different sub-bands. In order to ensure the 

truction of the analyzed signal, only45 MWTs from three different orthogonal 
families, including Daubechies (Db1-Db20), Symlets (sym1-sym20), and Coiflets (coif1
are used [17, 19]. These MWTs are regarded as the most common parameters in biomedical 
signal processing since they are built to conserve the quasi-totality of information of the original 
signal on wavelet coefficients [17,27-28]. An important concern about the extraction of features 
based on WT is that the quality of the features depends highly on MWT form namely the basis 
function that best correlates to the seizure’s morphology and the signal frequency components. 

pointed out that the wavelet basis function choice is critical to achieve relevant 

The quality of reconstruction of the analyzed normal, seizure-free and seizure EEG signals, and 
consequently the choice of the suitable MWT are evaluated using the simulated frequency, the 

mean square  difference (PRD) and the signal to noise ratio (SNR) defined by 
equations (8) and (9), respectively. The PRD is the most prominently used distortion measure 
defined as the average quadratic error. The SNR is a measure used to compare the level of a 
desired signal to the level of background noise. 
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3.4. Feature Extraction 
 
In pattern recognition, feature extraction is a special form of dimensionality reduction. When the 
input data to an algorithm is too large to be processed and it is suspected to be notoriously 
redundant that is much data but not much information, then the input data will be transformed 
into a reduced representation set of features also named feature vector.The extraction 
methodology analyzes signals to extract further information from the raw signal.The extracted 
wavelet coefficients provide a compact representation that shows the energy distribution of the 
EEG signal in time and frequency domains. In order to further reduce the dimensionality of the 
extracted feature vectors, typical statistics, measure of randomness andenergy featuresin each 
frequency band are computed based on previously derived wavelet coefficients[9, 16]. Then, the 
time-frequency distribution of the EEG signals can be represented by the following features: 
 

� Maximum (Max) of the absolute values of the wavelet coefficients in each frequency 
band. 

� Mean (Mean) of the absolute values of the wavelet coefficients in each frequency band. 
� Standard deviation (StD1) of the wavelet coefficients in each frequency band. 
� Standard deviation (StD2) of the absolute values of the wavelet coefficients in each 

frequency band. 
� Entropy of the absolute values of the wavelet coefficients in each frequency band. For the 

frequency band with wavelet coefficients j
α , it is expressed as: 

 

( )
2

log ( )j j

k

S kα α=∑      (10) 

 
� Energy of the original EEG signal. 

 
3.5.  Featuresselection Using Linear Discriminant Analysis (LDA) 
 
After processing the data with WT,LDA analyzes the statistics, entropy and energy features to 
select the most prominent featuresthat are representative of the various classes of signals. The 
main aim of LDA features selection is to obtain further information from the signal by 
transforming itstypical statistics, entropy and energyfeaturesinto fewer ones asfeature vectors. 
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The selected features are more informative and discriminative, having lessnoise and 
redundancy with respect to the extracted ones. 
 
LDA is a supervised algorithm since it computes the linear discriminant features by 
maximizing distance between classes and minimizing distance within classes [31]. The LDA 
projection can be written as a single matrix equation described by: 
 

*Y X W=         (11) 
Where Y and X are the original data and features, respectively. And W is the dxk projection 

matrix formed from the first k-eigenvectors of 1
w bS S− , where w

S  and b
S

 is the within-class and 

between-class scatter matrices, respectively. 
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l

ix , l
N and lµ  are an i-row vector, the number of i-vectors and the mean vector corresponding to 

class label l, respectively. L, N  and µ  are the number of classes, the total number of i-vectors 
and the global mean of all classes, respectively. 
 

4. RESULTS AND DISCUSSION 
 
This section presents simulation results and discussion. All simulations are carried out using the 
MATLAB R2013a software.In this study, the entire database is used to perform different features 
extraction and selection. 
 
4.1. MWT Selection Andfrequency Bands Decomposition Using WT 
 
Choosing the suitable MWT is more crucial for a successful WT frequency bands decomposition. 
Then, before extracting useful information from the EEG signals, WT must be applied to all sets 
of EEG signals in order to select the suitable MWT for the purpose. The current EEG signals are 
first pre-processed in order to fix the dominant frequency before applying WT. For the purpose, 
an ordered 30 low-pass FIR filter is designed with 3 Db of ripple in the passband from 0 to 64 Hz 
and at least 60 Db of attenuation in the stop-band. Since the filtered EEG signals have a dominant 
frequency of 64Hz, this imposes a four-level decomposition using DWT. The value 64, which is 
an exact power of two, is used instead of 60 Hz, to obtain more easily the frequency bands of the 
EEG during the wavelet analysis.Different types of MWT of different orders including 
Daubechies (Db1 to Db20), Symlets (Sym1 to Sym20), Coiflets (Coif1 to Coif5) are used to 
analyze EEGs signal. The choice is guided from the ability of the above three different orthogonal 
families of MWT to reproduce the EEG output signal during reconstruction after the synthesis 
and also the ability that permits to specify the characteristics of the signal in time and frequency 
domains respectively.These abilities are examined in terms of simulated frequency, PRD and 
SNR, are presented in Table 1, Table 2 and Table 3. The MWT which presents a minimum PRD 
and a maximum SNR with simulated frequency as stated by the DWT method is chosen as 
suitable MWT to perform the analysis and the synthesis of EEG signals. This MWT is prone to 
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give better performances during sub-bands frequency decomposition for feature extraction and 
selection. 
 

Table 1: Comparison of the simulated frequency in Delta, Theta and Alpha rhythms for the 45 MWTs. 
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Table 2: Comparison of the simulated frequency in Beta and Gamma rhythms for the 45 MWTs. 
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Table 3: Comparison of the PRD and SNR for the 45 MWTs. 
 

 
 
Table 1 and Table 2 rely on the comparison between MWTs in terms of simulated frequency. 
These simulated frequencies represent the mean of each SET of EEG signals for different MWT. 
In Delta rhythm, Db8 presents highest values of simulated frequencies of 0.22 Hz, 0.35 Hz, 0.39 
Hz, 0.42 Hz and 2.82 Hz for SET A, SET B, SET C, SETD and SET E, respectively. The results 
showed thatDb1 and Sym1 present equal and highest simulated frequencies in Theta, Alpha, Beta 
and Gamma rhythms.Simulated frequencies in Theta rhythm are 8.24 Hz, 9.47 Hz, 7.25 Hz, 7.30 
Hz and 6.86 Hz for SETs A, B, C, D and E, respectively. Also, highest values in Alpha rhythm 
are 12.98 Hz, 12.22 Hz, 15.04 Hz, 15.37 Hz and 14.89 Hz for SETs A, B, C, D and E, 
respectively. Highest values of 29.25 Hz, 31.93 Hz, 33.97 Hz, 33.89 Hz and 32.94 Hz for SETs 
A, B, C, D and E, respectively, in Beta rhythm. Gamma rhythm also gives highest values of 66.52 
Hz, 70.33 Hz, 71.69 Hz, 74.16 Hz and 75.93 Hz. These simulated frequencies are high, but they 
are not correlated to the rhythms defined by the literature. In regards of this, it is possible to state 
that Db1 and Sym1 are not suitable for the decomposition of EEG signals in their different 
rhythms. Then, knowing that decomposed rhythms must be more correlated to the ones defined 
by the literature, Table 1 and Table 2 demonstrated that Db4 presents more correlated simulated 
frequencies and can be suitable as MWT for EEG rhythms decomposition. 
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Table 2 presents the PRD and SNR obtained after reconstruction of the EEG signals. It is related 
that Db1 and Sym1 give best performance. In terms of PRD, Db1 and Sym1 give smallest PRD of 
6.430*10-14 %, 5.986*10-14 %,5.507*10-14 %,6.324*10-14 % and 5.235*10-14 % for SETs A, B, C, 
D and E, respectively. Also, these two MWT obtained highest SNR of 606.623 Db, 609.650 Db, 
607.982 Db, 608.191 Db and 611.650 Db for SETs A, B, C, D and E, respectively. These values 
of PRD and SNR permit us to postulate that some information is missing after reconstruction. 
Also, this demonstrates that Db1 and Sym1 are suitable as MWT for the reconstruction of the 
analyzed EEG signals. 
 
Then, taking into account that the decomposition of EEG signals in their different rhythms is 
suitable when the reconstructed signal presents lower loss of information, and the obtained 
rhythms are more correlated to the ones defines by the literature, obtained results demonstrate 
that the signals are within the Db4 MWT. An example of EEG frequency bands decomposition 
using the suitable Db4 MWT is presented in Figure 3. 
 

 

 
 

(a)(b) 
Figure 3: Frequency bands decomposition of a (a) normal EEG Z001 and a (b) seizure EEG S001 using 

WT with Db4 MWT. 
 

4.2. Features extraction and selection using LDA 
 
After frequency bands decomposition using the Db4 as suitable MWT, in total we have 
26features in the wavelet-based features set. This 26-dimension features vector derived using 
suitable MWT represents the amount of changes of the signal in frequency distribution.The 
statistical analysis of the extracted features is presented in Figure 4. According to the supervision 
of Figure 4, it is related that statistics, energy and entropy features extracted are representative for 
the normal, non-seizure and seizure EEG signals but still presents redundancy. Therefore, a 
selection process of discriminative features is necessary.  
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(a) 

(b) 

(c) 

(d) 

(e) 

 
Figure 3: Comparison of statistics, entropy and energy features corresponding to the (a) Delta, (b) Theta, 

(c) Alpha, (d) Beta and (e) Gamma frequency bands using WT with Db4 MWT. 
 

LDA is applied to select suitable, easily viewed and interpreted2-dimension features. For 
different discrimination problem, the first 40% of each SET are used to determine the useful 
linear discriminants for the feature’s selection process. Figure 4presents scatter plot of this 
selected LDA features. It is related that, this 2-dimension features  vector represents the amount 
of changes in linear discriminant distribution, and carry most discriminative and representative 
information about their classes for twelve discrimination problems. 
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Figure 4: Scatter plot of selected LDA features for twelve discriminations problems. 
 
4.3. Discussion 
 
Although many works exploiting WT are presented for frequency bands decomposition, features 
extraction and classification of EEGs signals, the problems of MWT selection and discriminative 
features extraction still must be discussed. 
 
In this study, in order to select the suitable MWT for four level wavelet decomposition, 45 MWTs 
are used. According to the frequency occupation of the decomposed bands, the PRD and the 
SNR, it is shown that Db4 is the suitable MWT even though it does not present the lowest 
PRDand the highest SNR as shown by Table 1 and Table 2. But, Db4 gathers the quasi-totality of 
information of the original signal on its wavelet coefficients and defines as much as possible the 
frequency bands to the ones defined in the literature. This MWT can also enable us to reduce 
overlapping that exist between decomposed frequency bands. 
 
After the suitable MWT selection for frequency bands decomposition, the purpose of features 
extraction is generally applied. Firstly, some statistics, energy and entropy features are extracted 
directly from the frequency bands coefficients and form the original feature sets. Since these 
original feature sets are in high dimension and are irrelevant or redundant, as shown by Figure 3, 
it is a trade-off to select an optimal feature subset from the original feature set, and some kinds of 
feature dimensionality reduction, such as the well-known LDA, are employed to improve the 
discriminationperformance. The LDA algorithm is implemented to obtain a relatively low 
dimensional, but significantly informative and discriminative feature set. The result of the LDA 
features selection is shown in Figure 4. Clearly, each original feature space is mapped into a 
reduced two-dimensional feature space by using the LDA method.Compared to other works, the 
selected LDA feature vector is extremely discriminative and can be used as a benchmark of 
classification research using simple kernel machines in opposition tocomplex kernel machines. 
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5. CONCLUSION AND PROSPECTIVES 
 
The aim of this paper was to use WT with suitable MWT for efficient EEG frequency bands 
decomposition and features extraction. This study establishes that Db4wavelet is suitable for EEG 
frequency bands decomposition. Moreover, extracted and selected features related to wavelet 
coefficients with suitable MWT present a good discrimination for normal, non-seizure and 
seizureEEG signals. As prospects, these 2-dimension features can be used as a benchmark of 
classification research in future worksfor improvingclassification accuracies. 
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