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Abstract 

 

This paper presents an efficient implementation of Finite Impulse Response Filter (FIR) using Distributed 

Arithmetic (DA) architecture. Here, the multipliers in FIR filter are replaced with multiplierless DA based 

technique. The DA based technique consists of Look Up Table (LUT), shift registers and scaling 

accumulator. Analysis on the performance of various filter orders with various partitions on different 

address length of partial tables are done using Xilinx 12.3 synthesis tool. The proposed architecture 

provides an efficient area-time-power implementation which involves significantly less latency and less 

area-delay complexity when compared with existing structures for FIR Filter.  

 

Index terms: Distributed Arithmetic, Finite Impulse Response , Field Programmable Gate Array ), Look 

Up Table  

 

 

1. INTRODUCTION 

 

Digital Signal Processing (DSP) has been increasing in popularity due to the declining cost of 

general purpose computers and Application Specific hardware. Since many telephony and data 

communications applications have been moving to digital, the need for digital filtering methods 

continues to grow[1][2]. Along with the advancement in Very Large Scale Integration (VLSI) 

technology and  the DSP has become increasingly popular over the years, the high speed 

realization of FIR digital filters with less power consumption has become much more demanding. 

Since the complexity of implementation grows with the filter order and the precision of 

computation, real-time realization of these filters with desired level of accuracy is a challenging 

task. Several attempts have, therefore, been made to develop dedicated and reconfigurable 

architectures for realization of FIR filters in Application Specific Integrated Circuits (ASIC) and 

Field-Programmable Gate Arrays (FPGA) platforms.  

 

Systolic design architectures represent an efficient hardware implementation for computation-

intensive DSP applications because of its features like simplicity[3], regularity and modularity of 

structure. In addition, they also possess significant potential to yield high-throughput rate by 
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exploiting high-level of concurrency using pipelining or parallel processing or both .To utilize the 

advantages of systolic processing, several algorithms and architectures have been suggested for 

systolization of FIR filters[4] However, the multipliers in these structures require a large portion 

of the chip-area, and consequently enforce limitation on the maximum possible number of 

Processing Elements (PE’s) that can be accommodated and the highest order of the filter that can 

be realized.  

 

As the scaling of silicon devices has progressed over the past four decades, semiconductor 

memory has become cheaper, faster and more efficient. According to the requirement of 

application environments, memory technology has been developed in a wide and diverse manner. 

To get  the overall performance and to minimize the access-delay and power dissipation, either 

the processor has been move to memory or the memory has been move to processor in order to 

place the computing-logic and memory elements at closest proximity to each other .In addition to 

that, memory elements have also been used for a complete arithmetic circuit or a part of that in 

various applications. Memory-based structures are well-suited for many Digital Signal Processing 

(DSP) applications. Memory elements like RAM or ROM are used as a part or whole of an 

arithmetic unit. Memory-based structures are more regular compared with the multiply-

accumulate structures; and have many other advantages, e.g., very greater potential for high-

throughput and reduced-latency in  implementation, (since the memory-access-time is much 

lesser  than the usual multiplication-time) and are expected to have less dynamic power 

consumption due to less switching activities for memory-read operations when compared to the 

conventional multipliers [1]. The conventional Finite Impulse Response  filters use multipliers, 

adders  and delay elements to produce the required output. The multipliers which multiplies input 

with the fixed content  significantly occupies more place  to store their temporary values and also 

increases the power consumption .So, these multipliers are replaced with memory based 

structures to reduce area and also to reduce the system latency[5]. Several architectures have been 

reported for memory-based implementation of discrete sinusoidal transforms and digital filters for 

Digital Signal Processing Applications. 

 

 
 

Figure 1:  FIR filter using Multiplier 
 

One of the memory based technique is Distributed Arithmetic (DA) [4]. In FIR filters, the 

multipliers are replaced with the multiplier less Distributed Arithmetic (DA)-based technique and 

it has gained popularity, for its high-throughput processing capability and increased regularity 
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which results in cost-effective and area-time efficient computing structures. The DA based 

technique consists of Look Up Table, shift registers and scaling accumulator[6]. 

 

In this paper, section 2 describes the formulation of the proposed algorithm and section 3 derives 

the FIR structures for the proposed algorithm. Section 4 gives the simulation results. The 

conclusion and the scope of the future work are presented in section 5. 

 

2. FORMULATION OF THE ALGORITHM 

 

Distributed Arithmetic (DA) technique is bit-serial in nature [9]. It is actually a bit-level 

rearrangement of the multiply and accumulation operation. The basic DA is a computational 

algorithm that affords efficient implementation of the weighted sum of products, or dot product. 

              

DA is a bit-serial operation used to compute the inner (dot) product of a constant coefficient 

vector and a variable input vector in a single direct step and is given by 

 

 

where y - output response 

             Ak   - constant filter coefficients  

             xk   - Input data 

 

Let xk be a N-bits and can be expressed in scaled two’s complement number as  

 

 

Substituting (2) in (1), 

 

 

  

Expanding the inner part, 
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Rearranging the summation based on power terms and then grouping the sum of the products, 

 
The final formulation, 

 

 
 

3. FIR REALIZATION USING DA 

 

The DA of FIR filter consists of Look Up Table (LUT), Shift registers and scaling accumulator. 

 

Figure 2: FIR filter using Look Up Table 

 

By eq.4, each term inside the brackets indicates a binary AND operation involving a bit of the 

input variable and all the bits of the constant. The plus signs denote arithmetic addition 

operations. The exponential factors denote the scaled parts of the bracketed pairs to the total sum 

[19]. Using this, a look-up table can be constructed that can be addressed by the same type of 

scaled bit of all the input variables and can access the sum of the terms within each pair of 

brackets.    

      

From eq.4, we can deduce that                    has only 2
K
 possible values and it can be pre- 

 

calculated for all possible values of b1n b2n …bKn… We can store these in a look-up table of 2
K 

words addressed by K-bits. For e.g., if the number of inputs is 4, then the LUT will have 2
4   

= 16
 

memory words[7]. 
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Table I: Look Up Table for 4 Tap Filter 

 

Each product term consists of a variable (signal) and a constant (coefficient) both in fixed point 

binary format but not necessarily of the same word length; Rather than compute the product on a 

term by term basis, the partial products of all terms are computed simultaneously, and in the time 

it would take to compute a single partial product on bit by bit basis. These partial products are 

generally the filter coefficients. These partial product filter coefficients of all terms are cumulated 

on bit by bit basis .Finally all the cumulative partial products of each bit are added and the result 

is produced. 

 

In DA, all the cumulative partial product outcomes are recomputed and stored in a look up table 

which is addressed by the multiplier bits. All input variables are sequenced simultaneously, bit 

serial first to address the LUT; its outcome is added to the accumulated partial products [8]. 

 

The complete dot product computation takes M clocks where M is the number of input variable 

bits, and is independent of the number of input variables[11]. 

 

During the first iteration, the Least-Significant Bits x0(n), x0(n-1),..., of the K input samples form 

an K-bit address to the Look Up Table for f(x,0), and that table's output becomes the initial value 

of the accumulator. During the second iteration, the next-to-least significant bits x1(n), x1(n-1),..., 

x1(n-K+1) of the K input samples form another K-bit address to the lookup table for f(x,1), and 

the adder sums the Look up Table output to the contents of the accumulator shifted by one bit. 

This process continues until the last iteration, where the most-significant bits xN-1(n), xN-1(n-

1),...,    xN-1(n-K+1) of the K input samples form an K-bit address to the Lookup Table for f(x, 

N-1)  and the adder sums the Look up Table output to the contents of the accumulator after 

shifting it to the corresponding position[9][17][18].  

Let the filter inputs be X0 = 0(0000); X1 =10(1010); X2 =15(1111); X4 =5(0101) 

And the filter coefficients be H0=1(0001); H1 =2(0010); H2 =6(0110); H3 =4(0100); 

Number of filter inputs=4 

 

So, 4 bits are used to address the LUT where each bit   from one filter input 
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Table II: LUT for 4 tap FIR filter for the given input 

 

PARTITIONING 

 

The above technique holds good only when we go for lower order filters. For higher order filters, 

the size of the LUT also increases exponentially with the order of the filter. For a filter with N 

coefficients, the LUT  have 2^N values. This in turn reduces the performance. 

 

Therefore, for higher order filters, LUT size to be reduced to reasonable levels. To reduce the 

size, the LUT can be subdivided into a number of LUTs, called LUT partitions. Each LUT 

partition operates on a different set of filter taps. The results obtained from the partitions are 

summed[10][12][13][16]. 

 

Suppose the length LK inner product, then Eq.1 becomes 

 

Then the sum can be partitioned into L independent Kth parallel DALUTs resulting in 

 

This is shown in figure for the realization of 16 tap filter using Partition 4. 
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Figure 3: Realization of 16 tap Fir filter using partial tables 

 

The realization of the above filter with various partitions

No Partition 

Memory locations = 2^16 = 65,536

 

Partition 8 

Partial Tables = 2; each with 8 inputs

Memory locations = 2* (2^8) = 5

 

Partition 4  

Partial Tables = 4; each with 4 inputs

Memory locations = 4 * (2^ 4) = 64

 

Partition 2 

Partial Tables = 8; each with 2 inputs

Memory locations = 8 * (2^2) = 32    

 

4. PERFORMANCE ANALYSIS

 

The results of realization of the FIR filter in terms of area and delay with respect to the filter of 

various taps of various address length is presented below 

 

 

 

 

 

Signal & Image Processing : An International Journal (SIPIJ) Vol.3, No.1, February 2012

Figure 3: Realization of 16 tap Fir filter using partial tables  

The realization of the above filter with various partitions 

Memory locations = 2^16 = 65,536 

Partial Tables = 2; each with 8 inputs 

Memory locations = 2* (2^8) = 5 

Partial Tables = 4; each with 4 inputs 

Memory locations = 4 * (2^ 4) = 64 

Partial Tables = 8; each with 2 inputs 

Memory locations = 8 * (2^2) = 32     

PERFORMANCE ANALYSIS 

The results of realization of the FIR filter in terms of area and delay with respect to the filter of 

various taps of various address length is presented below  
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The results of realization of the FIR filter in terms of area and delay with respect to the filter of 
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Table III: Performance Analysis - LUT 

 

 
 

 

 Figure 4. No of LUT’s Vs Address size for 16 tap FIR Filter 
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From the above analysis, it is predicted that there is a reduction in number of LUT’s by 75% 

from that of the conventional method[14][15]. 

 

Table IV: Performance Analysis – Area (Slices) 

 
 

Figure 5. No of slices Vs Address size for 16 tap FIR FilterFrom the above analysis, it is 

predicted that there is a reduction in area in terms of slices by 34% from that of the conventional 

method. 
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Table V: Performance Analysis – Delay (ns) 

 

 
 

 
 

Figure 6. Delay Vs Address size for 16 tap FIR Filter 
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From the above analysis, it is predicted that there is a reduction in delay by 15% from that of 

conventional method. 

 

5. CONCLUSION 

 

Finite Impulse Response  filter plays an important role in many Digital Signal Processing 

applications. In this method, the multiplier less FIR filter is implemented using Distributed 

Arithmetic which consists of Look Up Table and then partitioning is involved. This technique 

reduces the delay by 15%, area by 34% and LUT by 75%.The performance can be further 

improved by pipelining all the partial tables. This architecture provides an efficient area-time-

power implementation which involves significantly less latency and less area-delay complexity 

when compared with existing structures for FIR Filter.  
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