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ABSTRACT 

This paper presents a new approach for the automatic license plate recognition, which includes the SIFT 

algorithm in step to locate the plate in the input image. In this new approach, besides the comparison of the 

features obtained with the SIFT algorithm, the correspondence between the spatial orientations and the 

positioning associated with the keypoints is also observed. Afterwards, an algorithm is used for the 

character recognition of the plates, very fast, which makes it possible its application in real time. The 

results obtained with the proposed approach presented very good success rates, so much for locating the 

characters in the input image, as for their recognition. 
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1. INTRODUCTION 

Nowadays, the intense use of video cameras along highways and also in urban areas has 

contributed a lot to control traffic and, in most applications, the license plate recognition (LPR) of 

the vehicles is the main objective in traffic analysis, because it consists in a safe way to 

distinguish clearly imaged vehicles. In the last years many techniques were proposed 

[30][13][36][22][23][14] [51][1] for the location, segmentation and recognition of the plates in 

images and videos. There are several applications that use license plate recognition, such as 

traffic monitoring on highways [45], access control systems in parking lots [49], intelligent 

transport systems (ITS) [2] etc. License plate character recognition is a critical task, needing to be 

done with high accuracy. Otherwise, the identification errors will certainly cause very serious 

implications, for example, sending traffic tickets to the wrong person. However, due the large 

amount of images that are taken every time, containing a lot of vehicles, the information 

extraction from these images has become a very complex task. Thus, over the last years, the 

search for computational solutions, that it is able to automatically recognize the license plates of 

vehicles, had generated intense research in the area. In toll squares the images are captured in a 

relatively controlled way, with the cameras always focusing the region containing the vehicle 

plate. However, some factors still contribute to complicate the task, such as: weather conditions, 



Signal & Image Processing : An International Journal (SIPIJ) Vol.4, No.1, February 2013 

                                                                                                                                                                        18 

variations in lighting and shadows, damaged plates, etc. Then the existent techniques continue 

unable to solve all the cases. However, recently are available some systems that have achieved 

some positive results, such as the photographic radar systems, which also operate monitoring the 

traffic and contributing for to identify irregular vehicles. 

The LPR process consists of two main steps: 1) locating license plates and 2) identifying 

characters. In the first step, possible license plate regions are found based on its features. 

Typically, the used features are derived from the license plate format and the alphanumeric 

characters. The main plate features include: shape and symmetry [27]; color [25][39][31][46]; 

texture [39][8][28]; variance of intensity values [30][12][16]. The main character features 

include: line [53]; the sign of gradient magnitudes; the aspect ratio of characters [18]; the 

alignment of characters [50]; the distribution of intervals between characters [43].  

Other approaches in this area include the work of [20] and [54] that proposed techniques based on 

combinations of edge statistics and mathematical morphology. In [1] and [23] is presented a 

method based on morphology with template matching of the characters. In [39] and [56] is 

proposed the use of fuzzy logic for segmentation. In [10] and [24] is proposed a method using the 

Hough transform for plate extracting. In [31] is used neural network for color extraction. In [25] 

is used a genetic algorithm based segmentation to extract the plate region. In [4] are identified 

signs in real-time video, using a platform DSP (Digital Signal Processing). 

The license plate regions obtained in the first step are then examined in the characters 

identification step. The two main tasks in the characters identification step are character 

separation and character recognition. The main techniques used in the first task are: morphology 

[8][16][43]; projection [17][44]; connected components [39]. In the second task, there are a large 

number of character recognition techniques in the literature, including: artificial neural networks 

[31][8][26][42]; genetic algorithms [25]; Markov processes [11]; support vector machine [26]. In 

[21] is proposed a method for extracting characters without prior knowledge of their position and 

size in the image; more recently, in [51] is proposed a genetic neural network, that it is a 

combination of genetic algorithm with a back propagation neural network. 

The application of the SIFT algorithm in the LPR process is still little explored. One of the few 

studies in the literature was presented by [55]. In this work the SIFT algorithm was just used in 

the character recognition step, since the location of the plate region was made using a traditional 

approach, based on distribution of vertical edges. 

In this paper we present a new approach to the LPR process, which uses the algorithm SIFT 

(Scale Invariant Feature Transform) [34] [35] to locate the license plate. Different from the most 

of applications that require invariant features to positioning and rotation, and therefore they 

ignore these two parameters (also obtained with the SIFT algorithm), in this paper these 

parameters are used to filter the keypoints that have a realistic chance of belong to the plate 

region. In the proposed approach, this is done by identifying in the image, the regions that have 

features found in templates corresponding to the digits 0,...,9 existing in the license plate. After 

identifying a number, a search is started in their neighborhood, until finding the others characters 

(A,...,Z and 0,...,9), delineating them. Finally, a character recognition algorithm based on the 

transition among the pixels of the characters [47] is used for the license plate recognition. 

The remaining of this paper is organized as follows. Section 2 describes the SIFT algorithm 

proposed in [35], which aims to identify and to describe the image keypoints; Section 3 presents a 

new approach using the image description obtained with the SIFT algorithm to identify the 

correspondences between the templates and the input images; Section 4 presents some 

experiments with the implementation of the proposed approach. Finally, Section 5 presents some 

conclusions and suggestions for future work. 
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2. SIFT ALGORITHM 

The identification of homologous points in two images is not a very simple task, there are a lot of 

researches in the area for its automatic execution [5][15]. In fact, the first difficulty is to find the 

interesting points (keypoints) in the first image, so that they can be searched in the second image.  

Because of the excellent qualities of the SIFT algorithm, it has been used in several applications, 

including the works presented in [7] to construct panoramic image, in [33] to construct mosaic of 

aerial image sequence, in [9] for the traffic sign recognition, and others.  

In this paper we use the SIFT algorithm to find the interesting points in the image and in the 

templates (containing the characters 0,..,9), and then to locate the plate of the vehicle. The SIFT 

algorithm is a very efficient method to identify and to describe image keypoints, which is done by 

performing a mapping with different views of an object or scene, resulting in a vector with 128 

values, describing each image keypoint. Additionally, the SIFT algorithm provides the position x; 

y, scale s and orientation θ [35] for all keypoints. The SIFT algorithm consists in the following 

steps: 

Scale-space extrema detection: The keypoints are detected applying a cascade filtering that 

identifies candidates that are invariant to scale. The scale-space is defined as a function L(x,y,σ) 

in Equation 1, with an input image I(x,y) [29] [32]. 

L(x,y,σ) = G(x,y,σ) * I(x,y)                                                 (1) 

where * is a convolution in x and y with the Gaussian G(x,y,σ) in Equation 2. 
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To detect stable keypoint locations in space-scale, in [34] is proposed the use of space-scale 

extrema in the difference-of-Gaussian (DoG) function convolved with the image I(x,y), resulting 

in D(x,y,σ), which can be computed from the difference of two nearby scales separated by a 

constant multiplicative factor k = 2
1/s

 (where s+3 is the number of blurred images for each 

octave) as in Equation 3. 

D(x,y,σ) = (G(x,y,kσ) - G(x,y,σ)) * I(x,y)                                 (3)                                      

The DoG is an approximation of the scale-normalized Laplacian of Gaussian σ
2
∇

2
G [32]. The 

maxima and minima of σ2
∇

2
G produce the most stable image features [38]. 

Local extrema detection: From D(x,y,σ), in [35] is suggested that the local maxima and minima 

must be detected by comparing each pixel with its eight neighbors in the current image and nine 

neighbors in the scale above and below (26 neighbors). SIFT guarantees that the keypoints are 

located at regions and scales of high variations, which make these locations stable for 

characterizing the image. 

Orientation assignment: The scale of the keypoint is used to select the Gaussian smoothed image 

L, with the closest scale, so that all computations are performed in a scale-invariant manner. The 

gradient magnitude m(x,y) is computed with Equation 4. 

22),( yxyxm ∆+∆=                                              (4) 
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where ∆x = L(x + 1, y) − L(x − 1, y) and  ∆y = L(x, y + 1) − L(x, y − 1). The orientation θ(x,y) is 

calculated by Equation 5. 

)/arctan(),( xyyx ∆∆=θ                                                 (5) 

Keypoint description: The next step is to compute a descriptor for the local image region that is 

distinctive and invariant to additional variations, such as change in illumination or 3D viewpoint. 

In [35] is suggested that the best approach is to determine the magnitudes and directions of the 

gradients around the keypoint location. In this approach the Gaussian image on the keypoint scale 

is used. 

2.1. Matching between two images 

To find the match between two images it is possible to use the keypoints detected with the SIFT 

algorithm. In [35] is proved that the best match for each keypoint is found by identifying its 

nearest neighbor, which is defined minimizing the Euclidean distance to the features vectors. 

To avoid an exhaustive search, in [35] is suggested the use of a data structure k-d tree [6], that 

supports a balanced binary search to find the closest neighbor of the features and the heuristic 

algorithm Best-Bin-First (BBF) is used for the search. 

3. ALPRS 

The algorithm proposed in this paper, called ALPRs (Automatic License Plate Recognition using 

the SIFT) can be understood by Figure 1, where we can observe that initially the SIFT algorithm 

is applied in each template, thus the extracted features from keypoints are stored in a database and 

the templates didn't need be processed at all times. Then, the SIFT algorithm is applied to input 

image and the extracted features are compared with features of the template keypoint from the 

database, to achieve the best matching. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  The ALPRs algorithm proposed for the recognition of license plates.  

The region around the best matching local is used to determine a thresholding to be used in the 

image binarization. Finally, after the segmentation of the characters, an algorithm is applied for 

character recognition [47]. All steps of the algorithm ALPRs are detailed in the following 

sections. 
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3.1. Plate Identification 

License plate identification is done through a search to find the characters on it. In the proposed 

approach, the SIFT algorithm is applied on the input image and in the set of template images, 

containing the similar characters to them on the plate. In order that this process doesn't become 

very slow, only the digits 0,...,9 are searched on the plates. Figure 2 shows the template 

containing the digits used by the SIFT in this work. 

 
Figure 2.  Template images of the numeric digits used for the matching with the input images. 

In step 1 of the ALPRs algorithm, the SIFT algorithm is applied on the template representing the 

digit '3' in Figure 2 (a) and on the input image in (b). The keypoints found, by the SIFT algorithm, 

in the template and the input image, are shown in Figure 3. 

    
   (a)                                                                     (b) 

Figure 3.  Keypoints extracted by the SIFT algorithm in: a) template and b) input image. 

In this figure we observe that the SIFT algorithm found several interesting points (keypoints) in 

the input image in (b), however, nor all of them have similar features to the located points in the 

template in (a). Thus, in step 2, the ALPRs algorithm eliminates the points that do not have 

similar features to the located points in the template. This is done by comparing (matching) the 

features of each template keypoint (Figure 3 (a)) with features of the input image keypoints 

(Figure 3 (b)) and, at the end, only the keypoints illustrated in the Figure 4 (b) are maintained in 

the input image. 
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Figure 4.  a) Set of template keypoints, b) Set of input image keypoints. 

 

Although most of the keypoints that do not match with the template keypoints have been 

eliminated from the input image at this step, there are still some points that visually do not 

correspond with the template, such as the points: 3, 5, 8, 9 and 10. Thus, the algorithm ALPRs in 

your step 3, tries to identify only the inliers (data points that fit a particular model within a error 

tolerance), which is done in two stages: 1) comparing the orientation angles of the local gradients, 

2) calculating the correlation among the keypoints spatial coordinates in the input image and in 

the template.  

Table 1 presents the values obtained from SIFT algorithm for the parameters of spatial 

coordinates (x,y) and orientation θ, for the template keypoints (Figure 4 (a)), and of the input 

image keypoints (Figure 4 (b)). 

Table 1.  Keypoints from Figure 4, with the coordinates (x,y) and orientation θ, after computing 

the matching SIFT features. 

Template keypoints Input image keypoints 
# x y θθθθ # x y θθθθ 
1 15 5 -1,6244128 1 395 108 -1,7278086 
2 16 9 2,3460571 2 396 112 2,3459965 
3 16 14 -2,3614827 3 379 24 1,2154149 
4 20 3 1,0139291 4 399 106 1,1906057 

20 3 1,0139291 5 425 105 1,3271831 
5 23 10 0,6453162 6 403 113 0,6453041 
6 23 10 -0,5482631 7 403 113 -0,5482711 

23 10 -0,5482631 8 486 114 -0,4185706 
7 25 15 -0,3427376 9 89 217 -1,7855562 

25 15 -0,3427376 10 205 159 -1,7662604 

25 15 -0,3427376 11 405 118 -0,3422799 

 

In this table we observed that a template keypoint can match more than one input image keypoint, 

as it happens with the keypoints: 4 from template that has similar features to the keypoints 

features 4 and 5 from input image; 6 from template with 7 and 8 from input image; 7 from 

template with points 9, 10 and 11 from input image. 
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The SIFT algorithm proposes features that are invariant regarding to scale, rotation and 

differences of 3D viewpoint. However, in this work, we don't hope to find rotations above 10 

degrees between the template and the input image. In this case, it is proposed that the process of 

inliers extraction compares the directions of local gradients θ (also obtained with the SIFT 

algorithm – Equation 5 [35]). Given n keypoints j

iK (j=1,..,n) in the input image and its 

corresponding Ki in the template, the pair 
iK and j

iK  are considered candidates to inliers if the 

θiK  and θ
j

iK , the orientation of 
iK and j

iK , respectively, satisfies 362πθθ ≤−
j

ii KK . 

Otherwise, they are immediately classified as outliers (outliers: data points that do not fit a 

particular model within an error tolerance) and removed form the set of inliers candidates. 

Following this strategy with the orientation values in Table 1, it is verified that the orientations 

are similar only for the pairs of points (template-image): 1-1; 2-2; 5-6; 6-7; 6-8; 7-11. Thus, the 

pairs of template-image, which do not have similar orientation are considered outliers, and they 

are discarded in the next steps. After that, the set of input image keypoints is reduced to six points 

{1, 2, 6, 7, 8 and 11}, shown in Figure 5. 

     
Figure 5.  Keypoints candidates to inliers after elimination of the outliers. 

In step 3.2, the ALPRs algorithm searches the region with the highest keypoints concentration in 

the input image, taking into account the spatial coordinates of the template keypoints. This search 

is performed to find the region with the highest density of candidates for the inliers. The density 

function of a data matrix Dmxn for an n-dimensional variable x, based on a kernel density 

estimation function K, is defined in [48] with Equation 6.  

                      ∑
=
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where di is the i-th record of the data set (the n-dimensional variable given by the i-th row in 

matrix D) and K is the kernel function defined for the n-dimensional variable x, which satisfies 

∫ =
n

R
dxxK 1)( . Even though various kernels have been proposed, the most common ones are 

square wave and Gaussian functions. The parameter h in the density function defines a smoothing 

factor or bandwidth. When h→0 one obtains a sum of Dirac’s Delta functions [48], which tend to 

highlight only the overlapping of data records, while large h values highlight areas with large 

concentration of data, i.e., clusters. An alternative computation, more efficient than using 

Equation 6, considers only the influence of neighboring points on each point in the data set, for an 

arbitrary neighborhood. This may be modelled by a mathematical function referred to as 

influence function, which describes the impact of a point on its neighborhood and is equivalent to 
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a smoothing filter. The point density is approximated by the sum of the influence functions of all 

its neighboring elements within a given region [19]. As in [3] we employed this approach in our 

solution, using a square wave filter function rather than a Gaussian. After the determining the 

region of highest density of points candidates, the inliers points are finally determined, and the 

keypoint 8 (Figure 5) was eliminated from the set of input image keypoints (reduced to five 

points {1, 2, 6, 7 and 11}). 

It is important to observe that, to be characterized a reasonable matching between one of the 

templates and an input image, it is necessary and sufficient that it is found a minimum amount of 

inliers, that empirically has been defined as a minimum of three inliers. In the cases that are not 

found at least three inliers for any of the templates used in the search, an additional strategy is 

used (step 4) that consists in analyzing, on the input image, all inliers obtained individually using 

all the templates, and locating the region of higher density. Figure 6 shows a case in that the input 

image did not reach the minimum of three inliers with a same template (each template had up two 

inliers). In this figure are presented all candidates to inliers that have been approved in step 3.1, 

obtained using all the templates. In this case, the region that should contain some of the plate 

characters is one that presents the highest density to inlier candidates. In Figure 6, this region is 

around the keypoints on the digit '3'. 

 
Figure 6.  Set of inliers obtained with all the templates. 

At this time, the region of the plate is identified and, subsequently, it is necessary to segment the 

characters, so that it is possible to perform their recognition. In this paper it is done in step 5, 

using a segmentation method based in the Otsu thresholding [41]. The threshold value must be 

obtained just considering the region of the plate. The Otsu method is based in a discriminating 

analysis, where the threshold value is obtained assuming that the image pixels can be classified 

into two classes (C0 e C1) that are the object and the background. Taking 
2

Bσ  and 
2

Tσ  the 

variances between the classes and total, respectively. The optimal value for the threshold, 

according to this method, is obtained by minimizing n in Equation 7. 

2

2

T

Bn
σ

σ
=                                                              (7) 

3.2. Alphanumeric characters Recognition 

The character recognition (letter or number) is an important area of pattern recognition [40] with 

several applications in automation and information treatment [52]. In this paper, only the numeric 

digits (0,1,..,9) are used in the plate identification (Section 3.1), however for the plate recognition, 

all the characters are used (0,1,..,9 and A,B,…,Z). The solution adopted in the step 6 of the 

ALPRs algorithm (Figure 1) was developed in [47], because it provides a high performance and 

its recognition time is adequate for real time tasks. This algorithm samples the characters images 
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in a grid and it observes the transitions between the pixels values (0 and 1 – binary images) of 

adjacent pixels. In this way, a character image sampled in a grid with dimensions m x n generates 

a transition vector with m.n values. The transitions are defined on the image character using the 

path illustrated in Figure 7. 

 
 

P1 P2 P3 … … … Pn 

Pn+1 Pn+2 Pn+3 … … … P2n 

P2n+1 P2n+2 P2n+3 … … … P3n 

... ... ... ... ... ... ... 

... ... ... ... ... ... Pm.n 

 

Figure 7.  Pixels sequence in the image used to model the behaviour of the character. 

After investigating the behavior of these transitions to a set of characters from a given class 

(supervised training), is defined a set of rules that will be used later, to classify the characters 

whose classes are not known. In [47] is suggested the use of a list structure to store the transitions 

that don't occur between each adjacent pair of pixels in the image of each character in their 

respective classes. As the images used are binary, the possible transitions between two adjacent 

pixels are: 00, 01, 10 e 11. Figure 8 (a) shows the images of two 'A' characters (class 1) and two 

'C' characters (class 2). In (b) it has a graph, using parallel coordinates, which illustrates the 

transitions between adjacent pixels of the images in (a). In (c) it has a list with the transitions that 

do not occur between adjacent pixels in these images, where it is possible to identify that between 

the attributes a3 and a4 occur the transitions 01 and 11, and the transitions 10 and 00 do not occur. 

While the class 2 just possesses the transition 10 between the same attributes. 

 

 

 

 

 

 

                                                                                   

 

 

 

 

 

 

 

 

 

Figure 8.  a) Images representing two 'A' characters in the class 1 and two 'C' character in the 

class 2; b) Exhibition of the records of the class 1 in black and of the class 2 in gray in parallel 

coordinates; c) Transitions do not occur among adjacent attributes. 

(a) 

(c) 

 Transitions that do not occur between adjacent pixels 
 a1-a2 a2-a3 a3-a4 a4-a5 a5-a6 a6-a7 a7-a8 a8-a9 a9-a10 a10-a11 a11-a12 

 
class 1 

00 
10 

00 
01 

00 
10 

00 
01 
11 

00 
10 
11 

00 
01 
10 

00 
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10 

00 
01 
10 

00 
01 
10 

00 
01 
11 

00 
10 
11 

 
class 2 

00 
10 

00 
01 
10 

00 
01 
11 

01 
10 
11 

00 
10 
11 

00 
01 
10 

00 
01 
11 

01 
10 
11 

00 
10 

11 

00 
01 
10 

00 
01 

 

char 'A'  char 'A' 
class 1  class 1 

0 1 0  1 1 1 

1 0 1  1 0 1 

1 1 1  1 1 1 

1 0 1  1 0 1 
 
 

char 'C'  Char 'C' 
class 2  class 2 

1 1 1  0 1 1 

1 0 0  1 0 0 
1 0 0  1 0 0 

1 1 1  0 1 1 

 

(b) 
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The list structure in Figure 8 (c) has 30 restrictions for class 1 and 31 restrictions for class 2. After 

obtaining all the transitions that do not occur between adjacent attributes in each class, the 

characters can be classified in the class that presents the lowest number of inconsistencies in 

relation to characteristic transitions annotated in each class. The three rules for the character 

classification are: 

• R1 – Recognize the character in the class whose transitions are not violated by the transitions 

in the class; 

• R2 – Having more than one class that satisfies this condition, the class that has the most 

restrictions (more restrictive class) it should be the chosen; 

• R3 – When transitions do not satisfy all the restrictions of any class, the character may be 

inserted in the class less violated, or to be classified as noise in extreme cases. 

The last rule (R3) requires a user-defined threshold to determine when the character should be 

classified as noise. For example, when it does not meet at least 30% of the restrictions of any 

class rules. 

Two strategies are also presented in [47], to increase the quality of the classifications: 1) 

Accomplishing a denser sampling of the characters, that it will increase the number of transitions 

between adjacent pixels; 2) Using the transitions among three pixels instead of transitions 

between two adjacent pixels. Thus, the eight transitions to be checked are: 000, 001, 010, 011, 

100, 101, 110 e 111. 

4. EXPERIMENTS 

This section presents some results of license plates character identification and recognition, using 

the ALPRs algorithm proposed in this paper, comparing with two other approaches presented in 

the literature [1][37]. It is necessary to observe that these techniques for the identification and 

recognition of the characters use a step of training of the templates, thus, a comparison using 

untrained images becomes inadequate. To avoid this problem, in the two approaches used in this 

comparison we used the original images from their papers. Both experiments were performed in a 

computer with an Intel Core I3 (2.13 GHz) processor. 

4.1. Experiment 1 

In order to train the recognition algorithm were used the set of character presented in Figure 9, 

which are very similar to those adopted in the license plates in Brazil. 

     
                             (a)                                                                                 (b) 

Figure 9.  Set of characters used in classifier training of the Experiment 1. 

 

In order to apply the recognition algorithm based on the transitions between adjacent pixels, each 

character was sampled into a grid with 65 x 60 pixels. In this way, each character was represented 

by 3,900 transitions.  

In this experiment, we used 60 frontal images (640 x 240 pixels) of vehicles, obtained in toll 

squares.  These images are available by the Laboratory of Digital Signal Processing and Images 
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of the Brazilian Center of Physical Researches, and can be freely downloaded from 

www.cbpf.br/cat/pdsi/lpr/lpr.html. Figure 10 shows some examples in which the plates are 

correctly recognized. The first column shows some input images used in the experiment and the 

second and third columns show the results of the license plate recognition. 

  

Identified 

plate:  

AAY-5127 

 

  

Identified 

plate:  

CSE-9780 

 

  

Identified 

plate:  

ABY-9198 

 

  

Identified 

plate: 

KMG-6921 

 

  

Identified 

plate:  

LOE-0836 

 

  

Identified 

plate:  

JLW-9464 

 

  

Identified 

plate:  

LNZ-1724 

 

Figure 10.  Satisfactory results obtained by applying the proposed approach. 

 

In spite of the screw holes for fixing the plates were segmented by the Otsu thresholding in the 

same class of the characters, the ALPRs algorithm was able to delineate the region containing 

some of the characters, and then, through a left to right scan, it was able to locate the remaining 

characters.  

However, seven of the 60 plates, with a poor image quality, were not recognized, as illustrated in 

Figure 11. The results (a) and (b) presented a failure in the segmentation step. In (a), the character 

'L' was poorly segmented and it can not be considered a valid character. In (b) the same happened 

with the character '6'. The character '9' in (b) and all characters in (c) to (g), were properly 

segmented, however, the recognition algorithm was not successful. 
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(c) 
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(d) 
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6549 

 

 

(e) 

  

Identifie

d plate:  

KQF-

2376 

 

 

(f) 

  

Identifie

d plate: 

OUR-

7778 

 

 

(g) 

  

Identifie

d plate:  

KIO-

7265 

Figure 11.  Results showing all errors obtained with the ALPRs algorithm. 

In this experiment, the success rate obtained by [1] was 78%, while using our approach was 

88.33% (53 successes in a total of 60 plates). It should be observed that the hit rate of the locating 

characters process was 99.52%, because 418 of the 420 existent characters in the 60 plates were 

properly located. On the other hand, the hit rate of the character recognition step was 98.57% 

(414 successes in a total of 420 characters). The average time for the plate recognition was 5.1716 

seconds. The processing time for each plate, in each stage of the ALPRs algorithm are: 5.0115 

seconds for the execution of the SIFT and the matching algorithm; 0.0907 seconds for 

segmentation (threshold, clipping of the characters); 0.0694 seconds for the characters recognition 

using their transitions. 

4.2. Experiment 2 

In this second experiment, the set of character used to train the recognition algorithm is presented 

in Figure 12 (sampled into a grid with 50 x 30 pixels - 1,500 transitions). 

     
                           (a)                                                                                (b) 

Figure 12.  Set of characters used in classifier training of the Experiment 2. 
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The set of vehicle image used in this experiment, from [37], are available at 

javaanpr.sourceforge.net. We used 60 images with different sizes from this set to accomplish the 

experiments. Figure 13 shows some satisfactory results by applying the proposed approach. In 

this experiment, the success rate obtained by [37] was 73.33%, while our approach had a hit rate 

of 70% (42 successes in a total of 60 plates). The hit rate of the locating characters process was 

93.33% and the hit hate of the character recognition step was 88.10% (370 successes of 420 

characters). 

  

Identified 

plate:  

RK-161AG 

 

  

Identified 

plate:  

RK-340AO 

 

  

Identified 

plate: RK-

603AV 

 

  

Identified 

plate: RK-

878AC 

 

Figure 13.  Same good results with the proposed approach. 

 

The average time for the plate recognition was 6.7918 seconds (6.6594 seconds for the execution 

of the SIFT and the matching algorithm, 0.1116 seconds for segmentation, 0.0208 seconds for the 

characters recognition). 
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5. CONCLUSIONS AND FUTURE WORK 

This paper presented a new algorithm for license plate recognition, which uses the SIFT 

algorithm to locate the plate in the images. The SIFT has been shown a great algorithm for 

finding keypoints features in the images and that it has been able to obtain satisfactory results in 

the LPR process. In this work, these keypoints were used in the matching process between input 

images and characters templates. 

A particular advantage of the approach proposed in this paper is the possibility to change the 

techniques used in the steps of the algorithm ALPRs, in order to improve the results more and 

more, by increasing the success rates, and decreasing the processing times. An analysis of the 

processing time in the Experiment 1 (Section 4.1), showed that the SIFT and the matching 

algorithms spend 96.90% of the total processing time. In the Experiment 2 (Section 4.2), the 

processing time for these tasks was 98.05%. Thus, for real time applications, we need to 

investigate other solutions for this task. Other characters recognition algorithm should be 

investigated to improve the hit rate of the character recognition step. 

REFERENCES  

[1] D. S. Abreu, W. A. L. Alves, S. A. Araújo and A. F. H. Librantz, “Uma Abordagem para a 

Localização e o Reconhecimento de Placas de Licenciamento Veicular por meio de Operadores 

Morfológicos e Busca por Template”. Anais do WVC 2011 - VII Workshop de Visão 

Computacional. Curitiba-PR, pp. 79-84, 2011. 

[2] C. N. Anagnostopoulos, I. Anagnostopoulos, V. Loumos and E. Kayafas, “A license plate 

recognition algorithm for Intelligent Transportation System applications”. IEEE Transactions on 

Intelligent Transportation Systems, pp. 377-392, 2006. 

[3]  A. O. Artero, M. C. F. Oliveira and H. Levkowitz, "Uncovering Clusters in Crowded Parallel 

Coordinates Visualizations". Infovis, pp. 131–136, 2004 

[4]  C. Arth, F. Limberger, H. Bischof, “Real-Time License Plate Recognition on an Embedded DSP-

Platform”. IEEE Conference on Computer Vision and Pattern Recognition, 2007. 

[5]  R. Basri and D. W. Jacobs, “Recognition using region correspondences”. International Journal of 

Computer Vision, 25(2):145-166, 1997. 

[6]  J. Beis and D. G. Lowe, “Shape indexing using approximate nearest-neighbour search in high-

dimensional spaces”. In Conference on Computer Vision and Pattern Recognition, Puerto Rico, 

pp.1000-1006, 1997. 

[7]  M. Brown and D. G. Lowe, “Automatic Panoramic Image Stitching using Invariant Features”. 

International Journal of Computer Vision, 74(1):59–73, 2007. 

[8]  M. H. T. Brugge, J. H. Stevens, J. A. G. Nijhuis, and L. Spaanenburg, “License plate recognition 

using DTCNNs,” in Proc. 5th IEEE Int. Workshop on Cellular Neural Networks and Their 

Applications, pp. 212–217, 1998. 

[9]  N. Cai, W. Liang, S. Xu and F. Li, “Traffic Sign Recognition Based on SIFT Features”. Advanced 

Materials Research (Volumes 121 - 122). Nanotechnology and Computer Engineering, pp. 596-

599, 2010. 

[10] H. J. Choi, “A Study on the Extraction and Recognition of a Car Number Plate by Image  

Processing,” Journal of the Korea Institute of Telematics and Electronics, Vo1.24, pp. 309-

315,1987. 

[11] Y. Cui and Q. Huang, “Character extraction of license plates from video,” in Proc. IEEE Conf. 

Computer Vision and Pattern Recognition, pp. 502–507, 1997. 

[12] S. Draghici, “A neural network based artificial vision system for license plate recognition,” Int. J. 

Neural Systems, vol.8, pp. 113–126, 1997. 



Signal & Image Processing : An International Journal (SIPIJ) Vol.4, No.1, February 2013 

                                                                                                                                                                        31 

[13] T. D. Duan, T. L. H. Du, T. V. Phuoc and N. V. Hoang, “Building an Automatic Vehicle License-

Plate Recognition System”. Intl. Conf. in Computer Science – RIVF’05, Can Tho, Vietnam, pp. 

59-63, 2005. 

[14] W. A. Faqheri and S.Mashohor, “A Real-Time Malaysian Automatic License Plate Recognition 

(M-ALPR) using Hybrid Fuzzy”. IJCSNS International Journal of Computer Science and Network 

Security, Vol.9 No.2, 2009. 

[15] J. H. Friedman, J. L. Bentley, and R. A. Finkel, “An algorithm for finding best matches in 

logarithmic expected time”. ACM Transactions on Mathematical Software, 3(3):209-226, 1977. 

[16] D. S. Gao and J. Zhou, “Car license plates detection from complex scene,” in Proc. 5th Int. Conf. 

Signal Processing, vol.2, pp. 1409–1414, 2000. 

[17] H. A. Hegt, R. J. Dela Haye and N. A. Khan, “A high performance license plate recognition 

system,” in Proc. IEEE Int. Conf. System, Man, and Cybernetics, vol.5, pp. 4357–4362, 1998. 

[18] X. F. Hermida, F. M. Rodriguez, J. L. F. Lijo, F. P. Sande, and M. P. Iglesias, “A system for the 

automatic and real time recognition of VLP’s (Vehicle License Plate),” in  Proc. Lecture  Notes in 

Computer Science, vol.1311, pp. 552–558, 1997. CHANG et al. AUTOMATIC LICENSE PLATE 

RECOGNITION 53 

[19] A. Hinneburg and D. A. Keim, “An Efficient Approach to Clustering in Large Multimedia 

Databases with Noise”,  Proc.s 4th Int. Conf. on Knowledge Discovery and Data Mining, AAAI 

Press, pp. 58–65, 1998. 

[20] B. Hongliang, and L. Changping, “A Hybrid License Plate Extraction Method Based On Edge 

Statistics and Morphology”. In proc. Conf. on Pattern Recognition (ICPR), pp. 831-834, 2004. 

[21] H. Hontani and T. Koga, “Character extraction method without prior knowledge on size and 

position information,” in Proc. IEEE Int. Conf. Vehicle Electronics, pp. 67–72, 2001. 

[22] Z. Ji-yin, Z. Rui-rui, L. Min and L. Yin, “License Plate Recognition Based on Genetic Algorithm”. 

International Conference on Computer Science and Software Engineering, pp. 965–968, 2008. 

[23] S. H. Kasaei, S. M. Kasaei and S. A. Monadjemi, “A Novel Morphological Method for Detection 

and Recognition of Vehicle License Plates”. American Journal of Applied Sciences, pages 2066–

2070, 2009. 

[24] H. S. Kim, et al., 1991, “Recognition of a Car Number Plate by a Neural Network,” Proceedings 

of the Korea Information Science Society Fall Conference, Vol. 18, pp. 259-262, 1991. 

[25] S. K. Kim, D. W. Kim, and H. J. Kim, 1996, “A Recognition of Vehicle License Plate Using a 

Genetic Algorithm Based Segmentation,” Proceedings of 3rd IEEE International Conference on 

Image Processing, V01.2., pp. 661-664, 1996. 

[26] K. K. Kim, K. I. Kim, J. B. Kim and H. J. Kim, “Learning-based approach for license plate 

recognition,” in Proc. IEEE Signal Processing Society Workshop, vol.2, pp.614–623, 2000. 

[27] D. S. Kim and S. I. Chien, “Automatic car license plate extraction using modified generalized 

symmetry transform and image warping,” in Proc. IEEE Int. Symp. Industrial Electronics, vol.3, 

pp. 2022–2027, 2001. 

[28] K. I. Kim, K. Jung and J. H. Kim, “Color Texture-Based Object Detection: An Application to 

License Plate Localization”. Lecture Notes on Computer Science, Springer-Verlag, pp. 221-335, 

2002. 

[29] J. J. Koenderink, “The structure of images”. Biological Cybernetics, 50:363-396, 1984. 

[30] H. Kwaśnicka and B. Wawrzyniak, “License plate localization and recognition in camera 

pictures”. In Symposium on Methods of Artificial Intelligence, 2002. 

[31] E. R. Lee, P. K. Kim, and H. J. Kim, “Automatic Recognition of a Car License Plate Using Color  

Image Processing,” Proceedings of the International Conference on Image Processing, 1994.  

[32] T. Lindeberg, “Scale-space theory: A basic tool for analysing structures at diferent scales”, Journal 

of Applied Statistics 21:224 270, 1994. 



Signal & Image Processing : An International Journal (SIPIJ) Vol.4, No.1, February 2013 

                                                                                                                                                                        32 

[33] J. Liu, Z. Chen and R. Guo, “A Mosaic Method for Aerial Image Sequence by R/C Model”. 

International Conference on Computer Science and Software Engineering, pp. 58-61, 2008. 

[34] D. G. Lowe, “Object recognition from local scale-invariant features”. In: International Conference 

on Computer Vision, Corfu, Greece, pp. 1150-1157, 1999. 

[35] D. G. Lowe, “Distinctive image features from scale-invariant keypoints”. International Journal of 

Computer Vision, v. 60, n.2,  pp 91-110, 2004. 

[36] H. Mahini, S. Kasaei, F. Dorri and F. Dorri, “An Efficient Features–Based License Plate 

Localization Method”. In Proceedings of the 18th International Conference on Pattern Recognition 

- Volume 02, ICPR ’06, pages 841–844, Washington, DC, USA, 2006. IEEE Computer Society. 

[37] O. Martinsky, “Algorithmic and mathematical principles of automatic number plate recognition 

systems,” Ph.D. dissertation, BRNO University of Technology, Faculty of Information 

Technology Department of Intelligent Systems, Czech Republic, 2007. 

[38] K. Mikolajczyk, “Detection of local features invariant to affine transformations”, Ph.D. thesis, 

Institut National Polytechnique de Grenoble, France, 2002. 

[39] J. A. G. Nijhuis, M. H. T. Brugge, K. A. Helmholt, J. P. W. Pluim, L. Spaanenburg, R. S. Venema, 

and M. A. Westenberg, “Car license plate recognition with neural networks and fuzzy logic,” in 

Proc. IEEE Int. Conf. Neural Networks, vol.5, pp. 2232–2236, 1995. 

[40] R. Oji, An Automatic Algorithm for Object Recognition and Detection Based on ASIFT 

Keypoints, Signal & Image Processing: An International Journal (SIPIJ) v.3, n.5, pp. 29-39, 2012. 

[41] N. Otsu “A threshold selection method from gray-level histograms”. IEEE Trans. Sys., Man., 

Cyber. 9 (1): 62–66, 1979. 

[42] R. Parisi, E. D. D. Claudio, G. Lucarelli and G. Orlandi, “Car plate recognition by neural networks 

and image processing,” in Proc. IEEEInt. Symp. Circuits and Systems, vol. 3, pp. 195–198, 1998. 

[43] J. C. H. Poon, M. Ghadiali, G. M. T. Mao, and L. M. Sheung, “A robust vision system for vehicle 

license plate recognition using grey-scale morphology,” in Proc. IEEE Int. Symp. Industrial 

Electronics, vol.1, pp.394–399, 1995. 

[44] L. Salgado, J. M. Menendez, E. Rendon and N. Garcia, “Automatic car plate detection and 

recognition through intelligent vision engineering,” in Proc. IEEE Int. Carnahan Conf. Security 

Technology, pp. 71–76, 1999. 

[45] C. J. Setchell, “Applications of Computer Vision to Road-traffic Monitoring”. PhD thesis, 

Department of Computer Science, University of Bristol, September 1997. 

[46] X. Shi, W. Zhao, and Y. Shen, “Automatic License Plate Recognition System Based on Color 

Image Processing”. Lecture Notes on Computer Science 3483, O. Gervasi et al., Ed. Springer-

Verlag, pp. 1159 – 1168, 2005. 

[47] F. A. Silva, A. O. Artero, M. S. V. Paiva and R. L. Barbosa, “Um Algoritmo Rápido para o 

Reconhecimento de Caracteres”. In: VII Workshop de Visão Computacional. Anais do WVC 

2011, UFPR, Curitiba, pp. 149-154, 2011. 

[48] B. W. Silverman, Density Estimation for Statistics and Data Analysis, Chapman and Hall, p.176, 

1990. 

[49] T. Sirithinaphong and  K. Chamnongthai, “The recognition of car license plate for automatic 

parking system”. Proceedings of the Fifth International Symposium on Signal Processing and Its 

Applications, 1999. ISSPA ’99., vol. 1, pp 455 –457, 1999. 

[50] Y. S. Soh, B. T. Chun, and H. S. Yoon, “Design of real time vehicle identification system,” in 

Proc. IEEE Int. Conf. System, Man, and Cybernetics: Humans, Information, and Technology, 

vol.3, pp. 2147–2152, 1994. 

[51] G. Sun, C. Zhang, W. Zou and G. Yu, “A New Recognition Method of Vehicle License Plate 

Based on Genetic Neural Network”. In 5th IEEE Conference on Industrial Electronics and 

Applications (ICIEA), pp. 1662-1666, 2010. 



Signal & Image Processing : An International Journal (SIPIJ) Vol.4, No.1, February 2013 

                                                                                                                                                                        33 

[52] S. Theodoridis and K. Koutroumbas, “Pattern Recognition”. Elsevier Inc Fourth Edition, 984 p, 

2009.  

[53] M. Yu and Y. D. Kim, “An approach to Korean license plate recognition based on vertical edge 

matching,” in Proc. IEEE Int. Conf. Systems, Man, and Cybernetics, pp. 2975–2980, 2000. 

[54] A. Zamani and M. Movahedi, “Car plate identification using morphology and constant moments 

transform”. Proceedings of 3th Conference on Information and Knowledge Technology, Mashhad, 

Iran, 2007. 

[55] M. Zahedi and S. M. Salehi, “License plate recognition system based on sift features,” Procedia 

Computer Science, vol. 3, pp. 998–1002, 2011. 

[56] N. Zimic, J. Ficzko, M. Mraz and J. Virant, “The Fuzzy Logic Approach to the Car Number Plate 

Locating Problem”. Proceedings of Intelligent Information Systems (IIS’97), pp.227-230, 1997. 

 

 


