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ABSTRACT 

 

Image fusion has been rapidly gaining importance in application areas such as medical imaging, remote 

sensing, robotics, navigation and the military. This has led to emergence of several algorithms for image 

fusion for generating more precise images. This paper presents a novel approach of selecting best image 

fusion algorithm for a given scenario using Analytical Hierarchical Process (AHP) involving eigen 

vectors. Evaluations of the proposed approach indicate higher quality of fused images. 

 

1. INTRODUCTION 

 
Rapid increase in demand for image fusion technology in various research and industrial areas 

has led to the development of various algorithms and methodologies for implementing it. Huge 

amount of variation in the information contained in an image and its applicable types of domain 

have given rise to diverse options for image fusion techniques. It has become a difficult task to 

manually select an image fusion technique, given varied set images and resources. There is no 

guarantee that an algorithm selected manually is an excellent fit for a given scenario.  

 

As a solution to this problem, there is a need for automating this process of algorithm selection 

since the selected algorithm depends on various criteria that user requires depending on domain 

of image fusion applications.  Analysis of each criteria and assigning weight/priority to it is 

necessary to create a clearer picture of which alternatives fits best for given set of conditions. 

This analysis is then extended. Such analysis includes building a model that computes and stores 

the ranking for the image fusion techniques based on different criteria/agents image, sensor, 

application, and resources. This ranking is computed for each image fusion technique using AHP. 

AHP uses eigenvectors which are computed iteratively to evaluate ranking based on various 

evaluation criteria. 

 

2. RELATED WORK AND LITERATURE SURVEY 

 
There are various areas where AHP has been used widely.  A few of these applications are 

mentioned here with their goal and brief descriptions. AHP [12] was utilized efficiently in 

placement of remote terminal units wherein decision making for optimal location was done based 

on various weighted criteria such as load types, capacity, substation accessibility and grid 

topology.  
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Haibin and Haiwen [14] studied monitoring and diagnosis evaluation of electric apparatus control 

system. Using AHP, a hierarchical architecture was formed and an analysis was done on electric 

apparatus control system based on various agents like system characteristics, node agent, sub-

system agent and management agent. 

 

In academia, there is a significant amount of work done using AH P. A framework of integrated 

decision support system [13] was designed for students' project evaluation. That research 

proposed a framework for group decision support system based on weighted model, and AHP. 

An AHP based decision model [26] was designed for assessment of Ph.D. quality in universities 

wherein influencing parameters for assessment are identified and analyzed. They then put to use 

by AHP to help narrow the gap between qualities for different grades of universities.  

 

An AHP based requirement prioritization model [16] was built for market driven products. It has 

assisted software engineers in assigning priorities to subsets of requirements that are more 

important than others. Due to the great efficiency provided by AHP, product manufacturers get a 

better idea about planning and organizing its product line and eased decision making process for 

requirements should be included in the product release in the market. 

 

Another area in which AHP turned out to be of great use is knowledge management (KM) 

implementation [15]. Various decision making processes in a KM implementation are automated 

due to AHP with the help of KM variables which can be identified for successful implementation 

of KM.  

 

Various efforts were made in image fusion field to resolve the problem of selection. One of them 

included multi-agent based Intelligent system [17] for image fusion which made use of JADE for 

getting hold of agents in the system. These agents determined the ranking of the algorithms and 

ensured selection of the best fusion algorithm. 

 

There is also a significant amount of work done in similar area where image feature fusion [18] is 

done using Multi-Attribute Decision Making (MADM). This research proposes that features of 

image are fused during image retrieval and subjective and objective weighing analysis is done by 

MADM while final results are derived by TOPSIS. 

 

3. PROPOSED AHP-BASED MODEL 

 
The proposed model consists of a process that computes best option in list of options of image 

fusion techniques for a set of characteristics/criteria. This best option, chosen for a set of 

characteristics, is then stored in the knowledge base. Whenever computation is done for a set of 

characteristics, the knowledge base stores results and adaptively learns with every new 

computation. The computation of the best image fusion technique is done using AHP. AHP 

consists of a pair wise comparison of image fusion techniques against characteristic/criteria. Input 

to this process is the relative importance of one set of characteristics over other and one 

alternative over the other in terms of each characteristic/criteria. This is then transformed into 

pair-wise comparison matrices. These matrices use eigenvector computation to obtain ranking of 

image fusion techniques. 

 

The system gets input from user and checks the knowledge base for any computed result. If it 

finds a desired result set, the knowledge base returns prediction to the user.  If not, the knowledge 
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base returns a query to AHP process which computes the new result and stores it in the 

knowledge base. Figure 1 shows the basic architecture of the AHP model. 

 

 
Fig 1. Architecture of AHP based model 

 

3.1. AHP Component 

AHP selects one of the options of a list of choices. Each choice has a few criteria/parameters 

attached to it and we can set the weights/priority of each criteria/parameters and have AHP pick 

the best choice from the list of choices. AHP was introduced by Thomas Saaty [1] in 1970s. It is 

multi-criteria decision making approach that makes use of eigenvectors to determine best results. 

AHP is represented in the form of a hierarchical tree with its goal/objective on top most level. 

Second level is the criteria and sub-criteria. The last level is the alternatives that are associated 

with each criteria or sub-criteria. Figure 2 represents our proposed formulation. 

 

 
 

Fig.2  Hierarchical structure of AHP 
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3.2. Working of AHP 

 

AHP works in three phases [10]. The relative importance score for each criteria or alternatives 

can be obtained from ranks/importance/preferences that are available. The computation of 

relative importance uses an AHP scale described in Table 1. 

 

Also,  if ranking for the alternatives is available then  one can make use of this formula : 

 

Cij = [(ri - rj)/ (rmax - rmin)]*9    if  ri > rj 

 

if ri > rj 

 

then Cji  = 1 / Cij 

 

where Cij  ,  Cji  are the relative importance of i
th  

and  j
th 

criteria in pair-wise comparison matrix 

while ri and rj are rankings available for criteria i and j . 

 
Table 1. The fundamental scale of absolute numbers[7] 

 

 
 

Phase 1: Obtaining criteria/agent scores 

 

The pair-wise matrix is computed after the preference and importance of the criteria(aij) is 

received. This is done by placing computed aij in the right place of pair-wise matrix. This 

followed by eigenvector computation on pair-wise comparison matrix to obtain relative 

importance scores which decides ranking/priorities of each criterion to be considered while 
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selective best alternative. AHP is proven to give best results when eigenvector computation is 

used to calculate relative importance. 

 

Eigenvector is computed in following steps as explained in[11] : 

 

step 1 : Given a square matrix (pair-wise comparison matrix) P , we first find its eigenvalues.  we 

find the values of λ which satisfy the characteristic equation of the matrix P, namely those values 

of λ for which 

 

det(P − λI) = 0, 

 

where I is the 3×3 identity matrix. 

 

step 2 : Once the eigenvalues of a matrix (P) have been found, we can find the eigenvectors 

by Gaussian Elimination. 

 

step 2 (i): For each eigenvalue λ, we have 

 

(P − λI)x = 0, 

 

where x is the eigenvector associated with eigenvalue λ. 

 

step 2 (ii) : Find x by Gaussian elimination. That is, converting the augmented matrix 

 

( P − λI ⋮ 0) 

 

to row echelon form, and solving  the resulting linear system by back substitution to find the 

eigenvectors associated with each of the eigenvalues. 

 

Phase 2 : Obtaining alternatives/image fusion techniques  scores 

 

Similarly, the pair-wise comparison matrices are obtained for all alternatives in terms of each 

criterion. The eigenvector is computed for alternatives for each criterion.  Thus, Eigenvector 

computations for all alternatives will take place as many times as the number of criteria 

considered to select the best alternative. 

 

Phase 3:  Aggregating criteria scores and alternatives scores to obtain final result  

 

After obtaining eigenvectors for alternatives, the matrix is formed mapping each alternative 

eigenvector score to every other criteria by concatenating eigenvectors of all alternatives in terms 

of all criteria. The matrix formed previously is multiplied with the eigenvector of criteria to get 

an aggregate score. This aggregate score determines the final ranking of each alternative / 

algorithm. The higher the aggregate score, the better ranking the alternative/algorithm has. 

 

3.3. Knowledge base 

When the user inputs a set of characteristics for which best image fusion technique is chosen, the 

knowledge base accepts that set of characteristics and checks if there is a previously computed 

result for this set of characteristics. If it finds the desired result, it is retrieved and displayed. If it 
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cannot find desired result, the query goes to AHP component where the computation of best 

alternative/image fusion technique is done and stored back in knowledge base. In this manner 

with every new computation, the knowledge base adaptively learns best alternatives for most sets 

of characteristics that user inputs. This helps reduce response time and produces a huge increase 

in accuracy of the system. 

 

3.4. Image Fusion Methodologies 

There is a large number of image fusion algorithms available. Only a few of them are used in this 

approach that covers most domains of image fusion applications. A brief description of these 

techniques is given next: 

 

A. Intensity-hue-saturation :  
 

The hue and saturation components consist of spectral information. 

The intensity component consists of the spatial information. The Red, Green and Blue channels 

are first converted to intensity, hue and saturation components. Then the matching of the 

histogram of the image is done with its intensity component. This method makes sure that 

spectral information is not disturbed while adding a high amount of spatial information [19][20]. 

This is followed by converting theIHS channel to the RGB channel.   

 

B. Principle Component Analysis:  
 

Principle Component Analysis is a spatial domain approach whose function is reduction of multi-

dimension data sets into lower dimensional data sets for the purpose of analysis. It is highly 

quantitative method that does calculations based on eigenvectors computed from source image 

matrices thus evaluating weights of each source image from eigenvalues of its covariance 

[20][21][22][23].  

 

C. Discrete Wavelet Transform:  
 

Discrete Wavelet Transform are decomposition tool for multi-resolution image that has various 

channels representing the image feature on a multi-scale level. It is done based on different 

frequency sub-bands.  DWT converts an image from the spatial to the frequency domain. In this 

method, decomposition of image takes place by dividing image into horizontal and vertical lines 

and fusion takes place at each decomposition level. This is then followed by inverse DWT that is 

carried out on each fused image at all decomposition levels [22][23].  

 

D. Pyramid based:  
 

Pyramid based method works with pyramid transforms i.e.  it constructs the pyramid transform of 

the fused image from the pyramid transforms of the source images . This is then followed by 

reconstruction of the fused image by taking inverse pyramid transform. Pyramid transforms 

consist of three phases. First, decomposition of is done at different pre-defined levels. Then, 

phase two fuses or merges input images after decomposition. The resultant matrix becomes the 

input to recomposition process. Phase three is recomposition i.e.  the resultant fused image is 

developed from the pyramids formed at each level of  decomposition[20]. 
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There can be various pyramids during fusion. Our approach takes into consideration only two of 

them: Laplacian pyramid and Contrast pyramid. Laplacian pyramid consist of few steps of 

decomposition and recomposition. It is done by filtering input images with a predefined low pass 

filter. This is followed by subtracting input images forming pyramid and decimating input image 

matrices.  

 

3.5. Quality Assessment 

A. Mutual Information (MI): MI  is defined by the Kullback-Leibler  measure[17] which 

quantifies the degree of dependence between two variables A and B: 

 
IA,B (a,b)= ∑ ��,� AB (a,b) log [PAB(a,b) /PA(a) PB(b)] 

 

where PA (a) PB (b) is the probability associated with the case of complete independence and   

PAB(a,b)  is the joint ('a' intersection 'b')  probability. The Mutual Information (MI) between two 

images is computed using following formula: 

 

M
AB

F  = IFA (f,a) + IFB (f,b) 

 

B. Visual Information Fidelity : VIF  is used to compute difference between test image and 

reference image provided. It uses HVS model . This is measure for the information that could 

ideally be extracted by the brain from the reference image[17][24]. Using the HVS model the test 

and reference images are defined as: The HVS model is used to define the test and reference 

images as follows : 

 

E = C+N (reference image) 

 

F = D+N' (test image) 

 

where E and F are the output visual signals of the HVS model and N and N' are the HVS noise. 

The VIF over N elements is computed as follows : 

 

VIF= 
∑   �	 →

C

jN ,  ; →
F

jN ,  � � jN , )�� ��������
∑ �	 →

C

jN , ; →
E

jN , �� jN , )�� ��������   

 

C. Petrovic measure : This quality metric introduced by Xydeas and Petrovic [25]focuses on  

important visual information associated with edge information of every pixel in the image. A 

Sobel edge operator is  applied to obtain the edge strength g(n,m) and orientation a(n,m) 

information for each pixel p(n,m). Petrovic measure is calculated as follows : 

 

Q
FAB

P

/
(n,m)=  

∑ ∑    � AF ��,�)� A ���,�)�� BF ��,�)� B ��,�)�������� ∑ ∑ � A
��,�)�� B ��,�)��������  
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where � AF � , !) and � BF � , !) represent edge preservation values , " A #� , !) and  " B � , !) are associated weights associated with each edge preservation values. 

 

3.6. Evaluation 

An initial evaluation of this approach is done using JAVA and MATLAB along with knowledge 

base in form of a database. MATLAB was chosen because it is a convenient option for core 

programming of AHP and image fusion algorithms due to its flexibility and simplicity of matrix 

calculations than any other programming languages. Controls and interfacing are developed using 

JAVA along with knowledge base in form of MySQL database. 

 

When user inputs priorities for each criterion, the system checks the knowledge base for given 

user priorities. If desired results are found, it is displayed. If desired result does not exist in 

knowledge base, it means AHP computation has never been performed for given set of inputs. 

This leads to sending controls and  input to AHP  component which comes up with its result set. 

This result set is verified with the help of  performance measure using VIF , MI and Petrovic 

measure. If results are verified using performance measure and if they are satisfactory, they are 

stored into knowledge base as results for given set of input criteria priorities. If results could not 

be verified, the control goes back to performance measure component to check performance 

measure for next higher ranked alternative in the list of result sets. It keeps running in loop until it 

finds better ranking alternative yielding acceptable performance. 

 

 
 

Fig 3. Flowchart for the proposed framework 
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3.7. Illustration and Result Analysis 

We consider four criteria:  image, sensor, application, resources. User inputs that image criteria is 

weakly less important than application while strongly less important than resources. Also, 

application is strongly important than resources, very strongly more important than sensors.  

Sensor is weakly less important than image. For the example explained next, the input image is a 

remote sensing image. 

 

Pair-wise matrix for criteria 

 

       image sensors application resources 

image 1 3 1/3 1/5 

sensors 1/3 1 1/7 3 

application 3 7 1 5 

resources 5 1/3 1/5 1 

 

which can be represented in form of matrix as 

 

 
 

Computing normalized eigenvector for above pair wise matrix we get, 

 

 
 

Now computing pair-wise matrix for alternatives 

 

For remote sensing image in terms of Image criteria 

 
 DWT  PCA IHS Laplacian Contrast 

DWT 1 3 5 7 5 

PCA 1/3 1 3 5 7 

IHS 1/5 1/3 1 5 1/3 

Laplacian 1/7 1/5 1/5 1 1/4 

Contrast 1/5 1/7 3 4 1 

 

which can be represented in form of matrix as 

 

$%%
%& 1 3 5 7 50.33 1 3 5 70.20 0.33 1 5 0.330.14 0.20 0.20 1 0.250.20 0.14 3 4 1 /00

01
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Computing normalized eigenvector for above pair wise matrix we get, 

 

$%%
%&0.46130.29900.08770.03640.1156/00

01
 

 

For remote sensing image in terms of sensors criteria 

 
 DWT PCA IHS Laplacian Contrast 

DWT 1 5 3 7 9 

PCA 1/5 1 7 5 9 

IHS 1/3 1/7 1 5 1/3 

Laplacian 1/7 1/5 1/5 1 1/4 

Contrast 1/9 1/9 3 4 1 

 

which can be represented in form of matrix as 

 

$%%
%& 1 5 3 7 90.2 1 7 5 90.33 0.14 1 5 0.330.14 0.20 0.20 1 0.250.11 0.11 3 4 1 /00

01
 

 

Computing normalized eigenvector for above pair wise matrix we get, 

 

$%%
%&0.50930.30140.07470.03130.0832/00

01
 

 

For remote sensing image in terms of application  criteria 

 
 DWT PCA IHS Laplacian Contrast 

DWT 1 4 6 5 7 

PCA 1/4 1 7 5 9 

IHS 1/6 1/7 1 6 1/3 

Laplacian 1/5 1/5 1/6 1 1/4 

Contrast 1/7 1/9 3 4 1 

 

which can be represented in form of matrix as 

 

$%%
%& 1 4 6 5 70.25 1 7 5 90.17 0.14 1 6 0.330.20 0.20 0.17 1 0.250.14 0.11 3 4 1 /00

01
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Computing normalized eigenvector for above pair wise matrix we get, 

 

$%%
%&0.48410.31460.07320.03720.0909/00

01
 

 

For remote sensing image in terms of resource criteria 

 
 DWT PCA IHS Laplacian Contrast 

DWT 1 6 7 5 9 

PCA 1/6 1 8 7 9 

IHS 1/7 1/8 1 6 1/3 

Laplacian 1/5 1/7 1/6 1 1/4 

Contrast 1/9 1/9 3 4 1 

 

which can be represented in form of matrix as 

 

$%%
%& 1 6 7 5 90.17 1 8 7 90.14 0.13 1 6 0.330.20 0.14 0.17 1 0.250.11 0.11 3 4 1 /00

01
 

 

Computing normalized eigenvector for above pair wise matrix we get, 

 

$%%
%&0.54630.27920.06250.03310.0762/00

01
 

 

In order to find finalized ranking, the eigenvectors of alternatives/image fusion techniques are 

concatenated into onto one matrix which multiplied by eigenvector of criteria as follows: 

 

$%%
%&0.4613 0.5093 0.4841 0.54630.2990 0.3014 0.3146 0.27920.0877 0.0747 0.0732 0.06250.0364 0.0313 0.0372 0.03310.1156 0.0832 0.0909 0.0762/00

01 * 50.18650.15000.45210.21146      =    
$%%
%&0.4970.3020.0740.0350.091/00

01
 

 

Hence final aggregated scores of all the image fusion techniques is :  

 

$%%
%&0.4970.3020.0740.0350.091/00

01
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The finalized score suggest following ranking : 

 
Ranking Image fusion Technique 

1 DWT 

2 PCA 

3 Contrast 

4 IHS 

5 Laplacian 

 

4. CONCLUSIONS 

 
We proposed a novel approach for automating the process of image fusion using multi-criteria 

decision making based on Analytical Hierarchical Process. The aim of this approach is to provide 

most accurate selection of fusion algorithms along with adaptive learning of the system with the 

help of knowledge base. The system is expected to work well in most scenarios and does resolve 

problems earlier faced by the systems with manual selection process. 
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