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ABSTRACT 
 

This article examines the aspects that influence productivity in distant service systems during times of 

request congestion. At the same time, the issue of enhancing system server efficiency without the use of 

additional hardware or software has been investigated. It has been found that service system efficiency 

declines during traffic congestion because requests are processed in multiple stages, each with a different 

service order. Hence, to enhance system efficiency during traffic congestion, a proposal is made to 
prioritize users whose requests have been successfully served at least once. A physical model of the service 

process was constructed to assess the efficacy of the proposed approach.The research conducted using this 

model contributed to an average increase in the efficiency of service systems by 6%. 
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1. INTRODUCTION 
 

Our dependence on web applications is steadily deepening, permeating various facets of our 

lives. These platforms serve as conduits for a myriad of services across different social strata, 
fueling a surge in their usage. Consequently, this heightened utilization brings forth a host of 

systemic challenges [7], [12], [29]. Specifically, as user numbers and requests increase, the 

system grapples with escalating request traffic, resulting in diminished server performance 
metrics. Hence, optimizing server efficiency amidst traffic congestion emerges as a paramount 

concern [2], [5], [13], [30]. 

 

The significance of the situation has resulted in the carrying out of numerous studies in this area. 
Such studies were conducted in the following directions: implementation of various hardware and 

code optimizations in the service of requests [4], [20], [21], [27], server service times for request 

reduction [18], load balancing [22], [25], [26], service time prediction [28], web server 
performance evaluation [23], [24].  

 

The focus of research into various optimizations in the service of requests is to improve the user 

interface, reduce server load, and increase system interaction through the use of FrontEnd, 
Backend, and database technologies. These optimization methods have been built in order to 

reduce latency and increase system efficiency. 
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The research aimed to reduce server request service times by utilizing various online optimization 
methods, such as Newton's Method, Fuzzy Control, Heuristic Approaches, Feedback 

Mechanisms, and Qualitative Comparisons [4], [20], [21], [27]. These optimizations were applied 

to the hardware, software backend, and frontend components.Additionally, the research examined 

the impact of technical device configurations, including browser caching, DNS caching, HTTP 
keep-alive timeout, and gzip compression, on their effectiveness and the dynamic changes in 

request volume. 

 
The research also explored load balancing techniques to improve system efficiency. The goal was 

to equally distribute the incoming requests and their associated load among the service servers 

[22], [25], [26]. 
 

The research also involved predicting service times and evaluating web server performance. Web 

monitoring tools were used to analyze how web server performance depends on factors such as 

the distance between the server and the user, as well as the size of the web page [23], [24], [28]. 
 

Unlike earlier researches, this study focuses on developing algorithms and models to modify the 

order of service requests when the system becomes congested. The purpose is to handle 
circumstances where traffic jams develop in the service system, which were not addressed by the 

previous activities stated. 

 
The research work consists of five sections, conclusions, and a reference list. The analysis of the 

reasons for the problem is presented in the second section, the methods used in the research in the 

third section, the experimental setup section is located in the fourth section, and the results and 

discussions of the research in the fifth section. 
 

2. PROBLEM STATEMENT 
 

The problem of request congestion in the system usually occurs during times of high intensity of 
requests entering the system. Also, the origin of traffic directly depends on the service algorithm 

of the system. Currently, requests are served using a web server in the order shown in Figure 1. 
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Figure 1. The way the web server serves requests 

 
Users typically request multiple times from the system in order to receive the one crucial piece of 

information. In this instance, the system's response time to the user's first and subsequent requests 

will differ. In this instance, the user's initial request is authenticated by the system.Authentication 
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necessitates a sequence of checks between the user and the system, including seeking up the 
identification information in the system database, verifying its validity, and then allocating a 

service device to the user, which takes more time to service requests. This technique may also be 

associated with receiving data from external devices. This procedure is not repeated for further 

user requests for this information, unless the request interval exceeds the system's user-assigned 
session time. As a result, the time taken to service these two types of requests is different. As a 

result, during the identification process, the system provides no helpful service to the user and 

consumes system resources inefficiently. This creates various delays in allowing new users into 
the system and serving other requests into the system when there is traffic, resulting in a drop in 

system efficiency. 

 
Requests that have successfully passed the identification process will continue to be served if the 

service devices are empty. 
 

If all service devices are busy, they will be queued. At the same time, since the number of system 
service devices and request queues has a certain threshold value, it causes them to be quickly 

filled with requests during times of high traffic.When the service devices are empty, the system 

can serve the requests in the waiting areas in different order. One of these FIFO (First in First 

out), LIFO (Last in First out) or SIRO (Service in random order) methods can be used [16]. In 
our view, requests in waiting areas are served on a FIFO basis. In the process, the system does 

not care whether the user has passed the identification or not and accepts the request for 

service.This causes the user's requests to remain in the queue more often or to be excluded from 
the service. Because of this, the system's efficiency declines. 

 

As a consequence, developing appropriate approaches, models, and algorithms for solving these 

types of challenges is one of today's most critical issues.. At the same time, troubleshooting 
without using additional hardware or software tools does not increase the system server load and 

does not slow down the service process. Therefore, it is important to research service algorithms, 

models, and optimization processes to achieve positive results. 
 

3. METHODS 
 

Taking into account the difference in service time for the initial and subsequent requests 

mentioned above gives some degree of results when solving problems of service requests during 
high-traffic times.For this, it is necessary to divide the requests into two types. The first type 

includes requests that need to go through the identification process. The latter includes requests 

that have previously successfully passed identification to obtain a single piece of information 
from this process. It allows to divide the requests into two types, to serve them in different order 

during times of high traffic. This reduces the time it takes to service a request and thus increases 

the number of fully serviced requests. 

 
We can use the following model of mass service to divide incoming requests into two and serve 

them in different order [14], [15], [16], [17](Figure 2). This model is a service model based on 

the priority of requests during traffic congestion. 
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Figure 2.A service model based on the priority of requests during traffic congestion 

 

In this process, two groups of K and P - unprivileged and privileged requests are coming to the 
system. The first K group of users form the initial request stream. They are equal to

)( jinI   the total rate, and the  incoming requests from the n  source, each of which 

has a rate, create flows.The second P group is formed by the flow of requests successfully served 

at least once by the system II =𝛼 ∗ 𝑗. 

 
A common request stream from these two sources K and P is served in standby mode 

III   by a system of service devices m (e.g., a server).The total number of request 

queues is r . 
 

In this case, service of requests is carried out in two stages - preliminary and main. At the initial 

stage, group K requests go through the identification process. In the process of identification, an 
HTTP request, information exchange with the DNS server, etc. are carried out. At the second 

stage, the necessary information exchange is carried out and the requests are fully serviced. If the 

user takes the necessary information for itself and wants to complete his work, then he will log 
out with a probability of 1-H. 

 

A request received through the first K group goes through the request identification process when 

the service devices are free. In the second step, the service device (server) prepares the desired 
result for the request and sends it to the user. If the process is completed successfully, the source 

is assigned a certain symbol - the "priority" symbol, and the source is included in the group P 

with probability H. Such sources form the second group of sources. When traffic is not observed 
in the system, all K and P group requests are served in the same order. In times of traffic 

congestion, requests with a priority mark are served with a certain privilege.This privilege 

consists of the following. If there is an empty service device at the moment of time when the 

request falls, then such a request is served immediately without an identification process, and the 
service is carried out directly through channel b in Figure 2.If there is no free service device 

available at the moment of the request, privileged requests are transferred to the request queue 

through the d channel and are served in the FIFO method [2]. Requests in non-privileged queues 
are serviced after privileged requests have been serviced. 

 

If all the service devices are busy at the moment of the request from the first K group source, the 
request is transferred to the standby devices through channel c. If the queues are busy, the request 
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will be rejected.If all service devices are busy when a request is received from the second source 
P, the request is transferred to the queue devices. If all the queues are busy, the request from the 

first K source in the queue is rejected through channel f, and the second source request is placed 

in the queue. 

 
Also, this process is terminated when the service devices of the system are free, and the service of 

requests from the source K is continued. It should also be noted that there is a number of requests 

that can be received simultaneously from groups K and P, and these values are equal to n  in 

total.Here, n is equal to the sum of service devices - m and the number of queues - r. In this case, 
when there are no users in the system at all, n values belong to K groups. However, as soon as 

there are users who successfully used the system at least once, n values are given to P group. The 

number of users in group P is j.And when it is equal to the value of j, incoming requests in the 
system are accepted only through group P, and all users are considered users with priority. The 

algorithmic view of this model is as follows (Figure 3). 
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Figure 3. Algorithm of priority service during traffic congestion 

https://airccse.org/journal/acij/vol15.html


Advanced Computing: An International Journal (ACIJ), Vol.15, No.1/2/3/4, July 2024 

16 

4. EXPERIMENTAL SETUP 
 
To solve the models of this type and to determine the quality indicators of the system (waiting 

probability, waiting time, etc.), it is possible to use two methods - strictly mathematical and 

modeling methods. The mathematical method is based on constructing and solving the steady 

state equation of the system using the Markov birth and death process for Markov chains or one 
type of process [16]. But this process is a complex and separate research work, which is being 

carried out in our next studies. In this research work, solutions and results of this problem based 

on physical modeling are given. 
 

Based on the model shown in Figure 2 above, management of incoming requests to the server and 

priority service during traffic jams were implemented using the system's web server.In this case, 
the number of service threads of the web server was evaluated by evaluating the server's ability to 

provide service at a certain time (in the study, the server's capabilities in 1 second). The research 

was conducted on a server device with technical indicators Montage Jintide® C5220R 2.20 GHz, 

RAM 32.0 GB, HDD 500 GB. Also, openresty-1.25.3.1 version of nginx was used as the system 
web server. 

 

5. RESULT AND DISCUSSION 
 
The service capabilities of the server in one second were determined based on its technical 

indicators according to the methods carried out in the study [3]. In doing so, server process time 

(SPT), queuing time (QPT) and server connection time (RTT) were determined under different 

system conditions (Table 1). The Apache Jmeter 5.6.3 program was used to generate different 
volumes of users and requests in the system for a certain period of time. In this case, it was noted 

that the user's internet speed was 23 Mbit/s, and the server's internet speed was 170 Mbit/s. 

 
Table 1. Server Capability Analysis Table 

 

Test 

number 

Number of 

requests in 

the system 

(from 

different 

users) 

Server 

process 

time (SPT), 

ms 

Queuing 

time (QPT), 

ms 

Server 

connection time 

(RTT), ms 

Server 

availability, (in 

one second) 

1 
Regular work 

times 
90 1,49 43 

177 

2 10 260 1,8 78 77 

3 50 465 4,47 102 49 

4 100 684 1,48 194 30 

5 200 1140 1,5 204 21 

6 400 4200 2,43 256 7 

7 500 6600 1,86 312 5 

8 700 8720 3,35 409 4 

9 800 9750 2,05 564 3 

10 1000 10035 2,48 632 3 

 
Calculations based on these obtained values estimated the server's service capacity per second at 

177. However, when the number of users utilising the system hit 1000, this value decreased to 3. 

Because, in this process, the large number of service lines created by the web server for each user 
caused the server's response time to increase. This in itself had an impact on the efficiency of the 

server. 
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As defined in the research work, the web server's service method for users is adapted to the 
model presented in Figure 2, and research on the organization of the service process and the 

reduction of the server's loss of requests during times of high traffic of requests were carried out 

as follows. 

 
First, the user service algorithm of the nginx web server was analyzed and changes were made to 

its operation algorithm.These changes include constantly monitoring whether a service thread is 

in use or not, and once the server reaches a concurrent no-rejects service value, users are served 
based on whether or not they have previously used the system (Figures 4 and 5, changes and 

additions are shown in yellow in Figure 5).  

 

 
 

Figure 4. The default service algorithm of the web server for requests 
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Figure 5. Algorithm of the web server for serving requests with priority 
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servers, resulting in significantly lower server downtime (Figures 6 and 7). Also, all users' 
requests have the same priority when serving requests with the default and optimized settings that 

are presented in [1], [4], [Error! Reference source not found.], [7], [9], [10], [11]. Therefore, 

operating based on the standard algorithm, the probability of rejection was almost the same. For 

this reason, most of the requests of users who used the system before were not served. 
 

 
 

Figure 6. Request service performance during high traffic times 

 

 
 

Figure 7. Request service time (ms) 

 

Based on the above model and the modified algorithm, almost 83% of user requests with service 
priority were served, and this was 18% better than a web server with standard settings, and 22% 

better than those with optimized settings.As a result, the loss rate of new user requests increased 

by 9% compared to the indicators of standard and optimized settings, but compared to the 
rejection rate of requests in total, it was less than 5-7% (Figure8). There was also a significant 

change in the latency of user requests to connect to the server, and its results are shown in Figure 

9. 
 

 
 

Figure 8. Rejection rates of requests for user statuses 
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Figure 9. Average server connection latency 

 

6. CONCLUSION 
 
In remote service systems, users are offered multi-level assistance for their requests. Initially, 

users undergo an identification process. However, during periods of congestion, this process can 

lead to decreased system performance. During the identification process, the system effectively 

ties up service devices for a certain duration, thereby hindering the processing of requests at 
subsequent stages. This inefficiency can lead to delays and decreased overall system 

performance. According to the model proposed in this study, serving requests during high traffic 

times contributed to alleviating request congestion within the system. Consequently, server 
connection delays decreased by 6.2% and 11% respectively, in comparison to systems utilizing 

standard settings and optimized settings based on conventional work algorithms. Furthermore, 

overall server efficiency experienced a noteworthy enhancement, averaging between 5% to 7%. 
Concurrently, the rate of successfully servicing requests from users with priority access during 

peak hours surged to an impressive 83%, and it was more to 20% than achieved by the default 

algorithm. 
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