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Preface


The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The NLP 2020, JSE 2020, MLTEC 2020, DMS 2020, NeTIOT 2020, ITCS 2020, SIP 2020, CST 2020 and ARIA 2020 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.

In closing, NLP 2020, JSE 2020, MLTEC 2020, DMS 2020, NeTIOT 2020, ITCS 2020, SIP 2020, CST 2020 and ARIA 2020 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the NLP 2020, JSE 2020, MLTEC 2020, DMS 2020, NeTIOT 2020, ITCS 2020, SIP 2020, CST 2020 and ARIA 2020.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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NEWS ARTICLE TEXT CLASSIFICATION AND SUMMARY FOR AUTHORS AND TOPICS
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ABSTRACT

News articles are important for providing timely, historic information. However, the Internet is replete with text that may contain irrelevant or unhelpful information, therefore means of processing it and distilling content is important and useful to human readers as well as information extracting tools. Some common questions we may want to answer are “what is this article about?” and “who wrote it?”. In this work we compare machine learning models for evaluating two common NLP tasks, topic and authorship attribution, on the 2017 Vox Media dataset. Additionally, we use the models to classify on a subsection, about ~20%, of the original text which show to be better for classification than the provided blurbs. Because of the large number of topics, we take into account topic overlap and address it via top-n accuracy and hierarchical groupings of topics. We also consider edge cases in authorship by classifying on inter-topic and intra-topic author distributions. Our results show that both topics and authors readily identifiable consistently perform best when using neural networks rather than support vector, random forests, or naive Bayes classifiers, although the latter methods perform acceptably.
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1. INTRODUCTION

The Internet is full of information, and a large part of it is text and images. Images are fast for humans to process but text takes more time. Natural Language Processing (NLP) techniques use statistical and computation driven methods to analyze large bodies of text. One of the most common forms of text online is a news article. In Section 2, we discuss related work in NLP. Two common tasks for NLP scientists is either authorship or topic classification. Authorship classification can be useful for plagiarism or detecting fake accounts and topic classification can be helpful for sorting or searching a dataset. The 2017 Vox Media is an understudied dataset that has advantages over other contemporary news article datasets in terms of the number of articles as well as labeled topics and authors. Most studies only explore one of these tasks, so one advantage of this work is that we explore both side-by-side in the same context, and, thus, showing that they are comparable techniques. Another item we explore is how extractive summaries of text can help distill important information from larger texts for either human or model consumption. These NLP techniques are helpful for many academic and industrial applications as off-the-shelf, open-source tools have become more reliable and accessible.
Because contexts may differ, it is important to have baselines and reusable datasets to compare results or build models for transfer learning. One such dataset is the “20 newsgroup text dataset”, which contains around 18,000 articles on 20 topics and does not include author labels. By contrast, Vox Media published a dataset that includes approximately 23,000 articles covering 186 topics and 817 authors. The Vox Media dataset \cite{1} was published in 2017 and has received surprising little attention from the NLP community.

In Section 3, we discuss what methods we use to extract features and classify text. Text classification generally relies on machine learning to provide high accuracy results when applied to large data sources. For our two classification tasks, authorship attribution and topic classification, we extracted several types of features such as word n-gram, term frequency inverse document frequency (TFIDF), and part of speech (PoS) features but found that n-gram word count resulted in the best performance. We perform classification with various common machine learning models (see Section 3.3). Text summarization is performed by distilling the most important pieces of the text to a suitable degree of the original text. We used word frequency as the words score in each sentence and found the sentence score by averaging the score of all the words in a sentence, baring stop words.

We constructed two types of dataset for topic and author, the dense dataset contained 10 classes each with 300 samples and the sparse dataset contained 50 classes each with 50 samples.

In Section 4, we perform the experiments demonstrating NLP efficacy for Vox articles. After performing the classifications, we inspected our models by performing confusion matrix and feature analysis, to understand how the classification may be affected by a confluence of signals. Previous work \cite{2} on the Vox Media dataset explored the use of unsupervised learning to identify topics and categories of articles. This is a good approach, since several of the topics are closely related (e.g., politics vs. politics and policy). We also used some unsupervised approaches to explore what kind of commonalities the texts exhibited regardless of their labeled class. To account for this, we used a top-n accuracy and 2-layer hierarchical approach. We categorize similar topics as into groups and first classify on the main topic, then categorize the sub-topics within each category. To account for authorship possible edge cases, such as all authors writing about the same topic or each author never writing about the same topic more than once, we also constructed inter-topic and intra-topic datasets and found that in both cases the authorship signal is still strong, sometimes stronger than the topic signal. Generally, though, authors tend to write about the same topics as they have in the past. For the 10-class dataset we attained 74% accuracy topic attribution and 86% accuracy author attribution. Using the same methods to extract features from the summaries of the 10-class dataset, we obtained 60% and 53% accuracy for topics and authors respectively. Summaries retained the authorship signal because they consist of a subsection of sentences from the original text. these summaries contained valuable information for machine learning models than the original summary, or “blurb”, provided by the dataset. Correcting for topic overlap, with top-n and hierarchical models we can attain topic attribution between 83%-87%. We also considered inter-topic and intra-topic authorship attribution and found that with similar conditions to the dense dataset, in this case 8 authors with 300 samples each, authorship can be attributed with up to 92% accuracy in inter-topic. Intra-topic is a little harder, with only 50 samples each and 8 authors, it scores 68% accuracy. Finally, in Section 5, we consider the limitations of these approaches, discuss the implications of our work, and suggest ways that future research can improve upon them.
2. RELATED WORK

2.1. Topic Classification

There are many aspects of text that can be attributed beyond topics as well such as classifying news based on bias \cite{3} (see Figure 1) and credibility \cite{4} as well as detect fake news \cite{5}. For example, one approach classifies news articles based on their source and attributed to Fox, Vox, or PBS with at best 94% accuracy, but is it because of the text’s style or the content signal? \cite{6} The approach used by Yirey et al. \cite{7} focuses on distinguishing between articles on Finance, Stocks, Education, and Environment and scores around and with a similar number of articles per topic. However, one drawback was that the dataset had to be well balanced. Another use of topic analysis is tracking topics that a user may be interested in and can help suggest future articles for the user to read.\cite{8} This of process has to do two things, 1) track articles a user reads, and 2) identify the topics articles. Topics of past articles will likely be similar to topics in future articles. An open question is whether a user likes articles written by certain sources or authors.

![Figure 1. News organizations by political bias and overall reliability. Vox articles skew to the left of the political spectrum and are generally a “complex analysis or mix of fact reporting and analysis”](image)

2.2. Authorship Classification

A related problem involves attributing individual authorship to documents. While this is not strictly an NLP task, as it has also been applied to other things where authorship is relevant such as art\cite{9}, music\cite{10}, source code\cite{11}, etc., it is most prevalent with text. Authorship classification can be used to determine if someone plagiarized or helped preserve the anonymity of the author. Researchers performed deep learning authorship attribution on a dataset of 10 authors and lengthy articles achieving 95% accuracy, and, on shorter articles, 77% accuracy.\cite{12} However, in the case of a news organization, they may have tens or hundreds of authors, so it may not be as robust in those circumstances. In less edited and smaller text portions, white prints scored 95% accuracy on eBay comments.\cite{13} The level of professional editing could influence how much style is present. Another difference between this and other text corpora, is that the authors of articles
likely pass their work through editors, and also likely have a style guild. This may create organizational signal or decrease authorship signal.

2.3. Text Summarization

Text summarization is the processes of generating a condensed document that retains the meaning and important information from the original text source. We generate a summary by using a small fraction of the text from the original. The two main ways to generate summaries are extractive and abstractive. Abstractive is harder and requires sophisticated learning and NLP approaches to produce novel phrasing. We choose to go with extractive because they filter for the most important sentence and are easy and flexible to construct. There are also two different kinds of summaries, inductive and informative. Inductive tend to be very short (~5% of original text) and informative are longer (~20% of original text). In their survey of existing summarizing methods, they compare these methods but take the categories for granted.

3. METHODS

This section describes the data, feature extraction, machine learning classifying models, and summary methods used for our results. We choose to use balanced datasets (i.e., those with approximately the same number of samples per class) for the sake of visualizations, though the results remain about the same with natural distributions. We used common strategies for feature extraction including term frequency inverse document frequency (TFIDF), n-gram, and PoS. Additionally, we compared different machine learning algorithms to see how they performed under a variety of conditions. We then summarized the text by using a reductive model.

3.1. Data & Preprocessing

We start by considering the Vox Media 2017 dataset[1]. Most authors have fewer than 50 articles, yet authors with more than 50 articles account for 91% of all articles published. Similar, most topics have fewer than 50 articles. There are also several articles written by multiple authors and some author’s names are clearly pseudonyms, for example “A #Never Trump Delegate”. Also, many of the topics are related, which we deal with in Section 4.2. To deal with this skewed data, we construct two curated subsections of the data containing balanced number of articles per class (i.e., author or topic). One contains 10 classes, each with 300 articles, the other contain 50 classes, each with 50 articles. Having the dataset balanced is useful for dissecting the results in the confusion matrices (Figures 3-4), but do not significantly improve overall accuracy. We also choose to ignore topics such as “Life”, “Identities”, and “The Latest” because we found that they tend to act as a miscellaneous category for Vox instead of focusing on a topic. We also filtered out the topics “Xpress” and “Vox Sentence” which tend to have very short articles, which makes them unsuitable for this task in addition to often being vague. This dataset has many favorable features such as being well curated for machine learning, including author and topic labels, and including inductive summary, which most other datasets such as 20 news organization do not have.

3.2. Features

Machine learning models use features from the text to learn the class signatures. To this end, we extracted three types of features. First, we use word count and word bigram count. We also use word and word bigram TFIDF. We also use Natural Language Tool Kit’s (NLTK) built in Tree bank Word Tokenizer and tagger to do PoS. We also limit the number of features in order to train the models more efficiently. We ignore features that are either very common or very rare as they
are prone for bloating or over fitting, specifically by limiting features with term frequency between 0.01 and 0.99. We use the Random Forest (RF) model for feature importance evaluation. We also exclude all non-alphabetic characters besides spaces and periods. We exclude some features that are artifacts of the web embedding. Finally, we use the RF feature importance metric to look at what features are most important for distinguishing classes. Though we tried various features types, we found that n-gram term frequency performed best, while also not causing over fitting and use the same feature construction parameters for both authorship and topic.

3.3. Classifier Models

Discrete classification is a machine learning task with many classifiers readily available. We use several different learning algorithms and techniques as a comparative opportunity. We use naïve bayes (NB), decision trees (DT), RF, support vector classifiers (SV), and multi-layer perceptron neural networks (NN). These learning algorithms are supported by many open source libraries. We use a one vs. all (OvA) strategy with the NN to get slightly better results.

3.4. Text Summarization

To generate the text summaries, we used the NLTK sentence and word tokenizer and for removing stop words (i.e., common words). Then, we tokenize at the sentence and word levels; filter out the stop words; and calculate the frequency of every non-stop word. We then score a sentence by the sum of the frequency score of the words, divided by the length of the sentence. We are then able to score the sentences and keep the sentences with high scores according to a threshold. Since this method filters for the most salient sentences and does not create new sentence structures or introduce new words or phrases it is an extractive rather than abstractive method. More complex summary methods could be applied to these texts, but we will consider that for future work. Informative summaries are generally around 20% the length of the original text[14], therefore we give about 10% margin on either side and remove 70%-90% of the original text. The threshold for doing this varies on the number of sentences and length of the document. To address this, we apply the summarization method several times until it converges to within the desired margin. If it cannot converge, we discard the document. The reason for not being able to converge is likely from sentences not falling into the threshold we set, which could be because the sentences are too long or the text is too short. The occurrence is rare and likely does not artificially inflate the results. The blurbs that are included in the dataset are on average (2.1+/−0.7%) the length of the article for our experiments, which is on the low end of acceptable for inductive summaries.

\[ \text{Sentence Importance} = \frac{\Sigma (\text{Word Frequency})}{\text{Number of Words in Sentence}} \]

Equation 1. Simple sentence importance calculation

3.5. Unsupervised Techniques

Text that is found in the wild is messy. The Vox Media dataset has the advantage of being well sorted and with pre-assigned labels, but even with this advantage, it has characteristics that make classification difficult. For example, many of the labels are closely associated and topics that vary in size and breadth. This is why initial research on this data focused on unsupervised approaches to topic clustering and lacked direct accuracy results as included in work. Related work showed that there are topics that emerge from the data such as, politics, entertainment, etc (see figure 2) and found that there are various numbers of clusters that have good coherence.[2] Other related work uses Latent Dirichlet Allocation (LDA) [17] to analyze how topics words compare to those of
high importance to RF classification. LDA works by comparing word and topic distributions. By comparison, RF ranks the words by importance by finding the words which most separate topics.

Figure 2. Sankey Diagram from [2] demonstrates an unsupervised approach clustering Vox Media articles by topic with 15 clusters to 5 clusters. Also included are root words and examples of wiki pages and Vox article titles.

4. Experiments & Results

The results of our work are a comparative analysis of author vs. topic classification with full text and summaries. For the author and topic comparison we use the same models, features, and dataset structure, though the individual articles may differ. Summaries were generated from the articles directly. We also include unsupervised learning to get an intuitive understanding of the data, such as scatter of article clusters and list of topic words. Finally, we consider how to handle problems with topic overlap and edge cases for authorship.

4.1. Authorship vs. Topic Classification

We start with stylometry. We can detect the style of an author statistically by doing the feature extraction as described previously. In the dense dataset, we trained with articles of the top 10 most prolific authors of Vox. With the dense dataset, we used 80% for training and saved 20% for testing, and attained up to 84% accuracy using a neural network with the OvA (NN_OvA); though the other methods also behave fairly well for this task. With the Sparse dataset we have some loss in signal but still strong considering there we are classifying 50 authors with 70% accuracy, whereas the baseline for guessing is 2%.

Table 1. Authorship attribution accuracy with various Machine Learning models on with n-gram word counts features.
Topics can be classified with between 62%-74% accuracy. Therefore, given similar information, topics are 10% less accurate with dense information and 8% less accurate with sparse information. Looking at the confusion matrix of topics with dense information, it appears that one topic tends to dominate, and in the sparse dataset there appears to be two that were misclassified as each other. Where as in the authorship case, the errors are more scattered. Additionally to compare this approach to other work with fewer number of topics, such as in [7] and fewer articles we were able to score 90% accuracy in distinguishing between “Politics & Policy”, “Science & Health”, “Culture”, and “Business & Finance”.

Table 2. Topic classification accuracy with various Machine Learning models on with n-gram word counts features.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dense % Accuracy</th>
<th>Sparse % Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>73</td>
<td>61</td>
</tr>
<tr>
<td>Decision Trees</td>
<td>55</td>
<td>45</td>
</tr>
<tr>
<td>Random Forest</td>
<td>70</td>
<td>62</td>
</tr>
<tr>
<td>Support Vector</td>
<td>65</td>
<td>38</td>
</tr>
<tr>
<td>Neural Network</td>
<td>72</td>
<td>53</td>
</tr>
<tr>
<td>Neural Network One-vs-All</td>
<td><strong>74</strong></td>
<td><strong>62</strong></td>
</tr>
</tbody>
</table>

Figure 4. Topic confusion for dense using NN_OvA model (left) and sparse for dense using NN_OvA model (right).
We consider two kinds of summaries: inductive and informative. The Vox Media dataset comes with a short “blurb” for each article which makes for good comparison with our generated summaries. Each blurb is ~2% the length of the original text. The summaries we generate end up being ~17% the length of the original text. As can be seen in Table 3, summaries lose about 25% authorship signal and 20% topic signal. The scores that they get are still far above random guessing for both author and topic classification, though some useful information can be lost. This may be because the text becomes more general. So in terms of evaluating the quality of the summary, it clear that the longer summaries that we generate are better suited for learning models. This approach to summaries can be helpful if the amount of data is large by reducing it by 80% but the models work better with access to the full text. There should be continued exploration into abstractive summaries for this same task. The hope is that by abstracting information in novel ways (i.e., not verbatim from the text) that salient information could be condensed more effectively.

Table 3. Classification Results on Summaries using NN_OvA model

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Dense % Accuracy</th>
<th>Sparse % Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blurb for Authorship</td>
<td>19</td>
<td>8</td>
</tr>
<tr>
<td>Generated for Authorship</td>
<td>60</td>
<td>42</td>
</tr>
<tr>
<td>Blurb for Topic</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>Generated for Topic</td>
<td>53</td>
<td>41</td>
</tr>
</tbody>
</table>

4.2. Unsupervised Insights

The prior analysis focused on supervised learning with handcrafted labels as given by Vox Media organization. However, unsupervised learning can provide insights into trends within the data. We first consider how feature importance as learned from the RF compares to related words extracted by LDA. The LDA groups words by certain components and gives the top words for each component. The top 10 words for top 10 topics for each dataset and the feature importance from the top 100 words from the RF. They share many of the same words with high importance such “Trump”, “health”, and “people”. There are two potential issues we see from this, 1 (as addressed in Section 4.3), there are topics that overlap, 2 (as addressed in Section 4.4), authorship seems to be tied to topic in some way.

4.3. Adjusting for Topic Overlap

As we explored in the ways to address topic overlap, such as hierarchical and top-n approaches, the unsupervised language models may be more indicative of patterns within a body of text. Therefore, we provide the reader with some visuals of an unsupervised view of the data. We use principle component analysis to visualize the data based on author and topic and then use k-means clustering with 10 clusters to show how that fits the data.

One of the problems we noticed with the labeled topics is that some are general or closely related to other topics. To address this, we ease the classification by a top-n and a hierarchical approach for the sparse topic data. This is the case that makes the most sense because there are enough categories of things that could be conflated. Using the top-5 topics brings the accuracy from 62% up to 87%. To do the hierarchical model, we have to manually select topics of each group. Informed by [2], and descriptions online, we group 5 super-topics, each with a number of subtopics (see Table 4) and include 800-1000 samples each. Using the machine learning models we can get 84% accuracy.
Table 4. Five general topics and associated subtopics

<table>
<thead>
<tr>
<th>General Topics</th>
<th>Total Articles</th>
<th>Subtopics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Politics</td>
<td>5479</td>
<td>Politics and Policy, Politics, Mike Pence, Ted Cruz, Congress, Hillary Clinton, Marco Rubio, Donald Trump, Jeb Bush, Bernie Sanders, Mischiefs of Faction</td>
</tr>
<tr>
<td>Health</td>
<td>1173</td>
<td>Health Care, Infectious Disease, Obama Care, Science &amp; Health</td>
</tr>
<tr>
<td>Social Issues</td>
<td>848</td>
<td>LGBTQ, Identities, Race in America, Marriage Equality</td>
</tr>
<tr>
<td>Entertainment</td>
<td>1442</td>
<td>Books, Game of Thrones, Movies, Culture, Music, Episode of the Week, Star Wars, Reviews</td>
</tr>
</tbody>
</table>

This approach differs from the top-n approach because we had to manually choose groupings, whereas with top-n, each article may have a different top grouping and still score correctly. This approach has the advantage that one can specify the topic and subtopics but works at a comparable level for a much smaller range of topics and needs more data.

4.4. Stylometry via Intra-topic and Inter-topic Authorship Classification

We suspected that there may be confusion in the signal between topics and author. As mentioned in [18] there may be irrelevance by correlated features which, when under unfortunate circumstance, cause highly confident incorrect classifications. Their example uses rotating images in the MNIST data. The concern in our case is that the topic may be indicative of the author. After all, some authors specialize in topics so instead of style detection, maybe it is a sort of article detector. While our goal is authorship classification, it is not strictly style. But to address this, we also consider trying to detect style by containing samples from within a topic. We choose to run experiments for The Latest, Donald Trump, and Politics and Policy because they had enough authors with enough articles each to do comparable experiments. The topics had between 8-10 authors with 60-300 (see Table 5). For the experiment on “The Latest”, which most resembles the dense dataset, it scores even higher, but this may be because it is a miscellaneous category. Whereas the experiment on “Donald Trump” yields 64%, maybe because it had fewer samples or because it was more specific. We also performed an intra-topic experiment where authors were allowed only one sample per topic. For this experiment we had 8 authors with 50 samples each and it scored 68% accuracy. It would appear that authorship is actually easier to detect within a topic, but it can be detected whether the author focuses on one topic or writes about many with consistent accuracies.

Table 5. This shows how well authorship stylometry works within topics and the #articles indicates the number of articles per author.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Number of Authors</th>
<th>Number of Articles per Author</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Latest</td>
<td>8</td>
<td>300</td>
<td>92%</td>
</tr>
<tr>
<td>Donald Trump</td>
<td>9</td>
<td>60</td>
<td>64%</td>
</tr>
<tr>
<td>Politics &amp; Policy</td>
<td>10</td>
<td>60</td>
<td>81%</td>
</tr>
</tbody>
</table>

5. LIMITATION, DISCUSSION, & FUTURE WORK

This work provides insight into common NLP techniques and tools for a large unexplored dataset. It shows what kind of accuracy to expect from a dataset in which the text was well edited but large and shows that state-of-the-art accuracy can be achieved for authorship and topics. We
also suggest ways of dealing with topic overlap in new contexts and discuss handcrafted vs. naturally occurring groupings. We hope these results are helpful for other NLP researchers in the pursuit of linguistic knowledge and that future research use it to enlighten their search and find better ways to achieve similar goals. We also demonstrate that a reductive approach to text summarization retains both authorship and topic signal to some degree. However, other summarization approaches could be explored in this context for interesting results.

5.1. Discussion

We see that we can use topic and author signals to classify documents. One concern that was raised is how these signals conflate. It is my belief that they are inexorable intertwined with regard to authorship. An example of this concern is that if an author writes a lot about a specific topic, what is classifier picking up on? So, for example, in [19] they use stylometry to test for plagiarism using student academic papers as their corpora. But since academic papers are required to be novel and are usually about very specific topics, it is not clear that they are not picking up on authorship or topic similarity.

There has been some work on how to know whether or not to trust your classifier when there is a “data shift”. Their method deals with classifying the MNIST dataset and rotating the images. However changing between perhaps non-independent classification, there may be no way to disentangle with certainty.[18] or one may need to be aware of out of distribution changes in the data.[20] However, with unaltered data, this is generally not a problem but is necessary for generative models adversarial models. That being said, it is unclear what is the degree of Vox’s editing signature that is included in the signal. An interesting question is, if the topic signal would shift when the text was edited to imitate someone else’s writing. Changing the phrasing of sentences can throw off these types of attribution. Tools like ParChoice [21] retain semantics while changing specific words. These types of adversarial should be considered for creating robust models. Another way of evaluating the semantics in these cases would be to make sure they still do well in the topic classification cases. If that fails it is likely that they are changing the meaning rather than the style.

5.2. Limitations

There are some ways that this work is limited. It focuses on only articles from Vox, but could be expanded to include articles from other news sources. It also only uses simple machine learning methods, but more advanced neural networks and architectures could be used. Additionally, we could use other methods for generating summaries. We also focus just on English texts, but could apply these techniques to other languages as well.

5.3. Future Work

We measure the efficacy of summary generation for machine classification contexts. The method we used, called extractive, is useful because it is fast, flexible and easy to use. Summaries can also be generated using different means [3], which might result in different or better outcomes depending on the task. Methods involving generation rather than reduction [20] showed that one can adjust for domain data and could be considered for generative methods. Perhaps this could be used to improve text generating GANs. Using these methods on sources with multiple label introduces an interesting multioutput problem.

In addition to improving tasks explored here, there are other interesting pursuits one could take with this data or similar data, to explore where the learning is transferable. There is the concern of various signals being present or biasing the text. Work related to privacy and anonymity are
often a concern when it comes to identifying individuals. It is important to be aware that these methods are largely used as supporting forensic evidence rather than absolute truth. However, this could also be used for good if we can use it to debias text or use multiple texts to form a multisource summary.

6. CONCLUSIONS

This work explores the new and rich news article data set provided by Vox Media for the NLP community. We demonstrate that state-of-the-art classification approaches with off-the-shelf language and learning tools are well suited for news articles, even though they may have been edited. We provide direct comparison between style and topic features and show that author attribution can score between 70%-86% accuracy for groups between 10 and 50 authors and between 62%-74% for 10 to 50 topics. The topic accuracy gap can be compensated for, when considering topic overlap in grey areas such as comparing topics like political figures and general politics. We compare top-n and hierarchical topics and combing methods to increase the score to 87%. Additionally, we show that simple extractive summarization techniques retain both authorship and topic signal and show how this compares to human generated abstractive summaries.
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**ABSTRACT**

Most supervised systems of event detection (ED) task reply heavily on manual annotations and suffer from high-cost human effort when applied to new event types. To tackle this general problem, we turn our attention to few-shot learning (FSL). As a typical solution to FSL, cross-modal feature generation based frameworks achieve promising performance on images classification, which inspires us to advance this approach to ED task. In this work, we propose a model which extracts latent semantic features from event mentions, type structures and type names, then these three modalities are mapped into a shared low-dimension latent space by modality-specific aligned variational autoencoder enhanced by adversarial training. We evaluate the quality of our latent representations by training a CNN classifier to perform ED task. Experiments conducted on ACE2005 dataset show an improvement with 12.67% on F1-score when introducing adversarial training to VAE model, and our method is comparable with existing transfer learning framework for ED.
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**1. INTRODUCTION**

As an essential subtask for IR, ED aims at identifying the event triggers in the text and assigning the pre-defined event types to each of the triggers. There are 33 types of events according to the ACE2005 corpus, such as “Attack”, “Transport”, “Die” etc. For instance, in the sentence “Tuesday's southern Philippines airport blast”, “blast” is the trigger of event “Attack”, ED system should identify the word “blast” and categorize it to the corresponding event type.

ED task is usually modeled as the multi-classification problem in the traditional supervised methods. These methods suffer from the heavy reliance on manual annotations and features specific to the particular event types, which makes it difficult to handle new or unseen types without additional human annotation efforts. In order to overcome this challenge, we model ED task with transfer learning approaches.

Few-shot learning framework, as a typical solution for transfer learning, which enables models to handle classification task for new classes of examples, gives us a valuable inspiration. The goal of FSL is to learn transferable knowledge from training examples (seen classes) to test examples (unseen classes), with only a few examples moved from test into training examples. Zero-shot learning (ZSL) is another framework similar to FSL, where the classes of training and test
examples are absolutely disjoint. Both zero- and few-shot learning approaches typically exploit semantic knowledge to achieve transferability. [1-4] improves zero-shot predictions of images with semantic knowledge learned from unconstructed text description. Neural Snowball [5] is a few-shot relation extraction (RE) framework transferring semantic knowledge from existing relations to new ones. [6] designs a hybrid attention-based neural model to improve noisy few-shot relation classification (RC) by grasping external knowledge. [7] applies ZSL to event extraction problem by learning a generic mapping function of event types and mapping both event mentions (trigger and context) and types into a shared semantic space.
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Figure 1. A review of our CADA-fVAE-GAN model

Our CADA-fVAE-GAN is a cross-modal framework utilizing VAE as its key module for feature generation. Recently, cross-modal deep learning model has received much attention. [8] proposes a ZSL classification framework, on which image features and its descriptive text of categories are mapped into a shared semantic word vector space. [9] and [10] jointly learn multi-modal representations with distribution alignment in their latent space. [11] uses VAE-based generative model to perform generalized ZSL/FSL via images classification problem, by mapping multi-modal samples into a shared latent low-dimension feature space, which achieves encouraging results. Significantly, [11] indicates that latent features constructed by VAE are semantically interpretable for classification. Therefore, we decide to advance the model to few-shot learning for event detection framework, and study the generality of latent features inferred by VAE encoder. The superiority of VAE lies in variational inference, while its generation performance is not comparable to some powerful generative models such as GAN. In some degree, this is partly due to the fact that VAE is not capable to encode high-quality latent representations. To alleviate this problem, [12] develops a conditional generative model with the combination of VAE and GAN, which learns highly discriminative features for downstream task. [13] introduces adversarial training to VAE for better variational inference. [14] combines VAE with GAN and utilizes learned features in data space for better measurement of similarities.

Inspired by adversarial training of GAN and its attractive usage in NLP [15-18], we fold the generator of GAN and the decoder of VAE into one, realizing the sharing of neural parameters and training process. We notice that the input for our model consists of three modalities, including event mention structures parsed by AMR, event type structures and type name embeddings, which are not considered as high-level representations. And experimental results indicate that using abstract features extracted from these modalities by CNN will degrade the interpretability of latent representations constructed by VAE encoder. However, a CNN classifier is able to extract valuable features from latent representations with original modalities as input, and produce acceptable classification results for our ED task. Figure 1 is a brief review of our CADA-fVAE-GAN model. In summary, our main contributions is three-fold:
1. We apply VAE-based generative model to few-shot learning of event detection for the first time, and demonstrate the transferability of latent representations constructed by VAE.
2. We combine VAE with GAN to improve the quality of latent representations and the transferability of the model via adversarial training.
3. Experiments conducted on ACE2005 dataset achieve ideal results, which demonstrates the effectiveness of our proposed model, and indicates some promising direction for further research on ED problem.

Next, in Section 2, we discuss several representative works on event detection, including traditional feature based methods and recent neural network based methods. In Section 3, we explore the architecture of our CADA-fVAE-GAN model, and then we perform ablation study to evaluate each module in Section 4. Finally, Section 5 concludes our work and discusses possible future scope for further research.

2. LITERATURE REVIEW

Recently, much more attention has been attracted on event extraction. Traditional methods are mainly based on feature-learning. [22-25] reply on fine-annotated textual features to identify the types of event triggers. With the emergence of deep neural network, [26-28] exploit convolution neural network (CNN) to construct higher-granularity informative representations through stacked convolution layers, which prove the feasibility of CNN on event detection. Moreover, as a typical sequential model, recurrent neural network (RNN) is equipped with the qualities to perform sentence classification task. [29] extracts syntactic relations by constructing dependency bridges over Bi-LSTM. [30] introduces document-level information to bidirectional RNN and alleviating the complexity for inference rules. [31] builds document embeddings and supervised attention to enhance event trigger identification and classification. [32] combines CNN and Bi-LSTM to extract informative representations for event detection. Recent large pre-trained language model such as BERT [33] and ELMo [34] also attract some researchers: [35] using a transition-based framework and BERT embeddings, [17] using BERT based encoders and adversarial training mechanism, [36] using a Bi-LSTM with BERT token representations, [16] introducing an incremental learning framework with ELMo word representations.

3. METHODOLOGY

We model event detection as a multi-classification task. The inputs for our model include three modalities: event mention structures constructed by AMR and their corresponding type structures and type name embeddings pre-defined in ACE2005 corpus. So we give three VAEs, one for each modality. To improve reconstruction quality of VAE, we collapse decoder in VAE and generator in GAN into one, by sharing neural network parameters and training process. In our model, decoders not only need to reconstruct low-dimension latent representations, which is the basic function of VAE, but also play a role of generator in GAN. Therefore, a randomized noise is constructed as additional input for each decoder/generator. Eventually, $M+1(M$ is the number of modalities, namely 3 in this work) outputs are produced from each decoder/generator, which will be treated as fake data for the input of discriminator. And the original input for VAE encoder will be fed into discriminator as real data. Discriminator takes its responsibility of differentiating fake data and real data. The detailed architecture of the model is shown as Figure 2, and a brief training procedure is listed in Algorithm 1. Intuitively, due to the introduction of GAN, VAE decoder will be improved to produce higher-quality reconstructions after adversarial training process. In this way, VAE encoder is expected to construct latent features with richer semantic meanings, which is beneficial to downstream task.
3.1. AMR Semantic Graph Encoder

FSL usually needs high-quality class representations to learn a robust transfer learning model. Following [7], we take advantage of AMR to build semantic graph by identifying event triggers and arguments (such as Time, Location, Person, etc). For instance, the AMR-parsed event mention structure of the sentence “1994 civil war in Rwanda, where government-led militia slaughtered an estimated 800,000 opposition…” and “Toefting transferred to Bolton in February

\begin{algorithm}
\textbf{Algorithm 1} Training Procedure \\
\textbf{Input:} \\
\quad M = 3 \text{ is the number of modalities} \\
\quad N_{\text{epoch}} = 80 \text{ is the number of training epoch} \\
\quad N_d \text{ is the iterations to train discriminator in each epoch} \\
\quad \omega = 1000 \text{ is the weighting factor for } L_G \\
1: \textbf{for} \text{ epoch in } 1, 2, \ldots, N_{\text{epoch}} \textbf{ do} \\
2: \quad \text{Sample } x_1, x_2, \ldots, x_M \text{ from } M \text{ modalities} \\
3: \quad \# \textbf{Train discriminator} \\
4: \quad \text{for } n \text{ in } 1, 2, \ldots, N_d \textbf{ do} \\
5: \quad \quad \text{Use VAE encoder to map } x_1, x_2, \ldots, x_M \text{ into latent space as } z_{x_1}, z_{x_2}, \ldots, z_{x_M} \\
6: \quad \quad \text{Sample a random noise } z_p \text{ from } N(0, I) \\
7: \quad \quad \text{Use VAE decoder to produce reconstructions } \tilde{x}_1(z_{x_1}), \tilde{x}_2(z_{x_2}), \ldots, \tilde{x}_M(z_{x_M}), \tilde{x}_i(z_p) \text{ for all } i \text{ in } 1, 2, \ldots, M \\
8: \quad \quad \text{Compute } L_D \text{ with } \tilde{x}_1(z_{x_1}), \tilde{x}_2(z_{x_2}), \ldots, \tilde{x}_M(z_{x_M}), \tilde{x}_i(z_p) \text{ and } x_i \\
9: \quad \quad w \leftarrow \text{Adam}(\nabla L_D, w) \\
10: \quad \textbf{end for} \\
11: \quad \# \textbf{Train VAE like a generator} \\
12: \quad \text{Use VAE encoder to map } x_1, x_2, \ldots, x_M \text{ into latent space as } z_{x_1}, z_{x_2}, \ldots, z_{x_M} \\
13: \quad \text{Use VAE decoder to produce reconstructions } \tilde{x}_1(z_{x_1}), \tilde{x}_2(z_{x_2}), \ldots, \tilde{x}_M(z_{x_M}), \tilde{x}_i(z_p) \text{ for all } i \text{ in } 1, 2, \ldots, M \\
14: \quad \text{Compute } L_{\text{VAE}}, L_{\text{CA}}, L_{\text{DA}} \\
15: \quad \text{Use decoder as generator to compute } L_G \\
16: \quad w \leftarrow \text{Adam}(\nabla L_{\text{CADA-VAE}} + \omega L_G, w) \\
17: \textbf{end for}
\end{algorithm}
2002 from German club Hamburg.” are shown in the Figure 3 (top). Figure 3 (bottom) also shows their pre-defined event type structures in ACE2005 dataset. Considering the shared semantic meaning between an event trigger and its type name, and the similarity between mention structure and its type structure, we exploit multi-modal VAEs to map three modalities into a shared latent space, then extract their semantic representations.

3.2. Preprocessing for Multi-Modal Structural Features

According to the learned event mention structures, we represent each edge in the directed graph as a tuple $u = <w_1, \epsilon, w_2>$, where $w_1, w_2$ denote word entities at endpoints, $\epsilon$ denote the AMR relation between $w_1$ and $w_2$, such as <war, :mod, civil>. For each event mention structure, we fix the number of binary relations to $r$, then map $w_1$ and $w_2$ to their word embeddings $V_{w_1}$ and $V_{w_2} \in R^d$, where $d$ is dimension of word embeddings. Then $V_{w_1}$ and $V_{w_2}$ are concatenated and we can get a matrix $M_u \in R^{2d \times r}$ representing all the relations in the event mention. Assume that $M_\epsilon \in R^{2d \times 2d}$ is the matrix representation of AMR relation $\epsilon$, then $M_\epsilon \times M_u$ is the composition representation for the event mention structure.

For the type structure, each edge in the graph is represented as $v = <a, b>$. The number of such tuple in each type structure is also fixed to $r$. Concatenate embeddings of word entities $a$ and $b$, namely $V_a$ and $V_b \in R^d$, we get the matrix representation of type structure $M_v \in R^{2d \times r}$.

As for the event type name denoted by $t$, we simply use its word embedding $V_t \in R^d$.

In AMR graph, each edge with the keyword “":<arg-name>"” represents the semantic relation between two word entities or concepts, including affiliation, coreference, category definition and target orientation. The root node is usually the central word in a sentence, such as event name or an action name.

![Figure 3. Examples of Event Mention Structure and Type Structures](image-url)
3.3. Adversarial Latent Features Generating Network

In this section, we propose a VAE-based feature generation model with cross-distribution-aligned and adversarial training for event detection, which is called CADA-fVAE-GAN. The model exploits adversarial training to strengthen VAE and few-shot learning process.

3.3.1. Basic VAE

Variational autoencoder (VAE) is a typical generative neural network consisting of an encoder and a decoder. VAE encoder maps the given data into a latent feature space, and the decoder reconstructs latent features and maps them back to original data space. Different from trivial autoencoder, VAE is skilled at inferring the true conditional probability distribution of latent variables \( z \sim p_\theta(z|\mathbf{x}) \). VAE performs this by approximating a closest posterior distribution \( q_\phi(z|\mathbf{x}) \sim \mathcal{N}(\mu, \Sigma) \), and minimize their variational distance. The objective function of trivial VAE is written as:

\[
L(\theta, \phi; \mathbf{x}) = \mathbb{E}_{z \sim q_\phi(z|\mathbf{x})}[\log p_\theta(\mathbf{x}|z)] - D_{KL}[q_\phi(z|\mathbf{x}) \parallel p_\theta(z)]
\]

where the first RHS term is reconstruction loss, the second term is Kullback-Leibler divergence (KLD) between \( q_\phi(z|\mathbf{x}) \) and \( p_\theta(z) \), which can be written as followed in Gaussian case:

\[
D_{KL}[q_\phi(z|\mathbf{x}) \parallel p_\theta(z)] = -\frac{1}{2} \sum_{j=1}^{J} (1 + \log \sigma_j^2 - \mu_j^2 - \sigma_j^2)
\]

where \( J \) is dimensionality of \( z \), \( \mu_j \) and \( \sigma_j \) denote each element of mean and s.d. evaluated at datapoint \( j \).

In addition, when reconstructing original samples from latent variables \( z \), we can adopt a reparameterization trick as followed:

\[
\hat{z} = \mu_z + \sigma_z \odot \epsilon, \quad \text{where} \; \epsilon \sim \mathcal{N}(0, I)
\]

3.3.2. Cross- and Distribution-Aligned VAE

In our few-shot event detection framework, for unseen classes, only category descriptions and a few mention samples are provided to training set. Therefore, it is necessary for the model to have the capability of cross-modal generalization. Namely, one modality-specific encoder/decoder is expected to encode/decode another modalities with high-quality. For the better performance, we exploit \( \beta \)-VAE [19]. Since each modality has its specific VAE, such that \( x_1 \) for event mention structure, \( x_2 \) for type structure and \( x_3 \) for type name embedding, so the final loss for our basic fVAE is:

\[
L_{fVAE} = \sum_{i} \mathbb{E}_{x \sim q_\phi(x)}[\log p_\theta(x^{(i)}|z^{(i)})] - \beta D_{KL}[q_\phi(z^{(i)}) \parallel p_\theta(z^{(i)})]
\]

By weighting KLD with \( \beta \), we can produce better reconstructions than trivial VAE. Now we introduce constraint to cross-modal reconstruction for every modality-specific VAE. As is depicted in Figure 2, each decoder should learn to reconstruct latent representations from other \( M - 1 \) modalities, which leads to our cross-aligned loss:
\[ \mathcal{L}_{CA} = \sum_{i}^{M} \sum_{j \neq i}^{M} \left\| x^{(i)} - DEC_j(F_i(x^{(i)})) \right\|^2 \]

where \( E_i \) and \( DEC_j \) denote objective functions of encoder for modality \( i \), and decoder for modality \( j \), respectively.

Furthermore, distributions of different latent variables are aligned by minimizing their Wasserstein distance \([20]\). The Wasserstein distance between two Gaussian distributions is:

\[ W_{i,j} = \left( \| \mu_i - \mu_j \|^2 + \text{tr}(\Sigma_i + \text{tr}(\Sigma_j) - 2(\frac{1}{2} \Sigma_i \Sigma_j)^{\frac{1}{2}}) \right)^{\frac{1}{2}} \]

Since covariance matrices constructed by encoder are diagonal and commutative, we can simplify this equation to:

\[ W_{i,j} = (\| \mu_i - \mu_j \|^2 + \| \Sigma_i - \Sigma_j \|^2)^{\frac{1}{2}} \]

So the total loss of distribution-aligned for \( M \) modalities is:

\[ \mathcal{L}_{DA} = \sum_{i}^{M} \sum_{j \neq i}^{M} W_{i,j} \]

We combine the basic VAE loss \( \mathcal{L}_{fVAE} \) with cross- and distribution-aligned:

\[ \mathcal{L}_{CADA-fVAE} = \mathcal{L}_{fVAE} + \zeta \mathcal{L}_{CA} + \theta \mathcal{L}_{DA} \]

where \( \zeta \) and \( \theta \) respectively weight cross- and distribution-aligned loss.

### 3.3.3. Adversarial Training

Our model aims at providing an enlightening perspective to the semantic representation of latent features via a classification task in the NLP field. Intuitively, the higher quality of reconstructions indicates the more interpretable latent representations. Under the constraint of VAE objective function, improving decoder will accordingly improve encoder. Moreover, it has been shown that combining VAE and GAN leads to better generation results \([12-14]\). Inspired by the superiority of adversarial training strategy, we decide to link a discriminator following VAE decoder, and decoder plays a role of generator in GAN.

WGAN \([21]\) has been proved to have better theoretical properties than the vanilla GAN, for which we choose WGAN in our model. According to the architecture shown as Figure 2, the losses of generators and discriminators are:

\[ \mathcal{L}_G = \sum_{i}^{M} \mathbb{E}[D_i(G_i(z^{(i)}_p))] + \sum_{i}^{M} \sum_{j}^{M} \mathbb{E}[D_i(G_i(z^{(j)}_x))] \]

\[ \mathcal{L}_D = \sum_{i}^{M} \mathbb{E}[D_i(x^{(i)})] - \sum_{i}^{M} \mathbb{E} [D_i \left( G_i(z^{(i)}_p) \right)] - \sum_{i}^{M} \sum_{j}^{M} \mathbb{E} \left[ D_i \left( G_i(z^{(j)}_x) \right) \right] - \sum_{i}^{M} \lambda \mathcal{G}_i \]
where $G_i$ and $D_i$ are generator and discriminator for modality $i$, $z_p^{(i)}$ is random noise sampled from $\mathcal{N}(0, I)$ for modality $i$, and $z_x^{(i)}$ is latent representation for modality $i$. $G_i$ is gradient penalty for modality $i$, with a penalty coefficient $\lambda$:

$$
G_i = \mathbb{E} \left[ \left( \| \nabla_{\hat{x}^{(i)}} D_i \left( \hat{x}^{(i)}_{zp} \right) \|_2 \right)^2 \right] + \sum_j \mathbb{E} \left[ \left( \| \nabla_{\hat{x}^{(j)}} D_i \left( \hat{x}^{(j)} \right) \|_2 \right)^2 \right]
$$

where $\hat{x}^{(i)}_{zp} = x^{(i)} + \alpha (z^{(i)}_{zp} - x^{(i)})$, $\hat{x}^{(j)} = x^{(j)} + \alpha (\hat{x}^{(j)} - x^{(j)})$ with $\alpha \sim U(0,1)$, $x^{(i)}$ and $x^{(j)}$ are the real sample for modality $i$ and $j$ respectively, $\hat{x}^{(i)}_{zp}$ is reconstructed from random noise $z^{(i)}_p$, $\hat{x}^{(j)}$ is reconstruction for modality $j$.

Final objective function is:

$$
\min_{CADA-fVAE,G} \max_D L_{CADA-fVAE} + \omega L_G + L_D
$$

where $\omega$ is the weighting factor.

3.3.4. Implementation details

All encoders and decoders are implemented as MLPs with one hidden layer, which will not degrade performance. On the one hand, a CNN classifier is used to predict event types, and higher-level semantic representations will be obtained further. More hidden layers lose key information. We find that 1560 hidden units for event mention structure encoders and 1660 for decoders produce better results in our work. The encoder of type name embeddings and type structures have 1450 hidden units and 665 for decoders.

The dimension of VAE latent space is 120. Each discriminator is implemented as MLP with one hidden layer and 1450 units, whose output is activated by a Sigmoid. Following [11], gradient penalty coefficient $\lambda$ is set to 10. We find that $\omega = 1000$ works well on ACE2005 dataset. During the training of 80 epochs, $\xi$ is increased from epoch 6 to epoch 22 by a rate of 0.54 per epoch, while $\theta$ is increased from epoch 21 to 75 by 0.044 per epoch. As is suggested by [21], we update decoder/generator every 5 discriminator iterations. All modules including classifier are trained using Adam optimizers, with learning rate $= 1.5e-4$ for VAE and $5e-5$ for discriminators. CNN classifier is trained for one epoch with learning rate $= 1e-3$ and CrossEntropyLoss as its criterion. CNN classifier is implemented with two one-dimension convolution layers, each of which contains a ReLU and a MaxPool1d. Final predictions are produced by a fully connected layer.

4. EXPERIMENTS

4.1. Settings

ACE2005 dataset defines 33 event types, on which experiments are conducted to evaluate the performance of the model. Training set contains the top-10 most popular event types (Attack, Transport, Die, Meet, Sentence, Arrest-Jail, Transfer-Money, Elect, Transfer-Ownership, End-Position) as seen types, and the remaining 23 types are selected as unseen types, which are included in the test set. In the few-shot learning, $n$ examples of event mention features per class
are moved from the test to the training set, where \( n \) is set to 2. We use \( P \) (Precision), \( R \) (Recall), F1-score and \( H \) (Harmonic mean) as performance metrics. Note that:

\[
P = \frac{TP}{TP + FP}, \quad R = \frac{TP}{TP + FN}, \quad F1 = \frac{2PR}{P + R}
\]

When evaluating the quality of a multi-classification task, TP is \# of true positives, FP is \# of false positives and FN is \# of false negatives.

\[H = \mathbb{E}\left(\sum acc_i\right),\]

where \( acc_i \) is the accuracy that samples of \( i^{th} \) event type are predicted correctly in the given sequence.

### 4.2. Ablation Study

In this section, we analyze crucial building modules in the proposed model by disabling each of them, respectively.

\( \text{fVAE} \) is the baseline only using \( \beta \)-VAE without cross-aligned, distribution-aligned and adversarial training.

\( \text{CA-fVAE, DA-fVAE, CADA-fVAE} \) are the baseline models using\( \beta \)-VAE with cross-aligned, distribution-aligned and both of them.

\( \text{CADA-fVAE-GAN} \) combines WGAN with CADA-fVAE to improve the quality of latent representations constructed by VAE framework.

We can draw conclusions from Table 1 that both cross-aligned and distribution-aligned improve the performance. The cross-alignment works better than distribution-alignment (36.21\% vs. 31.59\% on F1-score, 49.52\% vs. 46.39\% on \( H \)), and more outstanding results are produced by compositing two tricks. Moreover, the introduction of GAN further improves the performance. Compared with CADA-fVAE, our CADA-fVAE-GAN increases the test results by 0.13\% on \( P \), 6.78\% on \( R \), 12.67\% on \( F1 \) and 2.38\% on \( H \). Ablation study shows the adversarial training leads the encoder of VAE to producing higher-quality latent representations by improving the VAE decoder directly, under the restraint of VAE objective function.

<table>
<thead>
<tr>
<th></th>
<th>( P ) (%)</th>
<th>( R ) (%)</th>
<th>( F1 ) (%)</th>
<th>( H ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{fVAE} )</td>
<td>31.06</td>
<td>40.08</td>
<td>24.96</td>
<td>40.10</td>
</tr>
<tr>
<td>( \text{CA-fVAE} )</td>
<td>39.92</td>
<td>48.26</td>
<td>36.21</td>
<td>49.52</td>
</tr>
<tr>
<td>( \text{DA-fVAE} )</td>
<td>39.58</td>
<td>45.72</td>
<td>31.59</td>
<td>46.39</td>
</tr>
<tr>
<td>( \text{CADA-fVAE} )</td>
<td>42.90</td>
<td>45.54</td>
<td>37.84</td>
<td>52.04</td>
</tr>
<tr>
<td>( \text{CADA-fVAE-GAN} )</td>
<td><strong>43.21</strong></td>
<td><strong>52.36</strong></td>
<td><strong>50.51</strong></td>
<td><strong>54.42</strong></td>
</tr>
</tbody>
</table>

### 4.3. Model Comparision

In this section, we show that the proposed few-shot learning model achieves comparable performance with existing transfer learning framework for ED. We compare our method with the following baseline:
Transfer: [7] design a transferable architecture for event extraction, using CNN to generate vector representations for the event mention and event type structure. The top-10 most popular event types in ACE2005 chosen by us as seen types are the same as [7]. Table 2 shows the performance.

<table>
<thead>
<tr>
<th></th>
<th>P (%)</th>
<th>R (%)</th>
<th>F1 (%)</th>
<th>H (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transfer</td>
<td>75.50</td>
<td>36.30</td>
<td>49.10</td>
<td>-</td>
</tr>
<tr>
<td>CADA-fVAE-GAN</td>
<td>43.21</td>
<td>52.36</td>
<td>50.51</td>
<td>54.42</td>
</tr>
</tbody>
</table>

CADA-fVAE-GAN exploits latent representations encoded by VAE, which is proved to be comparable with CNN representations generated by Transfer. Conclusions can be drawn from the above results that VAE+GAN could be used to generate features for ED task in transfer learning situations.

5. CONCLUSIONS

In this paper we propose a few-shot event detection model named CADA-fVAE-GAN, which introduces adversarial training to variational autoencoders (VAE). To improve the performance of VAE, cross- and distribution alignment are exploited. With cross-aligned latent distributions and reconstructions, latent representations are enriched by more interpretable semantic meaning. Moreover, adversarial training provided by WGAN strengthens VAE encoder indirectly. Experiments conducted on ACE2005 dataset demonstrate the transferability of low-dimension latent semantic knowledge constructed by VAE and the effectiveness of adversarial training.

Future scope of the research is suggested to be focused on generalization improvements. Specifically, few-shot learning of event detection can be advanced to zero-shot, generalized few-shot and generalized zero-shot, which are of more practical value.
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SEMANTIC MANAGEMENT OF ENTERPRISE INFORMATION SYSTEMS THROUGH ONTOLOGIES
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ABSTRACT

This article introduces a model for cloud-aware enterprise governance with a focus on its semantic aspects. It considers the need for Business-IT/OT and Governance-Security alignments. The proposed model suggests the usage of ontologies as specific tools to address the governance of each IT/OT environment in a holistic way. The concrete utilization of ISO and NIST standards allows to correctly structure the ontological model; in fact, by using these well-known international standards it is possible to significantly reduce terminological and conceptual inconsistencies already in the design phase of the ontology. This also brings a considerable advantage in the operational management phase of the company certifications, congruently aligned with the knowledge structured in this manner. The semantic support within the model suggests further possible applications in different departments of the company, with the aim of evaluating and managing projects in an optimal way, integrating different but important points of view of stakeholders.
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1. INTRODUCTION

For most organisations, data and the technology that supports this data represent their most precious assets but also most underestimated. Information Technology (IT) is on the whole considered as an utility of a corporation [5] and its inherent intricacy requests the introduction of assorted assessment, management, and governance models and therefore led to the explosive growth of the discipline of information systems (IS) research throughout the last thirty years [28]. Such models aim to be each typically applicable and capable to handle specific corporate issues, e.g., cloud manufacturing-based product life cycle management [27]. The requirement for assurance regarding the worth of IT, the management of IT-related risks and augmented needs for management over data are currently considered strategic and creation of value possible through their alignment [32]. Value, risk and management are at the heart of IT governance, whose responsibility lies with both management and the board of directors, and consists of leadership, organisational structures and processes that ensure that the company’s IT supports and extends the organisation’s strategies and objectives.

The increasing complexity of IT is linked to a twofold aspect: on the one hand, IT becomes increasingly pervasive within companies, embracing both their core business and staff services, and on the other hand, the way in which IT services are delivered becomes increasingly intricate and difficult to manage (just think of the gradual transition from on-premise software to that...
provided in the cloud, which in turn can be IaaS, PaaS, SaaS and so on). Therefore, meeting the increasingly restrictive demands coming from the various business areas is challenging and will affect the time needed to deliver the services (for example, to verify the security according to corporate policies) and the costs related to them (the assessment of which becomes increasingly difficult).

For instance, to address queries associated with price and scaling capability, several organisations are considering driving their IT from resource-based approach to service-based approach, with the flexibility to scale the IT capability up and down as requested, that is a cloud based computing approach. Starting with the concept of economies of scale, the sharing of converging resources and infrastructures is at the heart of the concept of cloud computing. In order to obtain a shared but secure environment it is necessary to apply a correct governance strategy based on a model capable of taking into account the increasingly numerous forms through which cloud services are provided, in full respect of the needs of stakeholders, customer contracts and regulatory, legal and privacy aspects, perhaps unifying IT management and governance models [3].

This poses specific challenges on enterprise information systems. To enhance interoperability among all enterprise stakeholder and in order to avoid any misunderstanding, it is needed to be very careful at the semantic level to get clear red from company level right down to technical level and to provide clear objectives. For these reasons, our work explores the possibilities related to the creation and improvement of a domain ontology building methodology whose aim is to bright words and terminologies used among enterprises employees and information systems.

The remainder of the work is structured as follows: we summarise background and state of the art in Section 2 and Section 3 respectively than we illustrate our methodology, an use case and some considerations in Section 4, finally we outline conclusion and future work in Section 5.

2. BACKGROUND

The cloud paradigm is progressively transforming into a mainstream paradigm and is considered as a serious subject of analysis in computer science. As a result, “cloud computing” is becoming a watchword within the company. The recognition of digital devices therefore the current use of the web translates into an ever-increasing demand for cloud computing. Cloud computing allows huge economies of scale in IT service delivery, but together it faces a variety of challenges. Benefits that are primarily related to it include rapid deployment, pay-per-use, lower prices, scalability, rapid provisioning, fast elasticity, ubiquitous network access, increased resiliency, protection against network attacks, low-cost disaster recovery and data storage solutions, on-demand security checks, real-time detection of system intrusions and rapid restart of services. Therefore, the move to cloud services makes users more efficient, facilitates collaboration with their colleagues, and provides continuous access to alternative digital services [19]. However, cloud applications, like all alternative technologies, face several sensitive issues related to the risks they introduce into the business [36].

For example, moving information to the cloud while offering great convenience for users because they do not have to worry about the complexity of direct management of storage infrastructure hardware [33], the Data Storage as a Service (DaaS) introduces many challenges to information security (e.g. CIA) that should be addressed, and historically, information security issues are the domain of IT governance.
Although cloud services share infrastructures to produce compliant and guaranteed IT services, IT governance is required to ensure:

- governance framework setting and maintenance;
- benefits delivery;
- risk optimisation;
- resource optimisation;
- stakeholder engagement.

In order to meet these IT governance requirements in a cloud-based environment, it is always necessary to provide a complete asset inventory of all objects from completely different business departments, and related to your technology (servers, software, switches, etc.), your infrastructure (rooms, buildings, racks, air conditioning systems, power supply units, etc.), and your organisation (service level agreements, contracts, data, suppliers, people, roles and responsibilities, organisational units, etc.), and their relationships and inter dependencies.

Within the space of analysis of data systems and also in management science it is a typical approach to try to identify a model that correctly represents a specific problem and then use the model in order to produce relevant recommendations. A model that aspires to capture the complexity of contemporary computing and data management should apply a holistic view and at the same time build on existing best practices within specific areas (e.g., economic, legal, political and technological), and should therefore address these aspects:

- a medium-sized organisation generally has thousands of technical and infrastructural objects to inventory;
- the model should be able to offer data regarding the possession of objects, also considering possible interrelationships (e.g. the information element X is a component of document Y which is maintained by department Z);
- the model should jointly offer information regarding regulatory compliance and therefore think of a multifaceted reading (for example, regulatory needs could rely on the legal entity of the service provider and/or the location of a specific infrastructure element, the characteristics and/or possession of the information element).

3. **STATE OF THE ART**

This section presents the required definitions and concepts in the areas of cloud governance and enterprise architecture management.

3.1. **Cloud Governance**

Cloud governance is a natural extension of IT governance [25], but to date there are mainly two approaches used by the industry to manage cloud services. The first considers cloud providers as common service providers aiming to manage them with typical approaches adopted for non-cloud service providers. This approach involves that part of the industry expects these cloud providers to acquire the role of globally reliable mediators for the type of service provided, as ascertained by [21]. This implies an increasing demand for specific certifications (e.g. ISO 9001, ISO 27001) as a guarantee of quality and security for the services offered. The second approach instead, more pointed towards internal management, aims to enhance IT governance by making it "cloud-aware", shifting the focus towards the adoption of IT governance frameworks, such as ITIL and COBIT, that are sufficiently updated to keep taking into account the disruption of the cloud world and that can act as a gateway to its better integration within the corporate world.
3.2. Enterprise Architecture Management

Enterprise Architecture Management (or EAM) is a “management practice that establishes, maintains and uses a coherent set of guidelines, architecture principles and governance regimes that provide direction and practical help in the design and development of an enterprise’s architecture to achieve its vision and strategy” [1] so it aims to model all relevant components of a corporation and their relationships with many objectives.

The use of a holistic model that includes IT governance and cloud aware EAM methods leads to some advantages:

- organisations can have compelled to maintain a distinctive inventory and a rule set to confirm compliance with several normative and standard requirements;
- it is a viable and simple way to establish strong and resilient cloud governance;
- greater focus on corporate goal that reduces the conflict among heterogeneous stakeholder teams because the right formalisation guarantees traceable and repeatable results, facilitating the division of labour among the stakeholder teams [13] [14].

On the other hand, a “model” approach also has disadvantages:

- it depicts the enterprise architecture as a snapshot in time, not offering reiterative process support for future architecture solutions and tests against different scenarios;
- it is prohibitively time-intensive to keep updated and leaves too much room for error as changes to the architecture occur unchecked and isolated in the heads of small groups of architecture specialists.

To bring the highly distributed knowledge of the contributing stakeholders should be a main objective of EAM. For this reason, successful enterprise architecture programs are approached from a management perspective as opposed to a modelling perspective, and planning tools should support not only the modelling of architecture, but also the creation of roll-out and implementation plans for continuous improvement over time. In this way is possible the support of collaboration in a wide group of stakeholders from both business and IT (C-level, IT strategists, planning teams, technology implementer and business analysts) who contribute to the EA management and planning process. In this way EAM will support sustainable business strategy realisation.

4. A Novel Domain Ontology Building Methodology

Our methodology tries to sketch the optimal way to ensure the best possible solution to domain ontology building problem. Despite several methods are improving their capabilities to find and describe with enough generality high level domain concepts, building the so-called upper ontologies (e.g. SUMO, BFO, CCO and so on), there is a void we need to fill in to overcome limitations left behind (or below from the point of view of an ontologist). The main reason is that the ontology building problem, whatever you say, is a domain and specific problem that arise from the bottom, from the need to give an answer to a question in your specific research field and, in that moment, it shows itself like an instrument. An ontology is firstly useful when it is able to clearly define a common vocabulary for researcher who need to share information in a specific domain. Secondly, it includes machine-interpretable definitions of basic concepts in the domain and relations among them [18]. Nonetheless, there are always several viable alternatives to model a domain, but the specific implemented method is too often left apart and only the final ontology is shown. The development of an ontology can be divided in 7 steps [18]:
1. determine the domain and scope of the ontology;
2. consider reusing existing ontologies;
3. enumerate important terms in the ontology;
4. define the classes and the class hierarchy;
5. define the properties of classes - slots;
6. define the facets of the slots;
7. create instances.

Our methodology suggests some practical hints about these steps. First and foremost, the brainstorming activity around the first step is not trivial. Great importance should be done to the definition of the limits of your work to avoid any bias towards sub fields of your domain which are not the focus you had in mind at the beginning. The same approach should be applied looking into existing ontologies: the reuse can be more useful if you are able to extract concepts and terms from .owl files and understand if a smarter way to use them is possible. A chance not considered until now and proposed by us consists in leveraging something existing to enumerate important terms in the ontology: ISO always defines terms and definitions vocabularies across its operating domains, although as we will see, some incongruities must be fix. ISO vocabularies give us an important advantage through the path of the ontology development: they avoid to us to forget the overview out of our domain (so we will be ready to create links and bridges to the external domains) and strengthen the initial audit activity needed to enumerate terms. Left apart step 7, that is mostly practical, step 4 to 6 are really intertwined. In our method we suggest a multi-dictionary approach to get out of them: that we name “Ontological Research” consists in a research activity through ISO, NIST and Cambridge Dictionary. On the one hand, it is possible to extract a technical meaning from standards and understand where and why they want to go, but it is on your own to refine their meanings and put them in the correct way. The main problem using only technical standards is due to their circular definition: they usually define something referring to something else and so on, until you are at the beginning again. On the other hand, it is possible to extract a semantic meaning from Cambridge Dictionary to mix and match what standards say, trying to solve their circularity. To build a working ontology, the knowledge engineer must understand where is needed to stop circularity and find the best elementary definition: it is true that this could be extremely subjective, however standards and vocabularies can lead you and help you through the path. It follows an illustrative figure of our methodology in Figure 1.

4.1. Use Case: Information Security Domain ontology

We decided to focus our work on the Information Security domain, leveraging the terms and definition from ISO/IEC 27000:2018. Because of the novelty of the method, we decided to avoid the reuse of any existing ontology to test thoroughly the possibilities of our method. We have identified “Process” as high-level concept and decided to build a class around it. ISO/IEC 27000:2018 (and also NISTIR 8053) defines a process as a “set of interrelated or interacting activities which transforms inputs into outputs”; for this reason we decided to include two related
operations, receivesInput() and providesOutput() functions. After that, we have move on the “Activity” concept: ISO/IEC/IEEE 15288:2015 defines an activity as a “set of cohesive tasks of a process” so we were addressed to find out the meaning of the “Task” concept. Here several drawbacks arose because there are at least three conflicting definitions as follows:

- ISO/IEC/IEEE 15288:2015 states that a task is “required, recommended, or permissible action, intended to contribute to the achievement of one or more outcomes of a process”;
- ISO 9241-11:2018 states that a task is “set of activities undertaken in order to achieve a specific goal”;
- NIST SP 800-181 states that “a task is a specific piece of work that, combined with other identified tasks, composes the work in a specific specialty area or work role”.

Which ones could be acceptable? Why? As highlighted in Figure 2 there were several problems to solve, so we started analysing “Task” definitions one by one:

![Figure 2. UML-based representation of “Process” class creation](image-url)
ISO/IEC/IEEE 15288:2015 leverages the concept of “Action” and speaks about the “Outcome” of a process (is it the same of “output” indicated by ISO/IEC 27000:2018?). Unfortunately, we did not find any standards that define the concept of “Action”. But Cambridge Dictionary does: it defines the concept of “Action” as “the process of doing something, especially when dealing with a problem or difficulty”. This suggested us to overcome this standard definition of “Task” in order to avoid circularity;

ISO 9241-11:2018 creates circularity, using the already defined “Activity” concept, so we decide to overcome this definition also (but what is a “goal”);

NIST SP 800-181 gives us an enough atomic definition of the concept of “Task”, identifying it as “a specific piece of work”. Here, the boundaries of our ontology impose us not to go deeper to avoid any lack of focus on the main topic that is “Information Security”.

Nonetheless, the concept of “Action” defined by ISO/IEC/IEEE 15288:2015 inspired us to search for “Outcome” concept. Our first thought was related to the same concept of “Process”: its ISO definition assumes quantitative characteristic, promoting an ungluing from the industrial logic where processes are used to “create value” and not only more objects. Standards don’t define “Output”, “Outcome”, “Result” and “Effect” so we used Cambridge Dictionary:

output is “an amount of something produced by a person, machine, factory, country, etc...” and this confirmed our first thought was not so wrong;

outcome is “a result or effect of an action, situation, event, etc...”;

result is “something that happens or exists because of something else”;

effect is “the result of a particular influence”.

And then we also searched for “Goal” and surprisingly we found it in NISTIR 8040 – ISO 9241-11:2018 defined as “intended outcome”. Clearly, it was something missing. To promote the “Process” to a qualitative characteristic we decided to significantly change one of its operation: providesOutput() became deliversResults(). The semantic agreement among all the others concept was found also adding these definitions:

Cambridge Dictionary states the a “situation” is “the set of things that are happening and the conditions that exist at a particular time and place”;  
ISO Guide 73:2009 states that an “event” is an “occurrence or change of a particular set of circumstances”.

Subsequently we decide to treat “Action”, “Situation” and “Event” as object of type “Process”, “Effect” as object of type “Result”. The last problem was about “Outcome”. Analysing one of the notes attached to the definition of “Event” we were directed through a possible solution: it states that “An event without consequences can also be referred to as [...]”. Because of the note we have considered a “consequence” like something with negative connotation although the definition of “Consequence” on ISO/IEC 15026 as “effect (change or non-change), usually associated with an event or condition or with the system and usually allowed, facilitated, cause, prevented, changed, or contributed to by the event, condition, or system” could be considered neutral, while “Outcome” (linked to “Goal” also) like something with positive connotation. Hence, we added two operations to our “Result” class, “hasOutcome” and “hasConsequence”, inherited by that particular “Result-object” that is “Effect”. A sorted “Process” class is represented in Figure 3.
4.2. Considerations Over Modern EAM Challenges

In proposing such a model of governance, we have to face several challenges that we could summarise as follows:

1. reduction of the points of view;
2. partiality of the points of view;
3. integration of the EAM within the processes.

The first problem is the identification of points of view that we could consider relevant and that are usually related to stakeholders. But in doing so, we risk excessively narrowing the field of vision: in fact, it is necessary to take into account the points of view of the application situations on which we plan to map the model. This step is fundamental in order to balance the reduced capacity of stakeholders to precisely outline their needs and use cases: this limit is often one of the main reasons behind the failure of a business project. Application situations have a direct impact on the layers needed to build the EAM model, its inter dependencies and the level of granularity of its requirements. For example, if we were to focus on a "business" perspective, within a model we would certainly find structural objectives, processes and IT elements, but the granularity with which the latter would be defined would certainly be inadequate when we would be from an "IT" perspective, more focused on the analysis of hardware/software systems and their performance. And even more, this limit would tend to emerge if we put ourselves from an "Information Security" perspective, so that the elements at stake must guarantee certain levels of confidentiality, integrity and confidentiality. Therefore, the identification of relevant points of view and their objectives is a precondition for the correct definition of the desired elements, interrelationships and granularity.

Secondly, care must be taken not to consider only part of the perspectives mentioned above. In fact, what happens in the real world in an ascertained way is due to "historical" reasons that lead companies to partial problem-solving (think, for example, of the necessary integration of legacy tools within processes that are the subject of the Information Security perspective). In such cases, the challenge for companies is to be able to link these systems together in a coherent way to the perspective considered in order to make them easily manageable.

The third point to consider in order to maintain a consistent EA is to ensure that it is integrated into relevant processes such as change management and the tools needed to manage the data of the same. It may seem trivial, but hold-up or lock-in effects due to the pre-existing (or proprietary) tools perfectly run within the company routines are common and can inhibit the
acceptance of new tools and approaches proposed. If the degree of acceptance of what is new is low for this, then the full achievement of the benefits proposed by the new EAM will fail. In particular, the migration of data from legacy tools to new ones often leads to inconsistencies, losses or contradictions, all the greater as the different elements, interrelations and granularity at stake from different perspectives are different. Solving these types of problems requires a very significant effort in terms of human resources. But using semantic tools it is possible, while confining each perspective only to the data relevant to it, to avoid information overflow and to be able to make more informed decisions, also improving access control both for the analysis of the functions and for the editing of the data.

In the following, a novel way to manage EA models is introduced. It aims to overcome the restrictions mentioned using semantic technologies. The ontologizing of The Enterprise Ontology can help to redefine “the notion of architecting” as stated in [16]:

“In the context of high levels of complexity and uncertainty, the notion of causality often breaks down. Often, one can only assume that everything is in relationship with everything else. Consequently, understanding the ramifications of changes such as disruptive technologies and new architecture models (i.e. cloud computing, outsourcing) is often almost impossible. New resources such as contextual data of customers will have to be used effectively to gain a competitive edge. To face such challenges, the notion of architecting will surely have to be redefined.”.

The following conceptual model tries to overcome the above restrictions and is based on a matrix containing six horizontal and three vertical layers (see Figure 4).

The six horizontal layers are:

1. Business Level
2. Integration Level
3. Core Level
4. Staff Level
5. Infrastructure Level
6. IT/OT Level

The three vertical levels are:

1. Information Security
2. Computer and System Security
3. Network and Physical Security

Horizontal layers provide the general paradigm of alignment between company and IT/OT ensuring consistency between business objectives, operations and IT infrastructure. The vertical layers provide the general paradigm of alignment between security, compliance and governance from the point of view of information objects and specific requirements, thus roles and responsibilities. Below is an overview of the main aspects of the model, which will form the basis for the elaboration of the semantic aspects of the model, which will be presented in the next section.
4.2.1. The Paradigm of Business-IT/OT Alignment

The paradigm of alignment between Business and IT/OT is implemented in six horizontal levels.

   It defines the company’s global focus, including its mission and strategy, as well as its business model.

2. Integration Level.
   It defines the final products to be presented on the market at regional level (EMEA, APAC, etc...), interfacing with the Core Level (of which it defines internal contracts and service levels) and orienting its efforts in order to respond to the needs traced by the Business Level.

3. Core Level.
   It deals with the coordination of the Core Departments, which are the organisational units at the heart of the corporate mission and defines the organisational and technical needs.

4. Staff Level.
   It provides support to the Core Level, integrating the non-core business functions in a harmonic and ready-to-use way.

5. Infrastructure Level.
   It allocates the available resources (software, hardware and network from an IT point of view; but also buildings, local air conditioning, energy and physical access systems) to the staff units as needed (cloud, on premise).

6. IT/OT Level.
   It defines the available resources, IT and OT, and manages their organisation (e.g. nodes, type and degree of virtualisation, components, connections and barriers).
4.2.2. The Paradigm Of Governance-Security Alignment

The Governance-Security alignment is embodied within the three vertical levels.

1. Information Security Level.

It establishes roles, responsibilities and accountability with regard to data, information and requirements like relevancy of standards (e.g. ISO 27001), specific governance necessities, yet as business or application-driven necessities (e.g. confidentiality, integrity, availability, reliability, dependability).


It defines security technical needs (user accesses, disk encryption, etc.) on the basis of internal necessities and external requests as pointed out by Information Security Level. It evaluates and manages cloud computing doable deployment models within the company.


It defines the security of the perimeter within which each asset operates on the basis of internal necessities and external requests as pointed out by Information Security Level, but can act independently if necessary in case of emergency to increase the speed of response.

4.3. Ontologized Eam Model

Ontologies are a means of formally shaping the structure of a [26]. They provide a shared understanding of certain domains that can be communicated between people and application systems [8]. Ontologies aim to determine “semantic agreements”, reducing language ambiguity and knowledge variations between agents, which can cause errors, misunderstandings and inefficiencies [2]. Given their importance, ontologies are seen as the cornerstone of many promising technologies such as, for example, the semantic web and related data, reporting an abundant implementation in literature like [9],[22]. The scope of IT/OT service management is very far from this trend, although there are several attempts to use ontologies in some areas such as the life cycle of cloud services [15], software system development and IT service management processes [30], quality of service - security metrics [6], facilitation of operational procedures in public administration [24], service management in the Internet of Things [23] or IT service management for business-IT integration [31].

4.3.1. An Ontology-Based Approach

The application of ontologies in the various fields requires careful reflection on the basic mappings between the higher ideas and the application cases. Starting from [31] there is an ontological approach for the establishment of a scientific technique that allows to implement the ontology approach in an extremely easy and well-defined way, thus supporting its use. The reference standard related to the development of ontologies is the web ontology Language (OWL) defined by the World Wide Web Consortium (W3C). The OWL allows the use of various logical formalisms to mechanically process domain information by providing value-added reasoning services to classify individuals, verify the consistency of information bases and deduce new types of information within the taxonomy. The ontologies outlined under the OWL embrace classes as sets of individuals, individuals as examples of classes and properties as binary relationships between individuals. Among the different ontological development environments, the best known is certainly Protege, an open source program that allows both the development of
ontologies and their visualisation, although in the case of complex ontologies it is more appropriate to employ specialised tools in visualisation such as OWL-VisMod [10]. The idea of representing a collection of terms as enterprise related ontology has been projected over fifteen years [29] and there are timid attempts to represent corporate governance in semantic ways, particularly in the fields of information security [7] and IT governance [4], hence the application of enterprise design governance in public administration [20]. Of explicit interest is that the pioneering work of [34] in the field of compliance management, which fits well as a starting point for reflection within the modelling of the Information Security Level. The ontology introduced is based on what is available at the state of the art and seeks to improve and combine it into a single coherent and global ontology for the EAM, extending a number of approaches presented in [34] following an approach supported by [31] and drawing on [17]. An extract of the ontology is shown in Figure 5.

Figure 5. An extract of the proposed ontology

4.3.2. Verification

The verification of a specific ontology requires two phases: the characterisation of the models of ontology up to isomorphism and the indication that these models correspond to the structures supposed for the ontology [11]. These two phases are often conducted using approaches such as the theory of reducibility [12]. But due to the lack of alternative ontologies based on OWL, it is not possible to conduct a test in the sense of phase two at the time of writing. In the first step we must demonstrate that a theorem concerning the connection between the classes of ontology
models and thus the class of the supposed structures is often replaced by a theorem concerning the connection between ontology (a theory) and thus theory by axiomizing the supposed structures [11]. This requires that this axiomatization be already identified. Overall, the approach of [12], [11] represents a possible way to formally verify ontology, but the lack of alternative ontologies makes comparison impossible. For this reason, once we have analysed the most common classification approaches within the IT governance domain, we think of the ISO 27001 standard as sufficiently close for a meaningful comparison, since ISO documents specify roles and responsibilities (present in a part of our model) within a certification scheme.

5. CONCLUSIONS AND FUTURE WORKS

The presented model integrates approaches from EAM, IT governance and cloud computing so as to produce a holistic governance framework, with a look at the semantic aspects considering information and knowledge objects, roles, as well as necessities. It also attributes exactly the skills for secure management of cloud environments. The Business-IT/OT alignment builds on existing works within the space of EA and extends them by many necessary aspects, detailing more clearly the layers of the model and introducing pregnant semantic relationships between components of the layers. The aspect of the point of view is considered in more details and the integration of the EAM within the processes is deepened, while the governance paradigm follows best practices of literature. The latter extends them applying more recent approaches providing an additional clear view on the relationships between information objects, roles, and specific necessities from the point of view of application domains and client teams. The presented semantic consideration provides a viable framework for the facilitation of state-of-the-art semantic approaches within the additional development of the model. Provided that previous frameworks are modelled using well-known ontologies, this allows authors to formalise the model in a very structured manner and to arrange it for future automatic reasoning and future ontology verification.

The given model with its paradigms may be a viable approach to fill the gap between the standard views of Business – IT/OT alignment and Governance – Security alignment, on the one hand, and integrating the not-postponeable revolution of the cloud, on the other hand. Thus, once completely developed, it will function as a methodological framework for both cloud-aware company and cloud-suppliers, ensuring an improved synergy between requests and offers. Yet, the work on the model continues to be in its early stages. The queries of precise mappings and reflections between the various levels of the model are still open. Authors expect that a nonstop focus on semantic aspects and also the application of semantic methods can give a possible path to refine the model in this regard. Beside the work on semantic aspects, more work in the context of the model is targeted on 2 main areas. First and foremost, the doable relationships and also the degree of granularity ought to be developed from the point of view of each relevant perspective. Secondly, the compliance issue must be specified a lot of in-depth and to be extended with the potential to produce specific recommendations supported by both Business and IT/OT levels (e.g., an amendment request as a part of the change management): specific extensions of the approach leveraging COBIT and ITIL frameworks could be considered. Finally, the development of a tool based on semantic technologies will follow closely the model growth.
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INJECTING EVENT KNOWLEDGE INTO PRE-TRAINED LANGUAGE MODELS FOR EVENT EXTRACTION
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ABSTRACT

The recent pre-trained language model has made great success in many NLP tasks. In this paper, we propose an event extraction system based on the novel pre-trained language model BERT to extract both event trigger and argument. As a deep-learning-based method, the size of the training dataset has a crucial impact on performance. To address the lacking training data problem for event extraction, we further train the pre-trained language model with a carefully constructed in-domain corpus to inject event knowledge to our event extraction system with minimal efforts. Empirical evaluation on the ACE2005 dataset shows that injecting event knowledge can significantly improve the performance of event extraction.
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1. INTRODUCTION

One Common task of Information Extraction (IE) is event extraction (EE) which aims to detect whether the text has mentioned some real-world events and if so, classifying event types and identifying event arguments. An example sentence and its event annotation in the ACE2005 [1] dataset has been provided in Figure 1. With the increasing amount of text data, EE is becoming an increasingly important component in many natural language processing (NLP) applications for decision making, risk analysis, and system monitoring.

Deep learning has been proven efficient and obtains the state-of-the-art result for event extraction task. As a kind of supervised learning approach, its performance is highly dependent on the quality and quantity of the training data. Generally, to achieve better performance, a neural network involves more parameters and therefore needs more data to converge without over fitting. However, labeling training data is not only time-consuming and laborious but also requires professional domain knowledge, which limits the size of the available corpus. For example, the ACE2005 corpus only has a total of 599 documents which is a very small quantity for the task to extract 33 predefined events and their arguments with 36 predefined roles.
The common idea of current solutions is data expansion technology, which generates more labeled training data from external corpus and uses both original and generated data for model training. We argue that the data generating method is hard for event extraction because events typically have a complex structure: an event can be mentioned by different triggers, different events have different arguments with different roles. To avoid this problem, instead of generating training data explicitly, we directly use the unlabeled corpus to inject event knowledge into our event extraction system by the novel pre-trained language model, which can be regarded as implicitly expand training data.

Concretely, we first build an event extraction system based on the pre-trained language model to extract both event trigger and event argument as our baseline. And then build an unlabeled event training dataset from a large corpus which is then being used to further train the language model to inject the event knowledge to the event extraction system. Compared to the baseline, our method achieves approximately 2% improvement for both trigger and argument classification.

The paper is organized as follows. Section 2 presents related works, along with a special focus on pre-trained language model based on which we build our event extraction system with the help of external event corpus in section 3. The event corpus construction details and evaluation settings are introduced in section 4. Section 5 concludes the paper.

| Sentence: Leung was hired by the FBI and paid almost $2 million over 20 years to spy on the Chinese. |
|---|---|---|---|
| Event 0: | Event 1: |
| **Event Type** | Personnel: Start-Position | **Event Type** | Transaction: Transfer-Money |
| **Trigger** | hired | **Trigger** | paid |
| **Arguments** | Person: Leung | **Arguments** | Giver: FBI |
| | Entity: FBI | Money: $2 million | Recipient: Leung |
| | | Time: 20 years |

Figure 1. An example sentence of ACE2005 dataset, there are two event mentions: Start-Position event triggered by hired and Transfer-Money event triggered by paid. Each event has some entities (underlined words or phrases) as its arguments with specific role.

2. RELATED WORK

2.1. Event Extraction

A variety of methods have been used for event extraction task. The pattern matching technique manually constructing event patterns with the help of professional knowledge. [2] and [3] are very early and typical pattern-based extraction system. Traditional feature-based machine learning algorithms are also widely used for event extraction task. These approach first extract feature from training text to train classifiers, then applying the classifiers for new text. [4] formulate the event extraction as a structured learning problem, and proposed a joint extraction algorithm integrating local and global features into a structured perceptron model to predict triggers and arguments simultaneously. [5] proposed a cross-entity event extraction model that exploited utilize global information as global features together with sentence-level features to train classifier. Recently, neural based deep learning method is becoming mainstream for event extraction. Deep learning can help to reduce the difficulties of feature engineering. Benefit from the well-designed network structure and the depth of network layers, it can typically achieve better performance than traditional machine learning algorithms. DMCNN [6] utilize a variant of convolution neural network called dynamic multi-pooling CNN to extract features and event
automatically. JRNN [7] adopts bidirectional recurrent neural network (RNN) to jointly extract event trigger and arguments. JMEME [8] propose an event extraction framework that extract features using bidirectional long short-term memory (LSTM) networks, and capture the global relationship by graph convolutional network (GCN) with attention mechanism.

A large and growing body of literature has investigated how to improve the extraction accuracy from a small set of labeled dataset. Utilize the bootstrapping [9] and active learning strategy [10] is challenging for event extraction as it is hard to evaluate the classification confidence for the generated event structure. Some methods expand data from knowledge bases (KBs, such as FrameNet [11][12][13], WordNet [14]) based on a set of hypotheses which is complicated and hard to cover the many different types of events.

2.2. Pretrained Language Model

Pre-trained language models have made great success in recent years and been a standard part of many NLP tasks. It adopts a two stages strategy: pre-trained on the massive unlabeled corpus to learn general contextualized representations with linguistic information of language and then fine-tune on a specific downstream task. For downstream tasks, pre-trained language model can be regarded as an encoder that encodes each token of the original text into a vector with contextual and semantic information which has been proved to be very effective and helpful to the downstream task. The Generative Pre-trained Transformer (GPT) [15] by OpenAI builds a unidirectional language model (LM) based on the transformer and firstly introduces the fine-tuning approach. Bidirectional Encoder Representations from Transformers (BERT) [16]overcome the unidirectionality constraint through a new training object called mask language model (MLM) and introduce the next sentence prediction (NSP) training object to obtain sentence representation.

The BERT language model is pretrained using the general English corpus, while the downstream tasks usually require some task-specific knowledge. However, very little research has been done to solve this domain mismatch problem. BioBERT [17] and SciBERT [18] shows pre-training with in-domain data are very efficient for biomedical and science domain tasks. [19] uses product knowledge to further training BERT for Review Reading Compression (RRC) task. [19] and [20] use in-domain data to improve the performance of Aspect-Target Sentiment Classification (ATSC) task. In [21], physiology, government and psychology knowledge are used to further train BERT to improve the Short Answer Grading task. Inspired by the aforementioned work, we leverage in domain event knowledge to improve the event extraction performance.

3. METHODOLOGY

This section describes how we build the event extraction system and inject event knowledge based on the BERT pretrained language model.

We extract event trigger and argument in a pipelines mode though two BERT fine-tune strategy respectively: token classification and sentence pair classification.

3.1. Event Trigger Extraction through Token Classification

Given a sentence and a set of predefined event types, trigger extraction aims to find the phrase in the sentence that most clearly express an event occurrence, and identify the event subtypes. This can be seen as a simple sequence labeling task. We encode the input by BERT as a single sentence and feed the contextual representation (BERT’s last hidden layer) of each token to a
classifier to assign an event type. Besides 33 event subtypes defined by ACE2005, we use an extra “None” label to denote that a token does not trigger any event so that we can identify and classify triggers at the same time. We adopt the IO tagging because a trigger may across more than one token and two triggers hardly appear in adjacent positions.

### 3.2. Argument Extraction Through Sentence Pair Classification

Argument extraction is relatively more complicated. Following [4] and [8], we directly use the gold annotations for entities. In a sentence consist of words \(\{w_1, w_2, \ldots, w_n\}\), some of the words are trigger words \(T: \{w_{t1}, w_{t2}, \ldots, w_{tk}\}\) with corresponding event type and some of the words are entity mention \(E: \{w_{e1}, w_{e2}, \ldots, w_{ej}\}\) as argument candidates, argument extraction aims to identify if the candidate entity is an argument of event triggered by the trigger words, and if so, recognize its role.

[22] explores constructing an auxiliary sentence as extra BERT input for Aspect-Based Sentiment Analysis (ABSA) task: predict sentiment polarity of each target’s aspects in a sentence which is similar to our argument extraction task. Their experiment demonstrates that converting a single sentence classification task to several sentence pair classification tasks can significantly improve the performance for the ABSA task. They discuss that their method can be seen as exponentially expanding the corpus. Inspired by their work, we also adopt this method to our system for argument extraction.

We treat the argument extraction task for a sentence as several multiclass classification problems: given a sentence \(s\), events triggered by \(T\) and candidates entities \(E\), predict the role over the full set of trigger-entity pairs. Table 1 shows the examples used to extract arguments for the example sentence in Figure 1. There are 37 roles in total. ACE2005 defines 36 different argument roles (e.g. place, person). We use an extra ‘None’ label to indicate that the entity is not the argument of a given event so that we can identify and classify arguments simultaneously. For each trigger-entity pair, we first build a simple auxiliary pseudo-sentence. For example, the generated sentence for the trigger-entity pair (paid, FBI) is “paid - FBI”. We use the sentence pair (the original English sentence and the generated auxiliary sentence) as BERT input. Follow the BERT convention, one special classification token “[CLS]” is added as the first token, and two “[SEP]” tokens are inserted between two sentences and appended to the end respectively. The final BERT input tokens \(s\) for this example is “[CLS] Leung was hired by the FBI and paid almost $2 million over 20 years to spy on the Chinese. [SEP] paid - FBI [SEP]”. We use BERT to encode the constructed input sentence and get the last hidden layer \(h \in \mathbb{R}^{L \times H}\) (\(H\) is the hidden size of BERT and \(L\) is the sequence length) as the contextual embedding:

\[
h = BERT(s) \tag{1}\]

We use the “[CLS]” token’s embedding in last hidden layer (denoted as \(h_{[CLS]} \in \mathbb{R}^H\)) to predict the argument role. The predicted argument role distribution is defined as:

\[
z = softmax(W_e h_{[CLS]} + b_e) \tag{2}\]

Where \(W_e \in \mathbb{R}^{K \times H}, b_e \in \mathbb{R}^K\) are weights and bias for event type \(e\). As different event type has a different set of arguments, we use separate argument classifiers for each event type so that the argument classifier can utilize the event type information.

For each sentence, the argument classification error is defined as the average of all the cross-entropy between the gold and our predicted arguments role distribution:

\[
\text{error} = \frac{1}{N} \sum_{n=1}^{N} D_{KL}(p_{true}(z) || p_{pred}(z)) \]

where \(p_{true}(z)\) and \(p_{pred}(z)\) are the true and predicted distributions of argument roles, respectively.
\[
L_{\text{arg}} = - \frac{1}{N} \sum_{n=1}^{N} \sum_{k=1}^{K} z_{n,k} \log(\hat{z}_{n,k})
\]

\(N\) is the total number of the trigger-entity pairs in the sentence. \(K\) is the total number of argument roles. \(z_{n,k} \in \{0,1\}\) denote the gold role for the entity of the event, \(\hat{z}_{n,k}\) is our model output.

### Table 1. Multiclass classification problems for arguments extraction

<table>
<thead>
<tr>
<th>Trigger</th>
<th>Event Type</th>
<th>Entity</th>
<th>Role (Label)</th>
</tr>
</thead>
<tbody>
<tr>
<td>hired</td>
<td>Start-Position</td>
<td>Leung</td>
<td>Person</td>
</tr>
<tr>
<td>hired</td>
<td>Start-Position</td>
<td>FBI</td>
<td>Entity</td>
</tr>
<tr>
<td>hired</td>
<td>Start-Position</td>
<td>$2 million</td>
<td>None</td>
</tr>
<tr>
<td>hired</td>
<td>Start-Position</td>
<td>20 years</td>
<td>None</td>
</tr>
<tr>
<td>hired</td>
<td>Start-Position</td>
<td>Chinese</td>
<td>None</td>
</tr>
<tr>
<td>paid</td>
<td>Transfer-Money</td>
<td>Leung</td>
<td>Recipient</td>
</tr>
<tr>
<td>paid</td>
<td>Transfer-Money</td>
<td>FBI</td>
<td>Giver</td>
</tr>
<tr>
<td>paid</td>
<td>Transfer-Money</td>
<td>$2 million</td>
<td>Money</td>
</tr>
<tr>
<td>paid</td>
<td>Transfer-Money</td>
<td>20 years</td>
<td>Time</td>
</tr>
<tr>
<td>paid</td>
<td>Transfer-Money</td>
<td>Chinese</td>
<td>None</td>
</tr>
</tbody>
</table>

### 3.3. Inject Event Knowledge by Further Pretrain BERT

To inject event knowledge to the BERT model, starting from the original BERT checkpoint which is trained on general English corpus (BooksCorpus and Wikipedia), we further pre-train it by in-domain corpus as an intermediate step before fine-tuning it for our event extract system described in 3.1 and 3.2.

Two training objects are used to further pretrain the BERT model: Mask Language Model (MLM) and Next Sentence Prediction (NSP).

For MLM task, 15% random tokens in the original sentence is masked (80% of which is replaced by special token “[mask]”, another 10% of which is replaced by a random token and the remainder 10% is unchanged). The model is trained to predict masked tokens.

For NSP task, given a sentence pair (A, B), the model is trained to determine whether they are adjacent (sentence B is the actual next sentence that follows sentence A).

### 4. Experiment

#### 4.1. Data Set and metric

We utilize the ACE2005 dataset to evaluate our event extraction system. Following previous data split convention [4][5], we use 40 newswire documents as testset, 30 randomly documents as development set, and remaining 529 documents as training set. We also adopt the following criteria to evaluate the extraction performance as previous work [4][6][7][8][12]:

A trigger is correct if its event subtype and offsets match those of a reference trigger.

An argument is correctly identified if its event subtype and offsets match those of any of the reference argument mentions.
An argument is correctly identified and classified if its event subtype, offsets, and argument role match those of any of the reference argument mentions.

We report individual micro precision, recall and f1 score on the test set for trigger/arguments identification/classification. The precision (Equation 4) is the ratio between correct predictions for all events and all predictions reported by the model. The recall (Equation 5) is the ratio between correct predictions for all events and all trigger/arguments that should be identified/classified. The f1 score (Equation 6) is the harmonic mean between the precision and the recall.

\[
\text{precision} = \frac{\text{true positives}}{\text{true positives} + \text{false positives}} \quad (4)
\]

\[
\text{recall} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}} \quad (5)
\]

\[
F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (6)
\]

4.2. Hyperparameters and Details of Fine-Tune

We utilize the BERT-base to build our baseline model. Fine-tuning is performed on a single GPU with batch size 32. We set the maximum BERT sequence length to 256. Shorter sequences are padded and no sequences exceed this limit. We train the model using Adam optimizer at learning rate 2e-5 with weight decay 0.01 until converge.

4.3. Event Corpus

In this section, we describe how we build the event corpus for further pre-training BERT. We notice that almost half of the original data in ACE2005 comes from newswire and broadcast news. And as an event extraction data set, it contains a wide range of topics and event types. Therefore, to cover all the ACE2005 events, we utilize the New York Times Annotated Corpus [23] which contains over 1.8 million articles written and published by the New York Times to build our event corpus. NYT is a very large dataset, pretraining with all the data requires a lot of computing resources which can be very expensive. On the other hand, not all articles in NYT involves useful topics that can help improve the performance of ACE2005 task (for example, many articles are related to company report, biographical information, etc) Therefore, we preprocess the NYT corpus by manually selecting articles related to ACE-defined event types. Concretely, each article in NYT corpus is released with metadata and the “descriptors” field specifies a list of descriptive terms corresponding to subjects mentioned in the article, many subjects in NYT corpus have a very strong relation with the ACE predefined event subtypes. We screened the news documents with the most similar topics to each event type to form our corpus, see Table 2 for details.

We ended up with 290409 articles, including 150M words in total as our event corpus. Notice that the total article number is slightly smaller than the sum of all subjects (321356) because some articles may have several different subjects.
Table 2. Components of event corpus

<table>
<thead>
<tr>
<th>ACE2005 Data Set</th>
<th>NYT Corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event Type</td>
<td>Event Subtype</td>
</tr>
<tr>
<td>Life</td>
<td>Be-Born, Marry, Divorce, Injure, Die</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Movement</td>
<td>Transport</td>
</tr>
<tr>
<td>Transaction</td>
<td>Transfer-Ownership, Transfer-Money</td>
</tr>
<tr>
<td>Personnel</td>
<td>Start-Position, End-Position, Elect, Nominate</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact</td>
<td>Meet, Phone-Write</td>
</tr>
<tr>
<td>Conflict</td>
<td>Demonstrate, Attack</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Justice</td>
<td>Acquit, Charge-Indict, Arrest-Jail, Release-Parole, Sue, Convict, Appeal, Sentence, Trial-Hearing, Fine, Execute, Extradite, Pardon</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Business</td>
<td>Merge-Org, Start-Org, Declare-Bankruptcy, End-Org</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.4. Hyperparameters and Details of Further Pre-Training

We create training examples using our event corpus with dupe factor 5. Each example consists of a pair of sentences with some tokens masked for MLM and NSP object. The maximum sequence length is 256 which is consistent with the fine-tuning stage. Start from the original BERT checkpoint, the model is further pre-trained on a cloud TPU for 200k steps of batch size 384 at learning rate 2e-5.

4.5. Effect of Event Knowledge

Table 3 shows the effect of event knowledge. The event extraction system based on original pre-trained BERT already achieves a fairly considerable score (73.3% f1 score on trigger classification and 58.4% f1 score on argument classification). After further updating the model through the event corpus, we observed the model (denoted by Event BERT) achieve better performance over all metrics on both trigger and argument identification/classification task. It gains 1.8% f1 score improvement on trigger classification and 2.3% f1 score improvement on argument classification which shows the benefits of having in-domain event knowledge.
Table 3. Effect of event knowledge.

<table>
<thead>
<tr>
<th>Models</th>
<th>Trigger Identification</th>
<th>Trigger Classification</th>
<th>Argument Identification</th>
<th>Argument Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P  R  F1</td>
<td>P  R  F1</td>
<td>P  R  F1</td>
<td>P  R  F1</td>
</tr>
<tr>
<td>BERT</td>
<td>78.0 75.7 76.8</td>
<td>74.5 72.3 73.3</td>
<td>60.7 64.1 62.4</td>
<td>56.7 60.1 58.4</td>
</tr>
<tr>
<td>EventBERT</td>
<td>78.1 78.0 78.1</td>
<td>75.2 75.0 75.1</td>
<td>62.6 64.6 63.6</td>
<td>59.7 61.8 60.7</td>
</tr>
</tbody>
</table>

5. CONCLUSION AND FUTURE WORK

In this paper, we propose an event extraction system based on the pre-trained language model for both event trigger and argument extraction. We explore a new way of using external corpus. An elaborately constructed event corpus is built to improve the ACE2005 event extraction task by further pretraining the BERT language model. Experimental results show that our method is very effective and achieve around 2% improvement while avoiding designing complex event generation processes and rules.

We believe the idea of injecting in-domain knowledge by further pretraining the BERT can be helpful to other different NLP tasks especially for which generating extra training data is hard and painful. However, one major limitation is that a corpus that contain specific in-domain knowledge is required for each different task. For ACE2005 event extraction task, building such a corpus is easy as the ACE2005 dataset involves just common topic. But this is not the case for many other tasks that involves specialized fields knowledge or lacks relative resources.

Therefore, one possible direction for future work is to minimize the cost of constructing the knowledge corpus when applying our method to other tasks. One way to achieve it would be to transfer knowledge from one task to another so that we can reuse the knowledge corpus. It is to be verified that our model can also improve some similar task like KBP event extraction task.
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ABSTRACT

This paper show how location named entity (LNE) extraction and annotation, which makes part of our named entity recognition (NER) systems, is an important task in managing the great amount of data. In this paper, we try to explain our linguistic approach in our rule-based LNE recognition and classification system based on syntactico-semantic patterns. To reach good results, we have taken into account morpho-syntactic information provided by morpho-syntactic analysis based on DINAR database, and syntactico-semantic classification of both location name trigger words (TW) and extensions. Formally, different trigger word sense implies different syntactic entity structures. We also show the semantic data that our LNE recognition and classification system can provide to both information extraction (IE) and information retrieval (IR). The XML database output of the LNE system constituted an important resource for IE and IR. Future project will improve this processing output in order to exploit it in computer-assisted Translation (CAT).
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1. INTRODUCTION

Geographic document pose a problem to IR. For this reason, it is very important to particularly exploit lexical entities referring to location instances (location named entities/proper names). The provided data and classification are important in IR especially in location proper name contextualisation in text. Text geo-parsing, which means identifying place names in corpus, is one of the experimental approaches in Digital Humanities, particularly in Geospatial Humanities. I. Gregory (2015) emphasises the importance of spatial humanities and the necessity of the creation of corresponding databases for geographic information. J.L. Leidner, (2007) worked on LNE for geographic information system (GIS). Text geo-parsing is part of location named entity recognition (LNER), which is a subfield in NLP. A great deal of research has been done on named entity recognition (NER) in general. However, this task, as we will particularly show in this paper, is a sub-task that can actually play an important role in many natural language processing (NLP) applications, especially in IR. This is actually realised by providing annotated index, which is an XML database (LNER system output) enriched with semantic annotations, which can provide a NE class filter to research engine. It also plays a vital role in ontology enrichment for semantic web. LNE interrelations and their relation with other NE of different classes (PERSON, ORGANISATION, EVENT, TIME etc.) represent an interesting resource for IR and IE etc. Generally, NE are lexical entities with very important informative value. M. Asharef et al [2012], for example, used NE extraction from crime text. The recognition and classification of these entities can provide valuable economic, social and political information.
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associated to locations. This is due to what M. Herrmann [2008] calls “referential unicity” to define and characterise NE and particularly proper names. « LOCATION », beside « PERSON », « ORGANISATION », « EVENT » etc. is one of the most important NE classes. Fine annotations of LNE are central in many tasks such as improving geographic text and general corpus analysis. They offer the possibility to associate different entity classes to different location sub-classes.

2. METHODOLOGY: LINGUISTIC DESCRIPTION

LNE belongs to different lexical and lexico-syntactic categories:

![LNE lexico-syntactic categories](Figure 1)

![LNE lexico-syntactic categories](Figure 1)

Our rule-based system takes into account these structure properties in their recognition and classification by fine annotations. Therefore, we used a set of lexical, syntactic, and semantic classifications to build correct syntactico-semantic rules of our system.

2.1. Lexical Information

2.1.1. Morpho-syntactic analysis

Our LNER system makes part of our rule-based NER system, which is processing of six levels. We are not going to expose a detailed description of our system here. Level 0 applies the morpho-syntactic analysis which is the first and basic step in our system. We use a morpho-syntactic analysis system based on DIINAR, a rich Arabic lexical database constructed by many researchers: J. Dichy, from Lumière university Lyon 2, and A. Braham from Manouba University Tunisia, (linguistic aspect), M. Hassoun, ENSSIB Lyon, Research Institute for Computer Science and Telecommunication in Tunis, and S. Ghazali from High Institute of Language in Tunis(computer science aspect). This database provides our morpho-syntactic analysis system with rich morpho-syntactic data. The morpho-syntactic-analysis represents the first pre-treatment step for our LNE extraction system (Level 0). For example, the words **المنطقة** (the region) and **والدوائر** (and centres) are morpho-syntactically analysed as follows:
E.g. 1: (the region)

This Lexical resource constitute the base for our syntactic rules in that it provides lexical information that are basic data in our NE recognition and classification system.

2.1.2 Semantic classification

Our sub-classification of the class « LOCATION » is based on many approaches: field, organisation location, organisation building, geographic location, address and facility.

The figure above show that LOCATION class can be defined by:
Field (politics, security, sport, economy etc.): it functions as a distinctive feature based on a well-defined semantic field classification.

- Geography: this allows us to distinguish geographic proper names from other types of location. This sub-class is subdivided into many subclasses: geopolitical, which includes «country», «city», «region», «department» etc. and geo-natural, in which we put «sea», «mountain», «river» etc.

- Facility: this information is associated to different facility proper names (dam, motorway, stadium etc.).

This information is provided by the recognised LNE constituent information and expressed by fine semantic annotations. The figure below show how LNE are annotated by our system and the classifying information provided by these semantic annotations (for visibility, I put the entity and the annotation in bold):

Figure 4. Examples of LNE annotation output

We note that the second annotation example contains two LNE categories: gNE.Location.GeoAdministrative and gNE.Location.Facility.Religion. Based on entity constituents translated by our lexical semantic classification (e.g. wFacility.Religion), each of these annotations provide some location information (location, geo-administrative, facility, religion). To morpho-syntactic data, we add and semantic information. We classified the linguistic entities involved in LNE structure, in our syntactico-semantic rule system, according to different semantic (semantic fields) and conceptual relations (TW classes). We put this TW lexicon into different categories according to common semantic, conceptual and lexico-syntactic criteria.

A. TW (Trigger words):

TW are word marking NE initial position. For example, مجلس (council), جمعية (association), هيئة (committee) etc. are generic TW belonging to the class LOCATION/ORGANISATION. These
are distinguished from specific TW like (consulate) (airport) for syntactico-semantic reasons. These semantically different TW classes belong to different LOCATION sub-classes since they participate in different syntactico-semantic patterns (rules). In Level 1, we added this lexico-semantic information to morpho-syntactic output of level 0.

B. Proper names:

We have also enriched Level 1 with a set of:
- **Lists of sub-category locations:** these lists of simple LNE of countries, cities, rivers, mountains etc. aims to enrich le lexical database. For example:

  a. المغرب (Morocco), فرنسا (France) etc. => gNE.LOCATION.GeoPolitical.Country
  b. الرباط (Rabat), باريس (Paris) etc. => gNE.LOCATION.GeoAdministrative.City

- **Syntactic entities:** syntactic entities are extracted and annotated using our syntactico-semantic rules combining constituents.

  a. الحدود الجنوبية الشرقية (The southeastern frontiers) => gNE.LOCATION.GeoPolitical
  b. الملعب الباريسي (The Japanese Olympic Stadium) => gNE.LOCATION.Facility.Sport
  c. مدينة أكادير (the city of Agadir) => gNE.LOCATION.GeoAdministrative.City

To illustrate the results of Level 1 we suggest the following two sentences, in which different colors mark different entity classes and sub-classes extracted in this level by our NE recognition and classification system:

**Sentence 1:**

القي إلى الرئيس الروسي فلاديمير بوتين رئيس الاستخبارات العامة السعودية الأمير بندر بن سلطان.

**Sentence 2:**

أكد رئيس المجلس الوطني لحقوق الإنسان تشجيع المبادرات الخصوصية.

In these two examples, the NER system extracted and classified the LNE: موسكو (Moscow) (gNE.LOCATION.GeoAdministrative.Country), in sentence 1, and the complex TW المجلس الوطني (the national council) in of the NE LOCATION/ORGANISATION ambiguity is resolved in the following levels exploiting contextual elements such as the prepositions (in) and ORGANISATION attributes such as رئيس (president) in (the president of the National Council of Human Rights) which disambiguates the NE class into gNE_PERSON_Society. Here, we combine “organisation” with “person function” attribute.

Our study deals with NE linguistic specificities and the elements involved in their syntactico-semantic structures. These linguistic data highlight several levels of analysis.

2.2. Syntactico-Semantic Information

Our study starts from the principles that TW represent the head of the noun phrase NE (NP)and it is accompanied with one or several modifiers or complements. Second, Each LNE class has defined set of attributes (generally extracted in Level 1 and 2), which are put in a well-determined distribution in NE extraction patterns. Third, Complex LNE structures are composed of many linguistic entities combined in a defined order (immediate constituent analysis). Fourth, fine annotation depends on trigger word and extension information. Therefore, in the syntactico-
semantic level, we will shed light on two important aspects: NE structure constituents and NE class attributes.

2.2.1. LNE Structure Constituents

LNE constituents are crucial in LNE constituent combinations and classification. The structure of NE is divided into two parts: trigger words and extensions.

A. Trigger word:

We have taken into account different perspectives in constructing the typology of trigger words:

![TW categorization](image)

As the figure shows, TW sub-categorization provides interesting information for LNE recognition and classification.

B. NE extensions:

The NE extensions concern the morpho-syntactic or syntactic entities occurring after trigger words, they, mark the frontiers of the extracted NE and specify their sub-classes. Information provided by the extension is very useful in solving the problems of NE frontiers and classification.
2.2.2. LNE class semantic attributes and relation with NE

LNE semantic attributes are classes that participate in the formation of their syntactico-semantic patterns. They have values, which are recognised and represented by different types of linguistic entities classified by our NER system. For example, the LNE attribute «person proper name» in شارع شارل دوكول (Charles De Gaulle) has the value «شارل دوكول» شارل دوكول (Charles De Gaulle). LNE attribute position is «after TW» and LNE are, in their turn, are attributes in other named entities.

A. Attributes after TW

In this case, class attribute values do not change LNE class. The formal description is a semantic feature structure: LNE «x attribute» has «y value». For example, the LNE شارع شارل دوكول (Avenue Charles De Gaulle) «person proper name attribute» has «شارل دوكول» دوكول شارل دوكول (Charles De Gaulle) value ».

B. LNE=NE attributes

The LNE do not have attributes before the TW but can be attributes of other NE classes. Nonetheless, they should not be lost within other NE in which they are constituents providing some information such as event/location relation (a and b) and event/organisation relation (c):
EVENT NE attribute ATW = GEOPOLITICAL LOCATION NE

a) (Geneva Meeting) is EVENT NE with «location attribute» whose value is جنيف (Geneva).

b) (The twenty-ninth Olympic Games 2008 in China) is EVENT NE with «location attribute» whose value is الصين (China).

- ORGANISATION NE attribute BTW = LOCATION BUILDING NE
c) (The international Security Council Building) is ORGANISATION NE with «location building attribute» whose value is the whole NE مجلس الأمن الدولي (The International Security Council Building) because the attribute is before the ORGANISATION NE TW. This contributes in solving the problem of some cases of metonymy typical of ORGANISATION NE.

C. The role of «nationality» modifier and of «geopolitical location» complement

«Nationality» and «geopolitical location» are geopolitical (location) attributes in NE whose value is respectively an adjective (modifier) or geopolitical proper name (complement); both entities denote a geopolitical information of the NE in which they are constituent after TW.

a. رئيس الحكومة المغربية سعد الدين العثماني (the Moroccan government president Sa’dd a-ddīn al¬’uṭmānī) => gNE_PERSON_Politics

b. الرئيس الأمريكي Donald Trump (The American President Donald Trump) => gNE_PERSON_Politics
c. البنك المركزي الأوروبي (the European Central Bank)
d. مهرجان مراكش الدولي للفيلم 2019 (Marrakech International Film Festival 2019)

From annotations provided by our NER system, geopolitical origin is one of the information that can be extracted:

<table>
<thead>
<tr>
<th>NE</th>
<th>Annotation</th>
<th>Class</th>
<th>Field</th>
<th>Geopolitical origin</th>
<th>Proper name</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>الرئيس الأمريكي دونالد ترامب</td>
<td>gNE_PERSON_Politics</td>
<td>PERSON</td>
<td>Politics</td>
<td>American (America)</td>
<td>دونالد ترامب</td>
<td>...</td>
</tr>
<tr>
<td>رئيس الحكومة المغربية سعد الدين العثماني</td>
<td>gNE_PERSON_Politics</td>
<td>PERSON</td>
<td>Politics</td>
<td>المغربية (Moroccan/morocco)</td>
<td>سعد الدین العثمانی</td>
<td>...</td>
</tr>
<tr>
<td>البنك المركزي الأوروبي</td>
<td>gNE_ORGANISATION_Finance</td>
<td>ORGANISATION</td>
<td>Finance</td>
<td>الأوروبي (European, Europe)</td>
<td>البنك المركزي الأوروبي</td>
<td>...</td>
</tr>
<tr>
<td>مهرجان مراكش الدولي للفيلم 2019</td>
<td>gNE_EVENT_Art</td>
<td>EVENT</td>
<td>Art</td>
<td>مراكش (Marrakech)</td>
<td>مهرجان مراكش الدولي للفيلم 2019</td>
<td>2019</td>
</tr>
</tbody>
</table>
Location information provided by « nationality » as well as city and country names can be exploited in to enrich different kind of databases for many purposes and to establish relation with other NE classes.

3. RESULTS AND EVALUATION

The result of our LNER system is an XML database with annotated place proper names. Here are some examples:

```xml
<pos start="0" finish="0" content="نفق الشندغة" group="">
<interpretation>
<morphology category="C_NOUN" group="wFacility" lemma="نفق" root="نفق" string="نفق" form="نفق" formv="نفق">
<traitNoun gender="Female" number="Singular" mode="Annexion" case="Accusative"/>
</morphology>
<properties category="gNE.Location.Facility" group="gNE.Location.Facility" lemma="" root="" string="" form="" formv=""/>
</interpretation>
</pos>

<pos start="0" finish="0" content="الجمهورية التونسية">
<interpretation>
<morphology category="C_NOUN" group="gNE.Location.GeoPolitical.Country" lemma="الجمهورية" root="جمهورية" string="الجمهورية" form="جمهورية" formv="جمهوریة "">
<traitNoun gender="Female" number="Singular" mode="Determined" case="Accusative"/>
<traitPronoun category="C_PCL_N" string="ال" formv="ا لْ " />
</morphology>
</interpretation>
</pos>

<pos start="0" finish="0" content="دبي">
<interpretation>
<morphology category="C_VB" group="gNE.Location.GeoAdministrative.City" lemma="دبي" root="دبي" string="دبي" form="دبي" formv="د بَّ/ي د ب">
<traitVerb pronoun="2PFS" tens="IMP_SPL_ACT"/>
</morphology>
<properties category="gNE.Location.GeoAdministrative.City" group="gNE.Location.GeoAdministrative" lemma="دبي" root="دبي" form="دبي" formv="د بَّ/ي د ب">
<traitVerb pronoun="2PFS" tens="IMP_SPL_ACT"/>
</properties>
</interpretation>
</pos>

<pos start="0" finish="0" content="حديقة الخور">
<interpretation>
<morphology category="C_NOUN" group="wFacility" lemma="حديقة" root="حديقة" string="حديقة" form="حديقة" formv="حديقة">
<traitNoun gender="Female" number="Singular" mode="Indetermined" case="Nominative"/>
</morphology>
</interpretation>
</pos>

<pos start="0" finish="0" content="حديقة الخور">
<interpretation>
<morphology category="C_NOUN" group="wFacility" lemma="حديقة" root="حديقة" string="حديقة" form="حديقة" formv="حديقة">
<traitNoun gender="Female" number="Singular" mode="Indetermined" case="Nominative"/>
</morphology>
</interpretation>
</pos>
```
الخور
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Figure 8. Examples of our LNE recognition and annotation

Our LNE system made good results. We used two corpora for evaluation: ANERCorp (154,674 words), which is available online, and French Press Agency (FPA) Corpus (30,000 words). Here is the evaluation table (recall, precision and f-measure):

\[
\text{Recall} = \frac{\text{Number of correctly annotated entities}}{\text{Number of entities in the corpus}} \times 100
\]

\[
\text{Precision} = \frac{\text{Number of correctly annotated entities}}{\text{Number of annotated entities}} \times 100
\]

\[
\text{F-measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
\]
Table 2. LNER results

<table>
<thead>
<tr>
<th>Corpus</th>
<th>NE in the corpus</th>
<th>correctly annotated NE</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANERCorp</td>
<td>4008</td>
<td>3709</td>
<td>92.53 %</td>
<td>96.46%</td>
<td>94.45</td>
</tr>
<tr>
<td>FPA Corpus</td>
<td>2523</td>
<td>2344</td>
<td>94.96 %</td>
<td>97.82 %</td>
<td>96.36%</td>
</tr>
</tbody>
</table>

We exploited the result of our LNER system in the construction of Techlimed research engine filtering by different LNE class (geo-political, geo-administrative, facility, geo-natural), and different fields (politics, economy, social, sport, justice, health, science, religion, administration, etc.). Figure 9 is the research engine interface showing a cloud of NE including LNE recognised by our system:

![Image of the research engine interface](image)

Figure 9. The LNE output in Techlimed research engine

The most frequent are bigger and clearer (bigger size): e.g. الأمم المتحدة (United Nation), الولايات المتحدة (USA), إسرائيل (Israel), الصين (China), إيران (Iran) etc. The less frequent are smaller: e.g. مجلس الأمن الدولي (the International Security Council), جامعة الدول العربية (the Arab League), مركز التجارة العالمية (the International Trade Centre), سويسرا (Switzerland) etc. The research engine uses the output of our system of NE extraction and classification to contextualise the query. The figures below (research engine pages) show some aspects of our LNER contribution in IR:
Figure 10. Research engine contextualisation of the query الامن الدولي (the international security) with NE extracted by our system

The figure shows the obtained results of the query الامن الدولي (the international security). The diagram in the retrieved page on the left of the screen shows that the query is associated not only with LNE but also with the rest of NE recognised by our system; and the click on any NE on the left diagram gives access to the text with the corresponding context on the right side of the page. The research engine also uses the NE classification to filter by classes and subclasses. The following figure is an example a query contextualisation:

Figure 11. Contextualisation of the query لبنان (Lebanon) and filtering by NE classes and subclasses

As we can see, we can filter by class (e.g. PERSON, ORGANISATION, LOCATION, and EVENT) and by field (politics, science, religion, sport, economy etc.).

We also developed an information extraction application using the output of our LNE extraction and classification system. The figures bellow shows the contribution of our NE recognition system in information extraction from administrative letters:
Here les NE annotation are used to fill in the form: administration, country, country2 etc. We can use the same LNE system in any other IE system.

4. CONCLUSION

This paper shows our LNR system and the importance of a linguistic approach in this task. The process is composed of many processing levels going form lexical to syntactico-semantic analysis. The LNE syntactic and semantic information are vital to their extraction and classification. We exploited the output of our system within Techlimed in the information retrieval and extraction applications. We integrated the obtained fine annotations made of LNE classes and subclasses in the systems of indexations for an efficient information retrieval and extraction. We can also extend our analysis to sentence annotation using verb classification as predicates. The objective is, to exploit the output enriched by these semantic annotations, to develop the project of the extraction of relations between different extracted NE classes within sentences. That is to say, we can extract and classify predicate relationship between sentence NE arguments. The obtained results can be used in ontology enrichment and semantic analysis of sentences for many NLP applications like CAT and Controlled Arabic.
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ABSTRACT

To solve the problem of redundant information and overlapping relations of the entity and relation extraction model, we propose a joint extraction model. This model can directly extract multiple pairs of related entities without generating unrelated redundant information. We also propose a recurrent neural network named Encoder-LSTM that enhances the ability of recurrent units to model sentences. Specifically, the joint model includes three sub-modules: the Named Entity Recognition sub-module consisted of a pre-trained language model and an LSTM decoder layer, the Entity Pair Extraction sub-module which uses Encoder-LSTM network to model the order relationship between related entity pairs, and the Relation Classification sub-module including Attention mechanism. We conducted experiments on the public datasets ADE and CoNLL04 to evaluate the effectiveness of our model. The results show that the proposed model achieves good performance in the task of entity and relation extraction and can greatly reduce the amount of redundant information.
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1. INTRODUCTION

Extraction of entity and relation, a core task in the field of Natural Language Processing (NLP), can automatically extract the entities and their relations from unstructured text. The results of this task play a vital role in various advanced NLP applications, such as knowledge map construction, question answering, and machine translation.

Supervised extraction of entity and relation usually uses a pipelined or joint learning approach. The pipelined approach treats the extraction task as two serial sub-tasks: named entity recognition [1] and relation classification. The relation classification sub-task first pairs the identified entities according to some pairing strategy, and then classifies the relationships between the entities. Due to the small number of entities that are related, the pipelined model usually generates a large number of pairs of unrelated entities during the pairing phase. Besides, the method also suffered from error propagating and paying little attention to the relevance of the two sub-tasks. To tackle the problems, researchers have conducted a lot of research on the joint learning and achieved better results. Joint Learning refers to extracting entities and classifying relations by one joint model. The joint models usually adopt three research ideas: parameter sharing [2], [3], [4], multi-head selection [5], [6], [7], and table filling [8], [9], [10]. These ideas take advantage of the relevance of sub-tasks to mitigate the error propagation, but still have to deal with the redundant
information of unrelated entity pairs. Eberts et al. [11] proposed a span-based joint model that relies on the pre-trained Transformer network BERT as its core. The model achieved excellent performance but still suffered from the redundancy problem. Zheng et al. [12] proposed a method that uses a novel labeling mechanism to convert the extraction task into a sequence labeling task without generating redundant information, but is unable to handle the overlapping relations.

To solve the information redundancy problem and overlapping relation problem described above, we propose a joint model that can handle the sub-tasks of named entity recognition (NER), entity pair extraction (EPE), and relationship classification (RC) simultaneously. The NER sub-task uses the pre-trained BERT (Bidirectional Encoder Representations from Transformers) model [13] to generate word vectors, and takes into account the long-distance dependence of entity labels. The EPE sub-task first uses the proposed Encoder-LSTM network to directly extract the multiple sets of related entity pairs from the sample, then identifies the subject entity and the predicate entity in each entity pair. This approach avoids generating the redundant entity pairs in traditional methods, and also works for overlapping relationship. The RC sub-task uses the traditional relation classification method but taking more abundant and reasonable information as its inputs to improve the performance of classification. In order to solve the problem of information loss between sub-modules and strengthen the interaction between sub-tasks, we designed and added the Connect&LayNorm layer between sub-modules. We conducted experiments on the public datasets ADE and CoNLL04 to evaluate the effectiveness of our model. The results show that the proposed model achieves good results, and at the same time the model can greatly reduce the amount of redundant information. Compared with other methods, our NER sub-module and RC sub-module have achieved excellent performance. Compared with the traditional LSMT network, the proposed Encoder-LSTM network achieves a significant improvement in performance.

The remainder of the paper is structured as follows. In section 2, we review the related work of named entity recognition, relation classification, and joint extraction tasks. In section 3, we introduce the joint entity and relation extraction model we proposed in detail. In section 4, we first describe the detailed information about the experimental setup, then introduce the experimental results, and analyze the redundancy problem and overlapping relations in detail. Finally, we give the conclusions in Section 5.

2. RELATED WORKS

2.1. Named Entity Recognition

As a basic task in the field of NLP, NER is to identify the named entities. At present, NER has matured in several research directions. Statistical machine learning-based methods [14], [15], [16] require feature engineering and rely more on corpora. Deep learning-based methods [2], [17], [18] can learn more complex features because of their excellent learning ability. Such methods usually use CNN or RNN to learn sentence features, and then use methods such as conditional random files (CRF) to decode the dependencies between labels, and finally identify the entity label of each token. Deep learning-based methods have also been tried to combine with pre-trained language models such as BERT and achieved excellent performance [19].

2.2. Relation Classification

The RC task is a hot research direction in the information extraction task, and its purpose is to determine the category of relationship between two entities in the sentence. Traditional RC methods [20] have good performance on corpora in specific fields, but they rely too much on NLP tools and require a lot of time to design and extract effective features. Due to the advantages
of easy learning of complex features, methods based on deep learning [21], [22], [23], [24], [25] have also been widely studied and used by researchers. This type of method uses the original sentence information and the information indicating the entity as inputs to a CNN or RNN to learn the features of a sentence, and finally classifies the constructed relation vector. In recent years, methods based on the combination of deep learning and attention mechanisms have gained significant improvement in performance [26], [27].

2.3. Joint Entity and Relation Extraction

The original intention of the method based on joint learning is to overcome the shortcomings of the pipeline-based method. In the early research, feature-based systems [28] can handle two sub-tasks at the same time, but they rely heavily on the features generated by NLP tools and have the problem of propagation errors. To overcome the problems, some methods based on deep learning have been proposed. In 2016, Gupta et al. [9] proposed a Table Filling Multi-Task Recurrent Neural Network (TF-MTRNN) model which simplifies the NER and RC tasks into the Table Filling. In 2017, Zheng et al. [3] improved the work of [2], proposed a joint model that does not use NLP tools, and solved the problem of long-distance dependence of entity labels. In 2017, Zheng et al. [12] proposed a novel labeling mechanism that converts entity and relation extraction task into a sequence labeling task. This method does not generate redundant information. In 2018, to solve the problem of overlapping relations, Bekoulis et al. [5] proposed an end-to-end joint model, which treats the extraction task as a multi-head selection problem, so that each entity can judge the relation with other entities. In 2019, Eberts et al. [11] proposed a span-based model that achieves the SOTA performance in the field of joint extraction of entity and relation. This model abandons the traditional BIO/BIOU annotation method and consists of three parts: span classification, span filtering, and relation classification.

Based on the above research, we propose a joint extraction method for information redundancy elimination. Compared with feature-based methods, this method does not require any additional manual features and NLP tools. Compared with previous methods based on deep learning, our method avoid generating redundant information and can handle the overlapping relations.

3. MODEL

![Figure 1. The framework of joint extraction model.](image)
The joint model we proposed consists of three modules: NER module, EPE module, and RC module, as shown in Fig. 1. The NER module identifies the entity label of each token in the text. The EPE module takes sentences and entity labels as inputs, to extracts multiple related entity pairs, and identifies the subject entity and predicate entity for each pair of entities. The RC module classifies the relations.

### 3.1. Named Entity Recognition

The essence of the NER task is sequence labeling, which assigns a label to each token in the sentence. As shown in Fig. 1, the NER module of the proposed model includes a pre-trained BERT model for generating word vectors, an LSTM decoding layer for solving label dependencies [3], and a softmax layer. At first, the NER module inputs the constructed input vector to the BERT model [13] and obtains the word vector of the sentence. The set of word vectors can be expressed as $S = \{w_1, \cdots, w_i, \cdots, w_l\} \in \mathbb{R}^{d \times l}$, where $w_i$ is the $d$-dimensional word vector of the $t$-th word and $l$ is the fixed length of samples. Next, $S$ is inputted to the LSTM decoding layer to perform the following calculation:

$$y_t = LSTM(w_t)$$

where $y_t \in \mathbb{R}^d$, the output of the $t$-th unit of the decoding layer. Finally the predicted probability of each label of each token of the sentence is obtained through the softmax layer. The predicted probability is expressed as $N = \{p_1, \cdots, p_i, \cdots, p_n\} \in \mathbb{R}^{n \times l}$, where $n_i$ stands for the number of entity labels in the NER module. The loss function of a single sample of this module can be expressed as:

$$L_{ner} = -\sum_{j=1}^{l} \sum_{i=1}^{n} Y_{ji} \cdot \log(N_{ji})$$

where $Y \in \mathbb{R}^{l \times n}$ is the label of a single sample in the NER module.

Considering the correlation between sub-tasks, we use the original sentence information and the prediction information of the label as the input of the EPE module, denoted as $Z_{connect} = \{z_1, \cdots, z_i, \cdots, z_l\} \in \mathbb{R}^{l \times n \times d}$, where $z_i = [w_i; p_i]$. In addition, we perform LayerNorm [29] processing on the combined input, which is expressed as:

$$Z = LayerNorm(Z_{connect})$$

### 3.2. Entity Pair Extraction

The EPE task is designed to extract multiple pairs of related entities from the inputted sentence. As shown in Fig. 1, the EPE module consists of an Encoder-LSTM network, an LSTM decoding layer, and a softmax layer. Retrieving the pairs of related entities from the sample in a specific order can get a unique sequence, in the form of $[(\text{subject entity, predicate entity}), \ldots, (\text{subject entity, predicate entity})]$. When the search order is from left to right, the sequence corresponding to the input sample of Fig. 1 takes the form of $[(\text{David, AP}), (\text{AP, Seattle})]$. The order of the sequence is not dependent on whether or not there are overlapping relations among the entities. It is easy to find that the current element pays more attention to the information of the previous element, so we need to retain more new information in each recurrent unit. The addition of new memory in GRU is limited by the old memory, and the update gate in LSTM independently...
controls how much information in added to the new memory, and the LSTM network can alleviate the problem of gradient disappearance in the traditional RNN model with the long sequence.

Based on the above analysis, the EPE module first uses the Encoder-LSTM network to model the order of the sequence. The output of each recurrent unit of the Encoder-LSTM network is a sentence encoding that contains a pair of related entities. Our proposed Encoder-LSTM network consists of the Encoder structure in Transformer and the LSTM network. The design purpose of the network is to use the Encoder to improve the ability of the recurrent unit to model sentences. The design idea of the network is similar to ConvLSTM [30]. The structure of the Encoder-LSTM network is shown in Fig. 2.

The network is composed of four parts: the input gate $I_t$, the forget gate $F_t$, the output gate $O_t$, and $\tilde{C}_t$, each of which has its own sentence coding structure $Encoder_i$, $Encoder_f$, $Encoder_o$, and $Encoder_c$ respectively. The calculation details of the Encoder-LSTM network are as follows:

\[
I_t = \sigma(Encoder_i([Z;H_{i-1}]) \cdot W_i + b_i) \tag{4}
\]
\[
F_t = \sigma(Encoder_f([Z;H_{f-1}]) \cdot W_f + b_f) \tag{5}
\]
\[
O_t = \sigma(Encoder_o([Z;H_{o-1}]) \cdot W_o + b_o) \tag{6}
\]
\[
\tilde{C}_t = \tanh(Encoder_c([Z;H_{c-1}]) \cdot W_c + b_c) \tag{7}
\]
\[
C_t = I_t \cdot \tilde{C}_t + C_{t-1} \cdot F_t \tag{8}
\]
\[
H_t = O_t \cdot \tanh(C_t) \tag{9}
\]

where $t=0,1,...,n$, $n$ stands for the number of related entity pairs being extracted, which is the hyperparameter of the model. $C_t$ and $H_t$ are the state and output of the current recurrent unit respectively. $C_{t-1}$ and $H_{t-1}$ are the state and output before current unit respectively.
Figure 3. The structure of Encoder.

The function Encoder represents the Encoder structure in the Transformer model [29]. The structure of Encoder is shown in Fig. 3. The output of the Encoder-LSTM network is $n$ sets of sentence encoding $H = \{H_1, \ldots, H_n\} \in \mathbb{R}^{d \times n}$, where $d$ is the dimension of the hidden layers of the networks.

The relation type of the entity pair is determined by both the types of the subject entity and the predicate entity. Just knowing the categories of two entities is not sufficient to determine the relationship of the entity pair. Therefore, the EPE module should be able to identify the subject-predicate label of entities in the sentence encoding. The EPE module takes $H$ as input and predicts the subject-predicate label of entities through the LSTM decoding layer and the softmax layer. The prediction probability of the subject-predicate label is expressed as $P = \{P_1, \ldots, P_n\} \in \mathbb{R}^{d \times n}$. The loss function of a single sample of this module can be expressed as:

$$L_\text{type} = -\sum_{i=1}^{n} \sum_{j \in \mathbb{L}} \sum_{k \in \mathbb{L}} Y_{ijk} \log(M_{ijk})$$

where $Y \in \mathbb{R}^{d \times n}$ is the subject-predicate label of a single sample, and $n$ is the number of subject-predicate labels in the EPE module.

3.3. Relation Classification

The goal of the RC module is to classify the relations of entity pairs that have been specified by subject-predicate labels. As shown in Fig. 1, this module consists of Encoder structure, Attention mechanism, and softmax layer.

The input of the traditional RC task contains not only sentence encoding information but also position information indicating two entities. This is different from the RC task of the previous joint method that only uses inter-entity sentence information [3] or two tokens as input information [5]. To improve the performance of the RC task, we adopt the idea of Position Feature [23] and Position Indicators [24], and use the predicted subject-predicate labels $M_i$ of entities as the position indicator of two entities. In addition, in order to strengthen the interaction between sub-tasks and solve the problem of information loss between sub-tasks, the input of the RC task also includes the information of NER module. Finally, the RC task takes the concatenation of the sentence encoding $H_i$, the predicted subject-predicate label $M_i$, the
predicted entity label $N$, and the word vectors $S$ as the input, which can be expressed as $[M;H;N;S] \in \mathbb{R}^{(d_e+n_e+d+n)}$, $t \in 1, 2, ..., n$. Next we perform LayerNorm [29] processing on the input.

$$L_N = \text{LayerNorm}(M;H;N;S)$$

To improve the performance, the RC module first uses the Encoder structure to learn sentence features.

$$L_t = \text{Encoder}(L_N)$$

then the features are processed by the Attention mechanism [31] to get the relation vector.

$$r_t = \text{Attention}(L_t)$$

where $r_t \in \mathbb{R}^{d_e+n_e}$ represents the relation vector of the $t$-th related entity pair. Finally, the module obtains the predicted probability $P = \{p_1, \ldots, p_r, \ldots, p_n\} \in \mathbb{R}^{n_r}$ of the relation category through the softmax layer, where $p_i \in \mathbb{R}^n$ is the prediction probability of the relation category of the $t$-th entity pair, and $n_r$ is the number of relation categories. The loss function of a single sample of this module can be expressed as:

$$L_{\text{ner}} = -\sum_{j=1}^{n_r} \sum_{i=1}^{n} Y_{ij} \cdot \log(P_{ij})$$

where $Y \in \mathbb{R}^{n_r}$ is the relation label of a single sample.

Different from the traditional joint model, our model performs the task of entity and relation extraction with three sub-modules, and the final loss is the sum of the three parts: $L_{\text{all}} = L_{\text{ner}} + L_{\text{rep}} + L_{\text{rc}}$.

4. EXPERIMENT AND ANALYSIS

4.1. Experimental Setting

DATASET: We conducted experiments on two datasets: (i) Adverse Drug Events, ADE dataset [32], and (ii) the CoNLL04 dataset [33]. ADE: The dataset includes two entity types Drug and Adverse-Effect and a single relation type Adverse-Effect. There are 4272 sentences and 6821 relations in total and similar to previous work [11], we remove ~120 relations with overlapping entities. Since there are no official test set, we evaluate our model using 10-fold cross-validation similar to previous work [11]. The final results are displayed in F1 metric as a macro-average across the folds. We adopt strict evaluation setting to compare to previous work [5], [11], [34], [35]. CoNLL04: The dataset contains four entity types (Location, Organization, Person, Other) and five relation types (Kill, Live_in, Located_in, OrgBased_in, Work_for). For the dividing rules of the dataset, the experiment follows the method defined by Gupta et al. [9]. The original 1441 samples are divided into the training set, the validation set, and the test set, with 910, 243, and 288 samples respectively. We adopt relaxed evaluation setting to compare to previous work [5], [9], [10]. We measure the performance by computing the average F1 score on the test set.

BASELINES: The baselines we used are recent methods for the ADE dataset and the CoNLL04 dataset. Method Li et al. (2016) [34] and method Li et al. (2017) [35] have achieved good results on the ADE corpus using a joint model based on parameter sharing. Methods Gupta et al.(2016)

METRICS: To compare with the previous research, the experiment will evaluate the performance of the three sub-tasks by the values of Precision, Recall, and F1-measure. We use two different settings to evaluate performance, namely strict and relaxed. In the strict setting, an entity is considered correct if the boundaries and the type of the entity are both correct; an entity pair is considered correct if the boundaries and the type of the subject entity and the predicate entity are both correct and the argument entities are both correct; a relation is correct when the type of the relation and the argument entity pair are both correct. In the relaxed setting, the experiment will assume that the boundary of the entities is known, an entity is considered correct if the type of any token of the entity is correctly classified; an entity pair is correct when the type of any token of the subject entity and the predicate entity are both correct and the argument entities are both correct; a relation is correct when the type of the relation and the argument entity pair are both correct. The formulas for Precision, Recall, and F1 are as follows.

\[
\text{Precision} = \frac{TP}{TP + FP}\tag{15}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}\tag{16}
\]

\[
F_1\text{- measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}\tag{17}
\]

HYPERPARAMETERS: The experiment uses the language Python, the TensorFlow libraries, and the pretrained BERT model of cased_L-12_H-768_A-12 to implement the joint model. For our training on the ADE dataset, the learning rate, the batch size, and the number of iterations are 0.00002, 8, and 40 respectively. The fixed length of the sentence is 128. The value of Dropout is varied for modules and ranging from 0.3 to 0.5. The number of hidden layer units in the Encoder-LSTM network is 96, and the hyperparameter \( n \) is 3. The number of layers, the number of heads in Encoder-LSTM network are 2, 4 respectively. We adjusted the hyperparameters of the model for different datasets. The experiment was conducted on an Nvidia DGX-1 server equipped with 8 TeslaV100 GPUs with 128GB of memory per GPU.

4.2. Results

The final experimental results are shown in Table 1. The first column indicates the considered dataset. The second column is the comparable previous methods and ours. The results of the NER task (Precision, Recall, F1) are shown in the next three columns, then follows the results of EPE and RC task. Since the EPE task is proposed for the first time in this paper, there are no comparable results for this task. The last column gives the average F1 of all sub-tasks (Overall F1).
For the ADE dataset, we can observe that in the NER task, the Proposed(Encoder-LSTM) method achieves the best performance. The macro-F1 value of this method is 2.5% higher than that of the Eberts et al. (2019) method. In the EPE task, the macro-F1 value of the Proposed(Encoder-LSTM) method is 83%. In the RC task, the Proposed (Encoder-LSTM) method has significantly improved the macro-F1 value compared to the Li et al. (2016) method, Li et al. (2017) method, and Bekoulis et al. (2018) method, and has similar performance compared to the Eberts et al. (2019) method.

Considering the results in the CoNLL04 dataset, we can observe that the Proposed(Encoder-LSTM) method achieves the best results in the NER task. Compared with method Bekoulis et al. (2018), the Proposed(Encoder-LSTM) method has a significant improvement in F1 value. In the EPE task, the F1 value of the Proposed(Encoder-LSTM) method is 67.78%. In the RC task, the Proposed(Encoder-LSTM) method achieves good results. Compared with method Adel&Schütze(2017), the F1 value of the Proposed(Encoder-LSTM) method is increased by about 2.3%.

It can be seen from the results that our model has achieved excellent performance on both NER and RC modules, but the overall performance of our model is similar to the comparison methods. The reason for the above phenomenon is that the performance of EPE module has become the bottleneck of the overall performance of the model. It can be noticed that there are differences in the performance of the model on the two datasets. After analysis, this is related to the number of samples containing multiple related entity pairs in the dataset. Because our model extracts entity pairs by learning the order relationship of related entity pairs, the ADE dataset can provide more effective data than the CoNLL04 dataset.
### Table 2. Ablation tests on the ADE dataset.

<table>
<thead>
<tr>
<th>Settings</th>
<th>NER F1(%)</th>
<th>EPE F1(%)</th>
<th>RC F1(%)</th>
<th>Overall F1(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>91.59</td>
<td>80.09</td>
<td>78.91</td>
<td>83.50</td>
</tr>
<tr>
<td>- LSTM Decoder</td>
<td>91.32</td>
<td>79.73</td>
<td>78.81</td>
<td>83.28</td>
</tr>
<tr>
<td>- Connect&amp;LayerNorm</td>
<td>91.56</td>
<td>78.51</td>
<td>76.66</td>
<td>82.24</td>
</tr>
<tr>
<td>- Encoder-LSTM</td>
<td>91.04</td>
<td>76.24</td>
<td>74.81</td>
<td>80.69</td>
</tr>
</tbody>
</table>

We conduct ablation tests on the ADE dataset reported in Table 2 to analyze the effectiveness of the Encoder-LSTM network and other components in the model. The performance of the model decreases (~0.2% in terms of Overall F1 score) when we remove the LSTM decoder layer. This shows that the LSTM Decoder layer can strengthen the ability of the model to learn the dependency between entity tags [3]. The performance of EPE and RC tasks decreases (~1.2%) when we remove the Connect&LayerNorm layer of the RC module and only use the predicted subject-predicate labels and the sentence encoding as inputs for the RC task. This shows that the predicted entity labels and the word vectors provide meaningful information for the RC component and this approach can solve the problem of information loss between subtasks. There is also a reasonable explanation that this approach is similar to the residual structure [29], which can alleviate the problem of gradient disappearance. Finally we conduct experiments by removing the Encoder-LSTM network and substituting it with a LSTM network. This approach leads to a slight decrease in the F1 performance of the NER module, while the performance of the EPE task and the RC task decreased by about 2%. This happens because the Encoder structure in the Encoder-LSTM network can improve the ability of recurrent units to model sentences.

### Table 3. Model performance for different hyperparameter values.

<table>
<thead>
<tr>
<th>Hyper-parameters</th>
<th>value</th>
<th>NER F1(%)</th>
<th>EPE F1(%)</th>
<th>RC F1(%)</th>
<th>Overall F1(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encoder-layer</td>
<td>2</td>
<td>91.46</td>
<td>78.86</td>
<td>77.20</td>
<td>82.51</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.59</td>
<td>80.09</td>
<td>78.81</td>
<td>83.50</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>91.59</td>
<td>78.62</td>
<td>77.36</td>
<td>82.52</td>
</tr>
<tr>
<td>hidden size</td>
<td>32</td>
<td>91.25</td>
<td>77.58</td>
<td>75.75</td>
<td>81.52</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>90.73</td>
<td>78.42</td>
<td>77.17</td>
<td>82.10</td>
</tr>
<tr>
<td></td>
<td>96</td>
<td>91.59</td>
<td>80.09</td>
<td>78.81</td>
<td>83.50</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>91.60</td>
<td>78.96</td>
<td>77.43</td>
<td>82.66</td>
</tr>
</tbody>
</table>

We also evaluated the impact of different hyperparameter values in the Encoder-LSTM network on model performance. Table 3 show the performance of our model on the ADE dataset for different values of Encoder layer and hidden size hyperparameters in Encoder-LSTM network, respectively. It can be observed that the model achieves the best performance with the encoder layers of 3 and the hidden size of 96.

### 4.3. Analysis of Redundancy and Overlapping Relation

The redundancy problem means that the model generates and has to evaluate a large number of unrelated entity pairs. The method we proposed directly extracts the pairs of related entities from the samples, without producing redundant information in the traditional sense. In order to solve the problem of different numbers of triples in different samples, our method uses the
hyperparameter $n$ to specify the number of related entity pairs extracted in each sample, but this approach leads to the inevitable generation of redundant sentence coding in the EPE module.

Because the redundancy of the model is proportional to the number of times the model classifies the relationships, we use this number to evaluate and compare the redundancy of different models. The method proposed by Miwa et al. [8] labels $m(m-1)/2$ cells in the entity and relation table to predict possible relationships, where $m$ is the sentence length. The method by Zheng et al. [3] and Bekoulis et al. method [5] first identify entities, and then classify the relationships between each pair of entities, so these two methods classify the relationships $k^2$ times, where $k$ is the number of identified entities. Our method directly extracts the related entity pairs and then classifies the relationships of each entity pair. Therefore, the number of times our method classifies the relationships is equal to the number $n$ of related entity pairs extracted by the model, and $n$ is the hyperparameter of our model. Based on the above analysis, we obtain a statistical table of the number of times the model classifies the relationships, as shown in Table 4.

Table 4. Redundancy of different models.

<table>
<thead>
<tr>
<th>Methods</th>
<th>times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miwa&amp;Sasaki(2014)</td>
<td>$m(m-1)/2$</td>
</tr>
<tr>
<td>Zheng et al.(2017)</td>
<td>$k^2$</td>
</tr>
<tr>
<td>Bekoulis et al.(2018)</td>
<td>$k^2$</td>
</tr>
<tr>
<td>Proposed</td>
<td>$n$</td>
</tr>
</tbody>
</table>

The parameter $m$, $k$ and $n$ in the Table 4 stand for the sentence length, the number of entities, and the hyperparameter of our model respectively.

![Figure 4. Distribution histogram of the number of triples in the ADE dataset.](image)

After analysis, more than 99% of the word pairs are irrelevant [9]. About 45% of the samples contain more than 3 entities, and the related entity pairs only account for a small part of all entity pairs. As shown in Fig. 4, about 77% of the samples contain only one triple, and about 96% of the samples contain no more than three triples. For example, assuming the input sample is shown in Fig. 1, then $m$, $k$, and $n$ take the value of 128, 3, and 3 respectively. The number of times of Miwa&Sasaki(2014) method, Zheng et al. (2017) method, Bekoulis et al. (2018) method, and our
method are 8128, 9, 9, and 3 respectively. Therefore, if the value of \( n \) is appropriately selected, the redundancy of the proposed method is much smaller than that of other methods.

![Figure 5](image1.png)

**Figure 5.** Model performance for different values hyper-parameter \( n \).

Since the redundancy of our model depends on the value of \( n \), to evaluate the impact of redundancy on performance, we conduct experiments based on different values of \( n \), and the results are shown in Fig. 5. It can be observed that the model has the best overall performance when the hyperparameter \( n \) is 3. The change of the value of \( n \) has little effect on the performance of the NER module and the EPE module. As the value of \( n \) increases, the performance of the RC module and the EPE module decreases significantly. After analysis, this phenomenon is related to the distribution of the number of triples in the sample. Theoretically, as the value of \( n \) increases, the EPE module can better model the sequence information of related entity pairs. However, it can be seen from Fig. 4 that there are very few useful data when \( n \) is greater than 3. At this time, the increase of the value of \( n \) not only cannot help the learning of the EPE module, but also seriously interferes with the training of the model. Based on the above analysis, the choice of \( n \) value should depend on the distribution of the number of triples in the sample. If the samples in the corpus contain sufficient related entity pairs, our model will perform better, otherwise our model will perform not well.

There are two types of overlapping relations [36]. The first type is that an entity has relations with multiple other entities. Our EPE module uses the order information of the sequence of related entity pairs to extract entity pairs. This type of overlapping relations does not affect the unique order of the sequence. Therefore, the proposed method works well with such situation. The second type of overlapping relations refers to the multiple relationships between one entity pair. Since this situation does not exist in the ADE dataset and the CoNLL04 dataset, we treat the RC task as a multiclass classification task to evaluate which relationship category the entity pair belongs to. Specifically, our model uses the softmax function as the activation function of the output layer, and the categorical cross-entropy as the loss function. If we need to deal with the second kind of overlapping relations, we can treat the RC task as a multilabel classification task, such as the Bekoulis method [5], to evaluate the various relationships that may exist in the entity pair. Specifically, our model uses the sigmoid function as the activation function of the output layer, and uses binary cross-entropy as the loss function.
5. CONCLUSION

We have presented the joint extraction model based on entity pair extraction with information redundancy elimination. The model first extracts multiple sets of sentence encoding from the sample, then identifies the subject entity and the predicate entity in each set of sentence encoding, and finally classifies the relationship between the two entities. We also propose the Encoder-LSTM network, which improves the ability of recurrent units to model sentences. By conducting experiments on the ADE dataset and the CoNLL04 dataset, we verified the effectiveness of the method and evaluated the performance of the model. Compared with other joint extraction methods, our method solves the problem of redundancy of unrelated entity pairs while achieving excellent performance, and can handle the cases with overlapping relationships.

Since the performance of our EPE module limits the overall model, as the future work we will try to optimize the solution of the EPE. And we plan to verify the proposed method on more actual datasets.

ACKNOWLEDGEMENTS

The work is partially supported by the Shaanxi Key Laboratory of Network Data Analysis and Intelligence Processing. Our deepest gratitude also goes to the anonymous reviewers for their suggestions for improving this paper.

REFERENCES


**AUTHORS**

**Yuanhao Shen**

He received the B.E. degree from Xi’an University of Posts and Telecommunications, China, 2018. He is currently pursuing the master’s degree in the College of Computer Science and Technology. His research interests include natural language processing and deep learning.

**Jungang Han**

He is a professor at Xi’an University of Posts and Telecommunications. He is the author of two books, and more than 100 articles in the field of computer science. His current research interests include artificial intelligence, deep learning for medical image processing.

© 2020 By AIRCC Publishing Corporation. This article is published under the Creative Commons Attribution (CC BY) license
**DOMAIN-TRANSFERABLE METHOD FOR NAMED ENTITY RECOGNITION TASK**

Vladislav Mikhailov¹,² and Tatiana Shavrina¹,²

¹Sberbank, Moscow, Russia
²Higher School of Economics, Moscow, Russia

**ABSTRACT**

Named Entity Recognition (NER) is a fundamental task in the fields of natural language processing and information extraction. NER has been widely used as a standalone tool or an essential component in a variety of applications such as question answering, dialogue assistants and knowledge graphs development. However, training reliable NER models requires a large amount of labelled data which is expensive to obtain, particularly in specialized domains. This paper describes a method to learn a domain-specific NER model for an arbitrary set of named entities when domain-specific supervision is not available. We assume that the supervision can be obtained with no human effort, and neural models can learn from each other. The code, data and models are publicly available.
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1. **INTRODUCTION**

Named Entity Recognition (NER) is a rapidly developing NLP task that aims to extract mentions of entities from texts and label them with the predefined semantic types such as PER (person), LOC (geographical location), ORG (organization), etc. Regarding the definition of named entity (NE), we follow [1] who classify NEs into two main categories: generic entities (e.g., person, geographical location and organization) and domain-specific entities (e.g., genes and terms). The increasing need to process a large amount of data facilitates the development of NER models, particularly in specialized fields that exhibit an extensive variety of NEs. Nevertheless, a corpus of high-quality NER annotations is difficult and expensive to obtain since it requires domain expertise. In the practical setting, little or no domain supervision is available, specifically for the Russian language.

Hence, we exploit a method to construct a domain-specific labelled dataset for NER without human supervision. The dataset is then used to train a domain-specific NER model for extraction of knowledge graph (KG) entities in the downstream task of question answering (QA). The methodology includes the following subtasks. (1) Construction of a domain-specific entity vocabulary using the Wikipedia category graph and a set of seed categories. (2) Construction of a domain-specific text corpus from the corresponding Wikipedia articles and publicly available resources. (3) Training a general-domain NER model for preliminary text annotation. (4) Implementation of the morphology-based algorithm for automatic text annotation using the entity vocabulary. (5) Assembly of domain-specific NER dataset from annotations obtained with the general-domain NER model and the morphology-based algorithm. (6) Training the final domain-specific NER model.
We consider that the methodology is domain-transferable and can be modified to depend upon the target domain and available data. We conduct experiments in the domain of Russian History which is represented by a rich set of both generic (historical figures, names of battles, wars and cultural properties) and domain-specific entities (historical terms, concepts and phenomena). Besides, we report the results of the NER model on an additional test set which consists of 1,795 manually annotated samples from the Unified State History Exam.

2. RELATED WORKS

Domain-specific NER using external knowledge has been a subject of recent research. The main idea is to use publicly available text data to extract features for NER models [2] or combine texts with non-linguistic data such as game states [3]. Current state-of-the-art NER models incorporate external knowledge from BERT-based language models [4]. Nevertheless, the direct application of pre-trained language models in the domain-specific scenario may result in unsatisfactory performance due to shift in word distribution or an insufficient representation of domain knowledge in the pretraining corpora. The problem has been alleviated in the scientific and biomedical domains for English. SciBERT [5] and BioBERT [6] achieved significant improvement over original BERT [7] on a number of downstream tasks within the domains. However, a vast amount of domain texts is required to train domain-specific language models. Another approach involves training NER models using dictionaries from domain-specific KGs [8]. The model achieved strong performance competitive to supervised benchmarks. Still, there is a lack of publicly available domain-specific KGs and domain-specific NER datasets for the Russian language that can be used as a source of domain knowledge.

A common NER solution is to fine-tune a BERT-based model on the available supervision. However, the target domain usually differs from the pre-training corpus which may result in the unsatisfactory performance of the model on the downstream task. Recently, unsupervised domain adaptation of language models has shown quality improvement in a number of NLP tasks, including sequence labelling [9]. [10] study unsupervised domain adaptation of BERT in the limited labelled and unlabelled data scenarios. The results report that fine-tuning of the pre-trained language model even on a small amount of domain data (1,000 samples) before training on the downstream task improves performance. In our work, we apply the domain adaptation procedure to compare the performance of the trained BERT-based NER models. We now describe the data collection pipeline, automatic annotation procedure and the model training.

3. METHOD

We investigate a setting when no domain-specific supervision and annotation resources are available. We proceed from the assumption that a model can learn from another model, and domain-specific texts can be annotated without human effort using only an entity vocabulary. Section 3.1 describes the construction of the domain-specific entity vocabulary V and domain-specific text corpus D using publicly available resources. We also train a general-domain NER model on an available general-domain NER dataset. We refer to this model as RuBERT-general and use it as a source of external knowledge particularly about generic entities (see Section 3.2.1). Besides, we developed a morphology-based annotation algorithm over V which serves as a source of domain knowledge (see Section 3.2.2). Each text from D was annotated with RuBERT-general and the morphology-based annotation algorithm. We then unified the annotations obtained from the previous steps (see Section 3.2.3). The general-domain NER dataset is further combined with the assembled domain-specific NER. This allows us to train a model that is aware of both domain and general knowledge. Finally, we train the domain-specific NER model on the resulting annotations. We describe the training procedure and the results of
the experiments in Section 4. Section 5 presents the discussion of the method and outlines future work. Section 6 highlights the main contribution of this work and draws the conclusion.

3.1. Data Collection

Data collection pipeline consists of two stages: construction of a domain-specific entity vocabulary $V$ and construction of a domain-specific text corpus $D$. If a primary $V$ is not available, it is important to conduct the collection procedure thoroughly for the model to learn relevant domain-specific entities as well as contexts in which they can occur.

In the first stage, we used Wikipedia API to retrieve a list of titles of Wikipedia articles related to the domain of Russian History. We traversed the Wikipedia graph over a set of seed categories, e.g. "History of Russia, by periods", "Battles involving Kievan Rus’", "Wars involving Russia" and etc. For each title in the retrieved list, we parsed a text of the corresponding article, a summary, a list of categories and a list of interlinks in the article. Each interlink and Wikipedia title are considered to be NEs and added to $V$. We collected statistics on how frequently each NE $\in V$ is referred to in the Wikipedia articles. We also built a frequency vocabulary for the list of categories for each NE. NEs with the interlink frequency of lower than 2 and the category frequency of lower than 3 are discarded from $V$. Furthermore, we filtered $V$ with a set of seed words for category names such as "USSR", "war", "battle", "culture", "politics" and etc. Figure 1 shows an example of NEs for the Wikipedia article “Treaties of Tilsit”, where the interlinks are underlined and coloured in blue. The interlink frequency of the NE “Treaties of Tilsit” is 202. The NE relates to the following categories: “19th-century treaties”, “Napoleonic Wars treaties”, “1807” and etc.

![Figure 1](image-url)

Treaties of Tilsit

From Wikipedia, the free encyclopedia

Not to be confused with Act of Tilsit.

The Treaties of Tilsit were two agreements signed by Napoleon I of France in the town of Tilsit in July 1807 in the aftermath of his victory at Friedland. The first was signed on 7 July, between Emperor Alexander I of Russia and Napoleon I of France, when they met on a raft in the middle of the Neman River. The second was signed with Prussia on 9 July. The treaties were made at the expense of the Prussian king, who had already agreed to a truce on 25 June after the Grande Armée had captured Berlin and pursued him to the easternmost frontier of his realm. In Tilsit, he ceded about half of his pre-war territories.

We additionally retrieved NEs from publicly available structured resources such as glossaries, educational books and tasks from the Unified State History Exam to enrich $V$. Consider the examples of the NEs in the resulting $V$. Generic NEs include “Christianization of Kievan Rus’”, “Vladimir the Great”, “Seven Years’ War”, “Saint Petersburg”, “Battle of Borodino” and etc. Domain-specific entities include “Oprichnina”, “Streltsy”, “Bondhold”, “Time of Troubles” and etc. An important note should be made that the quality of the $V$ depends on the depth of the Wikipedia graph traversal due to a number of ambiguous titles and a large degree of cross-reference in the articles. We experimented with the traversal depth values of 1 and 2. The first vocabulary consists of nearly 17,000 NEs, while the second one includes 95,000 NEs, mostly redundant ones. The quality of the resulted vocabularies was validated manually. Towards a better quality of the domain NEs, we used the first vocabulary in our experiments.

In the second stage, we constructed a domain-specific corpus $D$ which consists of texts from publicly available resources such as books about Russian History (autobiographical fiction, educational books, documentaries and series of lectures), the Wikipedia article summaries, the
Unified State History Exam variants and tests on Russian History. The size of the corpus is 5.65M tokens. We used $D$ to obtain annotations with the general-domain NER model and the morphology-based algorithm. Besides, we used $D$ for domain adaptation of the final NER model. We provide details in the next section.

### 3.2. Automatic Annotation Procedure

#### 3.2.1. General-domain Annotation

RuBERT [11] is a monolingual BERT model for the Russian language which outperforms multilingual BERT over a number of NLP tasks for Russian including NER ([http://docs.deeppavlov.ai/en/master/features/models/ner.html](http://docs.deeppavlov.ai/en/master/features/models/ner.html)). In our experiments, we use RuBERT architecture for the RuBERT-general model and for the domain-specific NER model. Note that these are two different models. We obtained RuBERT-general by fine-tuning RuBERT model on WikiNER [12]. WikiNER is a general-domain NER dataset which has proved its quality for the NER task and is widely used in multiple languages. The dataset consists of 204,778 samples in the Inside-Outside-Beginning (IOB) scheme with 4 semantic labels: “PER”, “LOC”, “ORG” and “MISC”. The data was randomly split into 163,822 train samples, 20,478 dev samples and 20,478 test samples. We trained the model for 5 epochs with default parameters using Hugging Face NLP-library [13]. Evaluation results of the general-domain NER model on the dev and test sets are presented in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dev</td>
<td>0.910</td>
<td>0.914</td>
<td>0.912</td>
</tr>
<tr>
<td>Test</td>
<td>0.913</td>
<td>0.916</td>
<td>0.914</td>
</tr>
</tbody>
</table>

Each text $\in D$ was annotated with RuBERT-general. Figure 2 shows an example of the text “Ivan The Terrible introduced oprichnina.” and its RuBERT-general annotation. $w$ of indices $\in \{0, \ldots, 4\}$ refers to a word token. “B” (begin) prefix denotes the first token of an entity mention and “I” (inside) prefix corresponds to the tokens following it.

![Figure 2. An example of the text annotated with the RuBERT-general model.](image)

#### 3.2.2. Domain-specific Annotation

To provide annotations on domain-specific entities, we implemented a morphology-based algorithm for automatic text annotation using only $V$. The algorithm is closely related to [14]. The work proposes assembly of a general-domain NER dataset, called SESAME, using DBpedia as a source of NEs & their semantic types and Wikipedia as a document collection. A basic idea is to detect mentions of DBpedia entities in a Wikipedia text based on the exact match. Each entity mention (i.e. a character span) is tagged with its corresponding semantic type from DBpedia. Figure 3 shows an example of the annotation. The DBpedia entities “John Smith” and...
“Rio de Janeiro” are tagged with their corresponding labels “PER” and “LOC” in the IOB format. \( w \) of indices \( \{0, \ldots, 7\} \) denotes a word token, while \( s \) corresponds to a sentence token. In contrast, we construct the entity vocabulary from scratch. Semantic labels are the general-domain NER predictions or the “MISC” label assigned with the morphology-based algorithm. We now describe the annotation procedure with the algorithm.

Figure 3. An example of the text annotation algorithm by [14].

In an offline step, we split each text into sentences using rusenttokenize library, a rule-based sentence segmenter for Russian (https://pypi.org/project/rusenttokenize). Each NE \( \in V \) and each text from the corpus was tokenized with Spacy Russian Tokenizer (https://github.com/aatimofeev/spacy_russian_tokenizer) and lemmatized with pymorphy2 [15]. Next, we identify mentions of NEs \( \in V \) in the processed input text. Each mention is tagged with the “MISC” label in the IOB format to mark the boundaries of the entity. The remaining tokens are tagged with “O” (outside). The overall scheme is outlined in Figure 4, where \( t \) corresponds to the input text and \( e \) denotes the detected mentions of entities from \( V \).

Figure 4. A graphical structure for annotation procedure with the morphology-based algorithm.

Note that one can use a general-domain KG such as Wikidata to map instances of NEs with their corresponding labels to enrich the semantic label inventory, e.g. “city” \( \Rightarrow \) “LOC”. Another option for the algorithm modification is to manually annotate all entities in \( V \) only once, and then assign the labels to all entity mentions. For instance, “Ivan The Terrible” \( \Rightarrow \) “B-PER I-PER” or “Treaties of Tilsit” \( \Rightarrow \) “B-MISC I-MISC I-MISC”. During the annotation procedure, the corresponding set of predefined labels is then can be assigned to each entity mention.

3.2.3. Annotation Unification

Therefore, each text \( \in D \) has two annotations. The next step is to unify the obtained annotations. If an entity mention is annotated by both the RubERT-general model and the morphology-based algorithm, we prefer the RubERT-general annotation to the morphology-based one. This allows for preserving relevant semantic labels for generic NEs. The unification procedure is illustrated in Figure 5, where the NE ”Ivan The Terrible” (\( w_0 \) and \( w_1 \)) is tagged with the “B-PER” and “I-PER” labels by RubERT-general. The NE ”oprichchina” (\( w_3 \)) is tagged with the “MISC” label by the morphology-based algorithm. The remaining tokens are tagged with the “O” label. Annotation
obtained with the **RuBERT-general** model is marked as general-domain annotation. Annotation obtained with the morphology-based algorithm is referred to as domain-specific annotation. Annotation unification corresponds to the result of the procedure.

![Diagram](image.png)

**Figure 5.** An overall scheme for the annotation unification procedure.

After the unification procedure, we discarded duplicates and samples that are labelled with only the “O” tag. The size of the filtered NER dataset is 160 410 samples. Since the targeted domain exhibits both generic and domain-specific entities, we combined the domain-specific NER dataset with the WikiNER dataset. The total size of the assembled NER dataset is 402,027 samples. Consider an example of the dataset sample "Took part in the Battle of Moscow, the battle of Stalingrad and liberated the Crimea." and its corresponding annotation (see Figure 6).

![Sample](image.png)

**Figure 6.** A sample from the constructed NER dataset.

### 4. Experiments and Results

In our experiments, we train three BERT-based models on the constructed NER dataset: (1) **BERT-originial**, a multilingual BERT model; (2) **RuBERT-originial**, a monolingual BERT model for Russian; and (3) **RuBERT-adapted**, an adapted monolingual BERT model for Russian. Specifically, we apply domain adaptation to RuBERT over D before training for the NER task. We compare the performance of the three models. To obtain the **RuBERT-adapted** model, we fine-tuned RuBERT language model on D using Hugging Face library. The model was trained with default parameters for 12 epochs. The best perplexity achieved is 11.2. Notably, fine-tuning of the language models on domain-specific data may lead to perplexity decrease while increasing the downstream task performance [16]. We trained **BERT-originial**, **RuBERT-originial** and **RuBERT-adapted** models via Hugging Face library with default parameters for 5 epochs. The training results are shown in Table 2.
Table 2. Evaluation of BERT-original, RuBERT-original and RuBERT-adapted models on the dev and test sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dev Precision</th>
<th>Dev Recall</th>
<th>Dev F1</th>
<th>Test Precision</th>
<th>Test Recall</th>
<th>Test F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT-original</td>
<td>0.908</td>
<td>0.908</td>
<td>0.908</td>
<td>0.907</td>
<td>0.906</td>
<td>0.907</td>
</tr>
<tr>
<td>RuBERT-original</td>
<td>0.913</td>
<td>0.913</td>
<td>0.912</td>
<td>0.914</td>
<td>0.916</td>
<td>0.915</td>
</tr>
<tr>
<td>RuBERT-adapted</td>
<td>0.892</td>
<td>0.896</td>
<td>0.894</td>
<td>0.891</td>
<td>0.897</td>
<td>0.894</td>
</tr>
</tbody>
</table>

Knowing that the annotation samples in the collected NER dataset may contain automatic annotation errors or be inconsistent, we manually annotated extra 1,795 samples from the Unified State History Exam. The additional test set allows to assess the performance of the models reliably, disregarding this potential deficiency. The models are evaluated over a full inventory of semantic labels. We computed Precision, Recall and F1-score for each label by taking their average over the weighted number of instances. We present the results for each model in Tables 3, 4 and 5. B and I refer to the beginning and the inside prefixes respectively. AVG is the weighted average metric. Support corresponds to the number of instances.

Table 3. Evaluation of BERT-original on the additional test set over a weighted inventory of semantic labels.

<table>
<thead>
<tr>
<th>Metric/Label</th>
<th>B LOC</th>
<th>B MISC</th>
<th>B ORG</th>
<th>B PER</th>
<th>I LOC</th>
<th>I MISC</th>
<th>I ORG</th>
<th>I PER</th>
<th>O</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.76</td>
<td>0.58</td>
<td>0.63</td>
<td>0.87</td>
<td>0.89</td>
<td>0.75</td>
<td>0.74</td>
<td>0.93</td>
<td>0.75</td>
<td>0.78</td>
</tr>
<tr>
<td>Recall</td>
<td>0.52</td>
<td>0.47</td>
<td>0.42</td>
<td>0.88</td>
<td>0.89</td>
<td>0.49</td>
<td>0.55</td>
<td>0.90</td>
<td>0.95</td>
<td>0.78</td>
</tr>
<tr>
<td>F1</td>
<td>0.62</td>
<td>0.52</td>
<td>0.50</td>
<td>0.87</td>
<td>0.89</td>
<td>0.59</td>
<td>0.63</td>
<td>0.92</td>
<td>0.84</td>
<td>0.76</td>
</tr>
<tr>
<td>Support</td>
<td>96</td>
<td>478</td>
<td>105</td>
<td>345</td>
<td>559</td>
<td>1157</td>
<td>196</td>
<td>617</td>
<td>2717</td>
<td>6270</td>
</tr>
</tbody>
</table>

Table 4. Evaluation of RuBERT-original on the additional test set over a weighted inventory of semantic labels.

<table>
<thead>
<tr>
<th>Metric/Label</th>
<th>B LOC</th>
<th>B MISC</th>
<th>B ORG</th>
<th>B PER</th>
<th>I LOC</th>
<th>I MISC</th>
<th>I ORG</th>
<th>I PER</th>
<th>O</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.75</td>
<td>0.58</td>
<td>0.53</td>
<td>0.91</td>
<td>0.88</td>
<td>0.68</td>
<td>0.57</td>
<td>0.80</td>
<td>0.80</td>
<td>0.77</td>
</tr>
<tr>
<td>Recall</td>
<td>0.49</td>
<td>0.49</td>
<td>0.33</td>
<td>0.71</td>
<td>0.87</td>
<td>0.51</td>
<td>0.56</td>
<td>0.94</td>
<td>0.94</td>
<td>0.78</td>
</tr>
<tr>
<td>F1</td>
<td>0.59</td>
<td>0.53</td>
<td>0.41</td>
<td>0.80</td>
<td>0.88</td>
<td>0.58</td>
<td>0.64</td>
<td>0.86</td>
<td>0.96</td>
<td>0.77</td>
</tr>
<tr>
<td>Support</td>
<td>96</td>
<td>478</td>
<td>105</td>
<td>345</td>
<td>559</td>
<td>1157</td>
<td>196</td>
<td>617</td>
<td>2717</td>
<td>6270</td>
</tr>
</tbody>
</table>

Table 5. Evaluation of RuBERT-adapted on the additional test set over a weighted inventory of semantic labels.

<table>
<thead>
<tr>
<th>Metric/Label</th>
<th>B LOC</th>
<th>B MISC</th>
<th>B ORG</th>
<th>B PER</th>
<th>I LOC</th>
<th>I MISC</th>
<th>I ORG</th>
<th>I PER</th>
<th>O</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.79</td>
<td>0.60</td>
<td>0.57</td>
<td>0.94</td>
<td>0.91</td>
<td>0.74</td>
<td>0.64</td>
<td>0.91</td>
<td>0.82</td>
<td>0.80</td>
</tr>
<tr>
<td>Recall</td>
<td>0.46</td>
<td>0.59</td>
<td>0.35</td>
<td>0.86</td>
<td>0.84</td>
<td>0.59</td>
<td>0.55</td>
<td>0.96</td>
<td>0.94</td>
<td>0.81</td>
</tr>
<tr>
<td>F1</td>
<td>0.59</td>
<td>0.59</td>
<td>0.44</td>
<td>0.90</td>
<td>0.87</td>
<td>0.65</td>
<td>0.59</td>
<td>0.93</td>
<td>0.88</td>
<td>0.80</td>
</tr>
<tr>
<td>Support</td>
<td>96</td>
<td>478</td>
<td>105</td>
<td>345</td>
<td>559</td>
<td>1157</td>
<td>196</td>
<td>617</td>
<td>2717</td>
<td>6270</td>
</tr>
</tbody>
</table>

BERT-original demonstrates a slight improvement over RuBERT-original model and the best F1-score over “B-LOC”, “B-ORG” and “I-LOC” labels. RuBERT-original achieves the best F1-score over “I-ORG” and “O” labels. RuBERT-adapted shows performance gain over “B-MISC”, “I-MISC”, “B-PER” and “I-PER” semantic labels which results in +2 Precision score, +3 Recall score and +3 F1-score.
In our work, we aim at extracting mentions of KG entities from texts. In particular, we do not apply semantic labels of NEs, but this can be a useful feature for an entity linking model. Hence, we additionally evaluate the performance over the weighted inventory of 3 semantic labels: “B-MISC”, “I-MISC” and “O”. The results are shown in Table 6, where Prec. refers to Precision and S corresponds to Support.

Table 6. Evaluation of BERT-original, RuBERT-original and RuBERT-adapted models on the additional test set over a weighted inventory of unified semantic labels.

<table>
<thead>
<tr>
<th>Label</th>
<th>BERT-original</th>
<th>RuBERT-original</th>
<th>RuBERT-adapted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec.</td>
<td>Recall</td>
<td>F1</td>
</tr>
<tr>
<td>B-MISC</td>
<td>0.86</td>
<td>0.74</td>
<td>0.79</td>
</tr>
<tr>
<td>I-MISC</td>
<td>0.93</td>
<td>0.76</td>
<td>0.84</td>
</tr>
<tr>
<td>O</td>
<td>0.77</td>
<td>0.95</td>
<td>0.85</td>
</tr>
<tr>
<td>AVG</td>
<td>0.85</td>
<td>0.84</td>
<td>0.83</td>
</tr>
</tbody>
</table>

In the unified label setting, BERT-original performs on par with RuBERT-original. RuBERT-adapted achieves performance gains over all semantic labels which results in +3 Precision score, +3 Recall score and + 4 F1-score as compared to BERT-original and RuBERT-original.

5. Discussion

The proposed method to train a domain-specific NER model has received a satisfactory performance with no human effort. The availability of Wikipedia in multiple languages and versatility of the Wikipedia graph may potentially allow for transferability to new domains and across languages. However, a number of drawbacks need to be solved for better performance and generalization of the method:

- The constructed entity vocabulary is not guaranteed to be free of noise. The main reason for irrelevant entities is a large degree of cross-reference in Wikipedia articles. This may cause redundant label predictions in the inference step. The drawback can be alleviated by extracting mentions of entities using a curated list of Wikipedia sections, additional vocabulary filtering or validation by annotators.
- The constructed entity vocabulary suffers from incompleteness. This may be due to the following reasons. First, not all of the interlinks (i.e. NEs) and entity aliases are highlighted in Wikipedia articles. Second, an interlink always refers to one Wikipedia title (i.e. the same surface form of an NE) resulting in a low lexical variability of the entity vocabulary. This can be solved by querying a KG for a set of NE aliases.
- Despite a rich variety of domains covered in Wikipedia, domain-specific knowledge may not be sufficiently represented in the document collection as well as similar publicly available resources. This necessitates the extra data mining for the model to learn relevant contexts.
- Another problem is lemmatization quality. In some cases, incorrect lemmas are obtained due to word ambiguity and the rich inflectional morphology of Russian. Besides, the morphology-based algorithm only partially covers the inventory of semantic labels. Although the majority of such cases are solved during the unification procedure, the remaining part still leads to annotation inconsistency. Hence, the model may get "confused" during the training and inference steps. A solution for this is to postprocess the assembled dataset based on the token-label frequency or use a KG to map ontological types to the corresponding semantic labels.
We believe that the method can be applied in domain-oriented areas, e.g. processing legal documents, educational dialogue systems and QA systems over KGs. Besides, for languages such as English, the method may potentially be transferred with a better performance achieved due to a variety of the available resources that may be used to automatically obtain the supervision.

6. CONCLUSIONS

This paper introduces a method to learn a domain-specific NER model for an arbitrary set of named entities without domain-specific supervision available. The code and models used in the experiments can be found at https://github.com/vmkhlv/histqa-domain-ner. The method is based on the semi-supervised approach. Specifically, a document collection can be automatically annotated using natural language pre-processing tools and a domain-specific entity vocabulary which can be constructed from scratch. Besides, we assume that neural models can learn from each other. Pre-trained language models can be used for training a NER model that is aware of both external and domain knowledge. We empirically show that BERT-based models trained over our method receive satisfactory performance with no human effort. However, a number of drawbacks need to be solved to gain performance. Future work is to be dedicated to quality improvement and exploring the transferability of the method across multiple domains and languages. The latter can be obtained thanks to versatility of Wikipedia.
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ABSTRACT

Chinese medical question-answer matching is more challenging than the open-domain question-answer matching in English. Even though the deep learning method has performed well in improving the performance of question-answer matching, these methods only focus on the semantic information inside sentences, while ignoring the semantic association between questions and answers, thus resulting in performance deficits. In this paper, we design a series of interactive sentence representation learning models to tackle this problem. To better adapt to Chinese medical question-answer matching and take the advantages of different neural network structures, we propose the Crossed BERT network to extract the deep semantic information inside the sentence and the semantic association between question and answer, and then combine with the multi-scale CNNs network or BiGRU network to take the advantage of different structure of neural networks to learn more semantic features into the sentence representation. The experiments on the cMedQA V2.0 and cMedQA V1.0 dataset show that our model significantly outperforms all the existing state-of-the-art models of Chinese medical question answer matching.

KEYWORDS

Question answer matching, Chinese medical field, interactive sentence representation, deep learning

1. INTRODUCTION

In recent years, more and more patients seek answers through the online medical health community, which brings time convenience to patients and accumulates a large number of medical questions and answers data. The deep learning method can learn knowledge from the huge questions-answers dataset before automatically answer the question raised by patients[1], which not only shortens the waiting time of patients in queue, but also reduces the workload of doctors.

This paper focuses on the study of Chinese medical question-answer matching, which is a crucial step to automatically answer patient questions. For example, as shown in Table 1, for a patient’s question, the question-answer matching is to select the most matched relevant answer from the candidate answer set. The Chinese question-answer matching in the field of professional medicine is more challenging than in the open-domain [2]. Due to the differences between medical and open-domain in thesaurus and word interpretation, existing word segmentation tools inevitably produce errors in the Chinese language processing of medical texts, which reduce the accuracy of question-answer matching. Zhang et al. [3] proposed a character-level embedding...
method to effectively solve the problem of word segmentation on medical text, and proposed a multi-scale interactive network framework in the later study to mine the semantic information and semantic association of medical questions and answers [4]. However, their model has limited performance in capturing semantic information and semantic association, which makes it difficult to proceed to practical application.

<table>
<thead>
<tr>
<th>Question</th>
<th>喉咙总有异物感感觉有痰咽不下去咳不出来，左结左侧一按痛的时候也会跟着疼，但不会痛的很厉害，但是疼痛感明显，这是怎么回事啊医生？</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant answer</td>
<td>这种情况考虑是属于慢性咽炎，可以配合医生进行相关调理治疗，比如清淡饮食，多喝水，必要时还可以进行雾化吸入以及口服适当的药物治疗，坚持治疗会有一定的效果，可以慢慢好转的。</td>
</tr>
</tbody>
</table>
| Irrelevant answer | 通过你的描述，这种情况最好到医院化验一下血常规，看是细菌还是病毒引起的。
According to your description, it's better to go to the hospital for a blood test to see if it is caused by bacteria or viruses. |

In response to the above problems, we design a series of interactive sentence representation learning models. In these models, we propose an crossed BERT [5] network, which is a modification of the Siamese [6] structure using the BERT network. This makes the question and answer pay attention to each other's semantic information in the process of model learning, and sentence representation obtains more information features. Then, we add multi-scale CNNs [3] or bidirectional GRU [7] network into the model, to take advantage of different neural network structures. Due to the strict professional requirements for answering medical questions in Chinese, we chose to conduct experiments on the cMedQA V2.0 and cMedQA V1.0 dataset. The experimental results show that our models significantly outperform the existing state-of-the-art models. The top-1 accuracy on development dataset and test dataset of cMedQA V2.0 dataset is improved by 9.2% and 10.1% respectively, and the top-1 accuracy on development dataset and test dataset of cMedQA V1.0 was improved by 10.2% and 9.8% respectively.

The other parts of this paper are organized as follows: Section 2 introduces the research work related to this paper; Section 3 proposes a series of models that we designed; Section 4 describes the data set cMedQA V2.0 and cMedQA V1.0 and analyses the experimental results; Section 5 summarizes our study.

2. RELATED WORK

We will briefly introduce the recent research works on the application of deep learning technology to question-answer matching in general fields and the professional medical field.
2.1. General Field

Early question answering methods such as logical rules [8][9], information retrieval [10-12], and matching-based [13-15] only mined the shallow text information without extracting the deep semantic information of the text.

In recent years, more and more researchers have begun to focus on deep learning methods to mine deep text features of the text. Hu et al. [16] proposed a convolutional neural network model, which captures rich multi-level features within sentences to match two sentences. Qiu et al. [17] used a convolutional neural tensor network to model the interaction of two sentences through a tensor layer. Yin et al. [18] proposed an attention convolutional neural network to model sentence pairs. Wang et al. [19] and Tan et al. [20] used an LSTM network to capture the order information of sequences while encoding sentences. Chen et al. [21] described a model based on position attention recurrent neural network to incorporate the word position of context into the attention representation. Wang et al. [22] added external attention information to hidden representation based on the recurrent neural network to obtain sentence representation containing attention. Tran et al. [23] presented a multi-hop attention mechanism, which uses multiple attention steps to learn the representation of the candidate answers.

The aforementioned work takes the advantages of neural network in extracting deep-level semantic features in the general field for question answering. However, answering questions in the specific medical field needs special study to void performance decline.

2.2. Medical Field

Compared with the general field, there is only a small amount of research work in Chinese medical question answering. Perhaps the special Chinese language structure and the medical expertise complicated the problem.

Zhang et al [3] constructed the data set cMedQA V1.0 for Chinese medical question answering and proposed a multi-scale convolutional neural network model based on character embedding to extract text semantic information. They performed experiments on cMedQA V1.0, showed that character embedding and multiscale convolutions were more advantageous than statistical rule methods.

Ye et al. [24] proposed a multi-layer composite convolutional neural network model, which stacks multiple convolutional neural networks together and extracts the characteristics of questions and answers from each layer, thus enriching the information of the final representation vector. They performed experiments on cMedQA V1.0 datasets and achieved the state-of-the-art performance at the time.

Zhang et al. [25] proposed a hybrid model of CNN and GRU neural networks for Chinese medical question-answer selection. Their model combines the advantages of different structures of two neural networks, thus achieving the most advanced performance on cMedQA V1.0 datasets.

Zhang et al. [4] proposed a method of incorporating attention mechanisms into multi-scale convolutional networks to focus on the interaction of questions and answers. And they constructed the cMedQA v2.0 data set, which is the optimization and update of cMedQA V1.0. The experimental results on the two data sets showed the advanced performance of their methods and that cMedQA v2.0 can better adapt to the complex neural network model.
Tian et al. [26] constructed a Chinese medical Q&A corpus called ChiMed and proposed a baseline model based on CNN and LSTM to validate this data set. He et al.[27] constructed a large-scale Chinese medicine question-answer dataset called webMedQA and proposed the convolution semantic clustering representation method to solve the question-answer matching problem.

The aforementioned methods have increasingly improved the performance in Chinese medical question-answer matching, but they are still limited in mining complex deep semantic information and the semantic association of question-answer pairs. Therefore, we aim to design more complex neural network models to overcome the limitation.

3. Models

The similarity between the sentence representations of questions and answers can measure their matching relationship, but it is only limited in the semantic information inside the sentence. Interactive sentence representation can focus on the connection between the questions and answers sentences to improve the accuracy of matching. Therefore, we designed four interactive sentence representation learning models with different architecture to extract more sentence features and capture connections of questions and answers. First, we construct a Siamese structured network model for question-answer matching using the BERT network, in which the question and the answer are represented as vectors of the same length for cosine similarity calculation. Then, we modified the neural network part of the previous model to a Crossed BERT network, which not only contains deep information features in the sentence representation, but also learns the semantic relationship between the question and the answer. Finally, we add a multi-scale CNNs network or bidirectional GRU network to the neural network part of the previous model, and their advantages in network structure can further extract more useful information features. In the following subsections, we will describe more technical details of these models.

3.1. Siamese BERT Model

The Siamese [6] BERT network model for question-answer matching is shown in Figure 1. The Siamese structure of this model includes two branches which share weights and parameters. The questions and answers will be represented as vectors of the same length for similarity calculation.

![Figure 1. Siamese BERT network model.](image)

The model uses the BERT network to learn sentence representation, as shown in Figure 2. We use position embedding, segment embedding, and token embedding of sentence sequences as inputs to the BERT network, where token is equivalent to Chinese characters. The character
[CLS] is inserted into the sequence of sentences as the first token of a sentence and the character [SEP] as the last token of a sentence. The BERT network consists of multiple bidirectional transformer [29] encoder layers. In each layer, there is a multi-head self-attention sublayer, which pays attention to the connection between two words at any position, as shown in Figure 3. The output of the BERT network is the context encoding of the input sequence, which is denoted by following equation:

$$H = BERT(E_0, E_1, … , E_n)$$  \hspace{1cm} (1)

where $H = [T_0, T_1, … , T_n]$, and $T_i$ are context representation of each token. They are input to the mean pooling layer to extract useful information, shown as:

$$P = \text{Pool}_{\text{mean}}(H)$$  \hspace{1cm} (2)

where $P$ denotes the pooled output.

We use the pooling of BERT network output as a sentence representation. If the sentence representations of questions and answers are expressed as $q$ and $a$ respectively, then the cosine similarity for calculating the association between $q$ and $a$ is shown as:

$$\text{Sim}(q, a) = \cos(q, a) = \frac{\|q \cdot a\|}{\|q\| \cdot \|a\|}$$  \hspace{1cm} (3)

where $\|\cdot\|$ stands for vector length.

![Figure 2. BERT for Sentence Representation.](image-url)
3.2. Crossed BERT Siamese Model

The above model can extract deep-seated sentence representations of questions and answers separately, but the semantic correlation between them is ignored. Sergey et al. [28] proposed a 2-Channel network structure in the application of comparing the similarity of image patches, which inspired us to design the Crossed BERT Siamese network model, as shown in Figure 4.

In this model, where bidirectional transformer of two BERT networks interact with each other, as shown in Figure 5. Compared with the previous model, the neural network part was modified to an crossed BERT network. Therefore, the token output of question will pay attention to the Chinese characters in the answers and enrich the sentence representation of the questions. The token output calculation formula for the BERT of the questions is as follows:

\[ T_{qi} = Trm^q_i(E_{q1}, E_{q2}, ..., E_{qn}, E_{a1}, E_{a2}, ..., E_{an}) \]  

where \( T_{qi} \) is i-th output of the BERT network in the question, and \( Trm \) is the bidirectional transformer. Likewise, the token output of the answer also pay attention to the semantic features in the question.

Figure 3. Self-attention sublayer.

Figure 4. The Crossed BERT Siamese network model.
3.3. Crossed BERT Siamese Multi-Scale CNNs Model

Zhang et al [25] developed a hybrid model using CNN and GRU, combining the advantages of different neural network structures. Their method inspired us to design a hybrid model architecture of Crossed BERT Siamese network and Multi-Scale Convolutional Neural Networks (Multi-Scale CNNs), as shown in Figure 6.

In this model, the multi-scale CNNs network uses a series of convolution kernels of different sizes in convolution operations, each of which extracts n-gram features in sentences, as shown in Figure 7. Given a sequence $C = [t_0, t_1, ..., t_{l-k_i+1}]$ and convolution kernel size set $K = \{k_1, k_2, ..., k_s\}$, where the convolution output of the i-th convolution kernel $k_i$ is shown as:

$$O_i^k = f(W_{j}^{k_i} \cdot [t_0, t_1, ..., t_{l-k_i+1}] + b^{k_i})$$ (5)

where $O_i^k \in R^{l-k_i+1}$, $f(\cdot)$ is the activation function, $W_{j}^{k_i}$ are the matrix of weight parameters, vector $b^{k_i}$ is bias parameters, and $W \cdot C$ is matrix multiplication. The number of convolution...
The kernel is expressed as $N$, and the output of multi-scale CNNs network layer is $O^k_i = [O^k_0, O^k_1, ..., O^k_N]$. After that, we choose the max pooling to extract the useful feature information after convolution, the maximum value is more sensitive to the combined matrix features. Shown as:

$$p^k_i = [\max(O^k_0), \max(O^k_1), ..., \max(O^k_N)]$$

(6)

Next, the convolution outputs of different scales are concatenated and expressed as $P = [p^k_1, p^k_2, ..., p^k_N]$.

We represent the output of BERT network as $H = [T_0, T_1, ..., T_n]$. Then, $H$ are input into the multi-scale CNNs network as shown in Figure 7. Finally, the output of multi-scale CNNs, $P$ is used as sentence representation for cosine similarity calculation.

3.4. Crossed BERT Siamese BiGRU Model

CNN network is good at mining the static features of local position in sentences, but it is difficult to extract the order information of Chinese characters in sentences. The recurrent neural network (RNN) can capture sequence information in sentences. However, RNN may have problems with gradient disappearance and gradient explosion during model training [30]. The GRU network not only solves the problems of RNN, but also simplifies long-term short-term memory (LSTM) network and improves the model computing performance [7]. Therefore, we add a bidirectional GRU (BiGRU) network layer to the Crossed Siamese BERT model, as shown in Figure 8.

The hidden state of GRU network is shown in Figure 9. The hidden layer updates it state $h_t$ as shown below:

$$r_t = \sigma(W_r \bullet [h_{t-1}, x_t])$$

(7)

$$z_t = \sigma(W_z \bullet [h_{t-1}, x_t])$$

(8)

$$\tilde{h}_t = \tanh(W \bullet [r_t \odot h_{t-1}, x_t])$$

(9)

$$h_t = (1 - z_t) \odot h_{t-1} + z_t \odot \tilde{h}_t$$

(10)
where $z_t$, $r_t$, $\sigma$, and $W$ are update gate, reset gate, sigmoid activation function and weight parameters respectively. The value of update gate ranges 0 to 1, which determines the memory of the previous hidden state in the current hidden state. The reset gate controls the amount of information entered into the current hidden state from the previous hidden state.

![Figure 8. The Crossed BERT Siamese BiGRU.](image)

![Figure 9. The hidden state of GRU network.](image)

![Figure 10. Network Structure of BiGRU network.](image)

In this model, first inputs the question and answer to the BERT network to extract the features $H=[T_0, T_1, \ldots, T_n]$. Then, $H$ are input into the BiGRU network layer of the two branches respectively. The network structure of BiGRU is shown in Figure 9. The forward output of the GRU network is $\vec{h}$ and the backward output is $\overrightarrow{h}$, then the BiGRU output is $h = \vec{h} \parallel \overrightarrow{h}$. The output of BiGRU network layer can be shown as:
$G = \text{BiGRU}(H)$ \hfill (11)

Where $H \in \mathbb{R}^{n \times 2h_d}$, and $h_d$ is hidden layer dimension. Then, we average pooling the output of the BiGRU network layer, shown as:

$P = \text{Pool}_{\text{mean}}(G)$ \hfill (12)

Finally, we use $P$ as sentence representation for cosine similarity calculation.

### 3.5. Objective Function

In this paper’s model, we mark each tuple training data as $(q_i, a_i^+, a_i^-)$, where the relevant answer to question $q_i$ is $a_i^+$ and the irrelevant answer is $a_i^-$. The goal of model training is to maximize the cosine similarity between $q_i$ and $a_i^+$, and also minimize the cosine similarity between $q_i$ and $a_i^-$. We use margin loss function \[31\] as the training objective function of the model, which is defined as

$L = \max\{0, M - \text{Sim}(q_i, a_i^+) + \text{Sim}(q_i, a_i^-)\}$ \hfill (13)

where the margin value $M$ is a constant and represents the distance between $a_i^+$ and $a_i^-$. $\text{Sim}()$ is the similarity of cosine. If the value of loss function is 0, then $M < |\text{Sim}(q_i, a_i^+) - \text{Sim}(q_i, a_i^-)|$. After that, we use fixing weight decay regularization in Adam (AdamW) \[32\] algorithm to update the training parameters of the model, which improves the generalization ability of the adaptive gradient algorithm. The algorithm will automatically reduce the learning rate along with the increasing of training time.

### 4. EXPERIMENTS

#### 4.1. Dataset

We use the Chinese medical questions and answers dataset cMedQA V2.0 and cMedQA V1.0 to verify the effectiveness of our model in medical question answer matching task. The cMedQA V2.0 dataset was constructed by Zhang et al. \[4\] and was derived from an online Chinese medical health community(\url{http://www.xywy.com/}) which is provided by real users. The average number of characters for questions and answers in the cMedQA V2.0 dataset is 49 characters and 101 characters respectively, and the specific statistical results are shown in Table 2. The cMedQA V1.0 dataset is the initial version of cMedQA V2.0, which was collected by Zhang et al \[3\] and the detailed statistics are shown in Table 3.

#### 4.2. Metrics

We used top-k accuracy (ACC@K) to evaluate the performance of our model, which is defined as

$AC@K = \frac{1}{N} \sum_{i=1}^{N} I[a_i \in c_i^k]$ \hfill (14)
where \( c_i^k \) is the set of top-k answers with the highest similarity to the question \( q_i \), which belongs to the candidate answer set. The expression \( 1[\bullet ] \rightarrow \{0,1\} \) denote a mapping that if the value in square brackets is true then the mapped value is 1, otherwise 0.

Each question in the cMedQA V2.0 dataset or cMedQA V1.0 dataset has 100 candidate answers, and we used top-1(ACC@1) to evaluate the performance of our model. The random selection has an accuracy of only 1%, so this is a very stringent measurement.

<table>
<thead>
<tr>
<th></th>
<th>Question</th>
<th>Answer</th>
<th>Average Characters Per Question</th>
<th>Average Characters Per Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>100,000</td>
<td>188,490</td>
<td>48</td>
<td>101</td>
</tr>
<tr>
<td>Development</td>
<td>4,000</td>
<td>7,527</td>
<td>49</td>
<td>101</td>
</tr>
<tr>
<td>Test</td>
<td>4,000</td>
<td>7,552</td>
<td>49</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>108,000</td>
<td>203,569</td>
<td>49</td>
<td>101</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Question</th>
<th>Answer</th>
<th>Average Characters Per Question</th>
<th>Average Characters Per Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>50,000</td>
<td>94,134</td>
<td>120</td>
<td>212</td>
</tr>
<tr>
<td>Development</td>
<td>2,000</td>
<td>3,774</td>
<td>117</td>
<td>216</td>
</tr>
<tr>
<td>Test</td>
<td>2,000</td>
<td>3,835</td>
<td>119</td>
<td>211</td>
</tr>
<tr>
<td>Total</td>
<td>54,000</td>
<td>101,743</td>
<td>119</td>
<td>212</td>
</tr>
</tbody>
</table>

4.3. Baselines

To evaluate the performance of our model, we use the baseline models of the related studies as follows:

- **Single-CNN**: The model of Siamese structure, there is only one size convolution kernel to handle the question answer matching task.
- **Multi-Scale CNNs**: The model in which different scales of convolution are used in Siamese network to capture deep semantic information of questions and answers [3].
- **Multi-Level Composite CNNs**: The model proposed by Ye et al. [24] to extract intermediate features from each layer of convolution of Multi-layer CNNs, not just the superposition of multi-layer networks.
- **BiGRU**: The model in which the Siamese structure of the BiGRU network was used to capture the deep semantics and dependencies of question-and-answer pairs.
- **BiGRU Multi-Scale CNNs**: The model proposed by Zhang et al. [25] with multiple network hybrid structures and achieved state-of-the-art performance on cMedQA V1.0 datasets. The model takes the output of BiGRU as the input of multi-scale CNNs. It can capture not only local location invariant features but also sequence and dependent information.
- **BiGRU Shortcuts Multi-Scale CNNs Interactive**: The multi-scale interaction model proposed by Zhang et al. [4] designed with shortcuts connection. The output of BiGRU and the previous embedded vectors are sent to the multi-scale CNNs, and then the attention interaction matrix is generated as the weight of the pooled output vector.
4.4. Experimental parameters

Our model is built using Pytorch framework. We conducted the experiments using DGX-1 deep learning server from Nvidia Corporation. In order to reduce the training time, we use 80% of the training dataset for model training.

All of our models used the pre-trained BERT model, which is the Chinese version of Google's BERT-Base model [5]. We pre-trained BERT-Base model using the Chinese Medical Corpus. The BERT-Base model has 12 transformer layers, 768 hidden states and 12 heads with self-attention, totaling 110M parameters. We process the input of the model, which treats the length of the sequence of questions and answers into a fixed length of 150 Chinese characters. If the length is less than 150 Chinese characters, padding the remaining positions with zero. If there are more than 150 Chinese characters in the sentence, it will be truncated. The feature maps for each convolution scale of Multi-Scale CNNs are 500. The output of BiGRU in each direction is 200 in dimensions. The margin value $M$ of the loss function is 0.1. The initial learning rate is 2e-5.

4.5. Results

The experimental results of our model on the cMedQA V2.0 and cMedQA V1.0 dataset are shown in row -12 of Table 4. The Crossed BERT Siamese multi-scale CNNs use the convolution kernel with size 2 and 3. Dev (%) is the top-1 accuracy of development set. Test (%) is top-1 accuracy (ACC@1) of the validation set.

Models in rows 1 to 8 of table 4 list the performance of baseline models. Among the first three single network models, Multi-Scale CNNs achieves the highest computational score for model evaluation, which can capture semantic feature information with different size of granularity. The baseline models below the three models are multi-layer network structures. Compared with the previous three single network models, the evaluation scores were slightly improved. The combination of BiGRU and CNN shows that the multi-network layer model is feasible. Multi-Level Composite CNNs extract feature information from each convolution layer, enriching the final vector representation feature. The BiGRU network shortcuts Multi-Scale CNNs interactive model not only mix the advantages and disadvantages of the previous model, but also focuses on the interaction of questions and answers in the training process, so it improves the performance of the model.

The models in row 9 to 12 are four Crossed sentence representation network models proposed in this paper. Compared with Siamese BERT model, the performance of the Crossed BERT Siamese model is significantly improved. This indicates that the relationship between sentences should be paid attention in the question answer matching task. Comparing rows 10 and 11, the top-1 accuracy of the Crossed BERT BiGRU model is higher. This demonstrates that BiGRU has an advantage in compensating for the deficiencies of BERT network.

<table>
<thead>
<tr>
<th>Model</th>
<th>cMedQA V2.0</th>
<th></th>
<th>cMedQA V1.0</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev(%)</td>
<td>Test(%)</td>
<td>Dev(%)</td>
<td>Test(%)</td>
</tr>
<tr>
<td>CNN</td>
<td>67.6</td>
<td>67.8</td>
<td>64.0</td>
<td>64.5</td>
</tr>
<tr>
<td>BiGRU</td>
<td>68.9</td>
<td>68.7</td>
<td>64.9</td>
<td>65.4</td>
</tr>
<tr>
<td>Multi-Scale CNNs[3]</td>
<td>70.0</td>
<td>70.9</td>
<td>65.4</td>
<td>64.8</td>
</tr>
<tr>
<td>BiGRU-CNN</td>
<td>69.5</td>
<td>70.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CNN-BiGRU</td>
<td>67.9</td>
<td>67.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BiGRU Multi-Scale CNNs[25]</td>
<td>-</td>
<td>-</td>
<td>68.4</td>
<td>68.4</td>
</tr>
</tbody>
</table>
The above experimental results show that our series of models have better performance than all the baseline models, especially the Crossed BERT Siamese BiGRU model. An important reason for the improved performance of the Chinese medical question-answer matching model is our proposed Crossed BERT network. This also illustrates that question-answer matching requires not only abundant sentence features, but also relevant information between question-answer pairs.

### 4.6. Discussion

#### 4.6.1. Pre-training

In this paper, the pre-training model we used is a Chinese version of the BERT-Base model provided by Google [5]. The BERT-Base model uses Chinese corpus training in the general field. In medical field, text structure is more complex and word combination is diversified. Therefore, we collected a large number of medical texts to construct a medical corpus and used it to pre-train the BERT-Base model.

<table>
<thead>
<tr>
<th>Multi-Level Composite CNNs [24]</th>
<th>70.4</th>
<th>70.1</th>
<th>65.6</th>
<th>66.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiGRU Shortcuts Multi-Scale CNNs Interactive [4]</td>
<td>72.1</td>
<td>72.1</td>
<td>66.1</td>
<td>67.1</td>
</tr>
<tr>
<td>Siamese BERT</td>
<td>78.3</td>
<td>78.6</td>
<td>75.1</td>
<td>75.2</td>
</tr>
<tr>
<td>Crossed BERT Siamese</td>
<td>80.5</td>
<td>80.4</td>
<td>77.3</td>
<td>77.9</td>
</tr>
<tr>
<td>Crossed BERT Siamese Multi-Scale CNNs</td>
<td>80.2</td>
<td>80.7</td>
<td>77.5</td>
<td>77.6</td>
</tr>
<tr>
<td>Crossed BERT Siamese BiGRU</td>
<td><strong>81.3</strong></td>
<td><strong>82.2</strong></td>
<td>78.6</td>
<td>78.2</td>
</tr>
</tbody>
</table>

On the cMedQA V2.0 and cMedQA V1.0 dataset, we conducted a comparative experiment on the without pre-training BERT-Base model and Chinese Medical pre-training BERT model, as shown in Figure 11. The blue histogram represents the without pre-training BERT-Base model. The red histogram represents Chinese Medical pre-training BERT model. Dev (%) is the top-1 accuracy of development set. Test (%) is top-1 accuracy (ACC@1) of the validation set. The abscissa 1 represents the Siamese BERT model, the abscissa 2 represents the Crossed BERT...
Siamese model, the abscissa 3 represents the Crossed BERT Multi-Scale CNNs model, and the abscissa 4 represents the Crossed BERT Siamese BiGRU model.

The experimental results depicted in figure 11 show that Chinese Medical pre-training BERT model performs better than the without pre-training BERT based model. Therefore, to use the pre-training model for sentence representation learning for Chinese medical texts, it is necessary to take into account the differences between the medical field and the general field and adapting to current language tasks.

4.6.2. Sentence representation of BERT network

In order to adapt the BERT network to sentence representation learning, we have carried out experiments and discussions on the output of the BERT network in the Siamese BERT model. We choose three methods of BERT network output commonly used for language tasks:

1) First Token: Take the first token of the last layer of BERT network as output directly;
2) Mean Token: The average pooling of all tokens at the last layer of the BERT network is used as output;
3) Mean Useful Token: The padding position of the last layer of the BERT network is covered with zero, and then the useful tokens average pooling is used as the output.

The experimental results on cMedQA V2.0 dataset and cMedQA V1.0 dataset are shown in Table 6. The first column represents the output category of the BERT network in the Siamese Bert model. The Following column, Dev(%) is the top-1 accuracy of development set. Test(%) is top-1 accuracy(ACC@1) of the validation set.

<table>
<thead>
<tr>
<th>BERT Output</th>
<th>cMedQA V2.0</th>
<th>cMedQA V1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev(%)</td>
<td>Test(%)</td>
</tr>
<tr>
<td>First Token</td>
<td>73.45</td>
<td>73.95</td>
</tr>
<tr>
<td>Mean Token</td>
<td>77.30</td>
<td>77.78</td>
</tr>
<tr>
<td>Mean Useful Token</td>
<td>78.28</td>
<td>78.58</td>
</tr>
</tbody>
</table>

The above experimental results show that mean useful token of BERT performs better on cMedQA V2.0 dataset and cMedQA V1.0 dataset. Therefore, the application of BERT network in sentence representation learning needs more abundant and useful features.

4.6.3. Error Analysis

Our proposed model is significantly superior to previous state-of-the-art models and achieves better performance on cMedQA V1.0 and cMedQA V2.0 datasets. However, in the practical application of automatic answering to medical questions, the guaranteed accuracy is still not achieved. Three reasons may lead to this problem. The first reason is the uneven distribution of experimental datasets and the more complex sentence semantics in the medical field. The second reason is the error generated while collecting data sets manually. The third reason is that a question may correspond to multiple answers, and our model only matches a single answer, which affects the final performance of our model.

5. CONCLUSIONS

In this paper, we propose a series of sentence representation learning models for Chinese medical question-answer matching. They can not only capture deeper semantic information from question
sentences and answer sentences, but also integrate the association information into the final representation vector. The experimental results on the cMedQA V2.0 and cMedQA V1.0 dataset show that our model achieves better performance than that of all the baseline models.

Zhang et al [33] proposed a new graph neural network graph BERT, which improved the performance and computational efficiency of the traditional graph neural network. Li et al [34] designed a graph matching network which is used to calculate the similarity between two graph structure data. Inspired by their research, as the future work, we will try to transform unstructured text data into graph structure similar to a knowledge map. The data of graph structure is easier for a machine to understand, so as to improve the accuracy of our model in answering questions. And we will collect more medical question-and-answer data sets to improve the performance of the model.
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ABSTRACT

This paper studies the differences between different types of newspapers in expressing temporal information, which is a topic that has not received much attention. Techniques from the fields of temporal processing and pattern mining are employed to investigate this topic. First, a corpus annotated with temporal information is created by the author. Then, sequences of temporal information tags mixed with part-of-speech tags are extracted from the corpus. The TKS algorithm is used to mine skip-gram patterns from the sequences. With these patterns, the signatures of the four newspapers are obtained. In order to make the signatures uniquely characterize the newspapers, we revise the signatures by removing reference patterns. Through examining the number of patterns in the signatures and revised signatures, the proportion of patterns containing temporal information tags and the specific patterns containing temporal information tags, it is found that newspapers differ in ways of expressing temporal information.
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1. INTRODUCTION

Newspapers are broadly categorized into two types: broadsheets and tabloids. As different newspapers target different audiences, the newspapers may use different words and sentence structures in their reports and thus have distinctive styles. Meanwhile, since newspapers aim at reporting events in a timely manner and things evolve with time, newspapers typically contain more temporal information than the other kinds of texts. Although the stylistic differences of newspapers have been studied thoroughly [2, 3, 4, 5], how newspapers differ in expressing temporal information remains an under-explored topic. This may be attributed to the simplified view of temporal information in natural language texts. The research on automatic processing of temporal information, however, shows the complex nature of temporal information.

Therefore, it would be of some interest and significance to investigate whether different newspapers express temporal information in different ways. As temporal information can be annotated automatically with temporal processing tools developed by the research community, it is possible to incorporate temporal information into the syntactic analysis of news articles.

Tabloid articles tend to be shorter and less serious in content compared to broadsheets. Therefore, it may be legitimate to presume that tabloids contain less temporal information than broadsheets.
and that they avoid using explicit temporal expressions. However, evidence supporting this assumption has not been found.

To investigate this question, we create a corpus of newspaper articles annotated with temporal information so that sequences containing temporal information tags can be extracted. Inspired by previous research [1], we use the method of mining part-of-speech (POS) skip-gram patterns from the sequences and deriving signatures for the different newspapers.

Skip-gram modeling [6] is a technique proposed to solve the problem of data sparsity in natural language processing (NLP). Skip-grams are sequences of tokens that are similar to fixed-length n-grams but allow a gap of a user-defined size between adjacent tokens, for example, the pattern “hit ball” can be extracted from the sentence “I hit the tennis ball” with a gap of two.

Although the parameter setting of the pattern mining algorithm and the steps of deriving signatures of the newspapers are similar to previous research [1], the purpose of our research is different. This method [1] has been used to test the effectiveness of the POS skip-gram patterns in the task of authorship attribution, in other words, to test if the extracted POS skip-gram patterns can be used as a stylistic feature to characterize an author’s work. In contrast, our focus is to compare the skip-gram patterns containing temporal information tags in the signatures of different newspapers so that a better understanding about how newspapers differ in expressing temporal information can be obtained. As research shows that the POS skip-gram patterns that form the signature of an author are effective in capturing the style of an author, we delve into the signatures of the newspapers and pay attention to the patterns that are formed by temporal information tags to investigate our research question.

Contrary to our preconception, our analysis shows that the Daily Mirror, generally described as a tabloid, contains a greater proportion of temporal information in its signature and the temporal information tends to be expressed with explicit temporal expressions, which differs from the Guardian, which is typically described as a broadsheet.

It is worth mentioning that in spite of the wide application of neural networks in natural language processing tasks, considering our research question, the neural approach is a less desirable option because of the difficulty in observing the process and interpreting the results.

The next section introduces related work in the fields of temporal processing, pattern mining and the application of pattern mining for authorship attribution. Section 3 discusses the methodology, including the details of corpus creation and annotation, the algorithm for pattern mining and the steps for obtaining the signatures of the newspapers. Section 4 presents the results and discussion. Section 5 concludes the paper and points out future work.

2. RELATED WORK

To create the corpus annotated with temporal information, it is necessary to understand the techniques for processing temporal information in NLP. A review of the research on automatic extraction of temporal expressions and temporal relations and automatic identification of events is presented.

2.1. Automatic Extraction of Temporal Information

Generally speaking, temporal information in natural language texts can be embodied in three ways: a) temporal expressions: at 10:30, on Christmas Day, recently and the like; b) tense and
aspect of verbs, such as goes, went, had gone, is eating, has been eating; c) temporal relations, for instance, the explosion happened soon after he got out of the theater.

The annotation of temporal information has been standardized under the ISO-TimeML scheme [7]. EVENT, TIMEX3, SIGNAL and LINK are the four major tags in this annotation scheme. EVENT denotes things that happen or occur and may be related to temporal expressions or involve temporal relations, for example, “the car crash” in the sentence “he was killed in the car crash yesterday” is an event associated with the temporal expression “yesterday”.

TIMEX3 marks up explicit temporal expressions which may have the attributes of “duration”, “date”, “time” and “set”. For example, in the sentence “the rain lasted for two weeks”, “two weeks” has the attribution of “duration”; in the sentence “George was born on December 12, 1979”, the temporal expression “December 12, 1979” has the attribute of “date”; “three years ago” in the sentence “he left the village three years ago” has the attribute of “time”; and in the sentence “I visited her twice a week that year”, “twice” has the attribute of “set”.

SIGNAL is used to annotate function words which reveal the connection between temporal objects, such as “before”, “during”, and “when”.

LINK is a general tag for temporal relations. The annotation of temporal relations depends on the extraction and annotation of temporal expressions and events. Under the TimeML annotation scheme, LINK can be divided into three types:

- TLINK represents temporal relations between events or between an event and a temporal expression, which are rooted theoretically in the 13 temporal relationships [8], e.g. “before”, “equal”, “meet”, “overlap”, “during”, “start” and “finish”;
- SLINK represents a subordinate relationship between two events or between an event and a signal, where an introducing relation is typically present, for example, the relation between “wanted” and “leave” in the sentence “Mary wanted John to leave his family”, and the relation between “regret” and “wear” in “Mary regrets that she didn’t wear high heels that day”;
- ALINK represents the relationship between an aspectual event and its argument event, such as “stop talking”, “keep reading” and “starts to rain” [9].

Generally speaking, temporal information extraction is implemented using rule-based methods, machine learning techniques, or a hybrid of the two [10]. HeidelTime [11] and SUTime [12] are two of the best performing tools for temporal expression extraction, and both use rule-based methods which make normalization of temporal expressions easier. HeidelTime is the best performing system in TempEval-2 (http://semeval2.fbk.eu/semeval2.php?location=tasksT5) for extracting temporal expressions. Each temporal expression is viewed as a three-tuple consisting of a temporal expression, the type of the temporal expression (i.e., one of four types: date, time, duration and set), and the normalized value of the temporal expression. The goal is to extract the temporal expression and assign the type and calculate the normalized value correctly. SUTime is a rule-based temporal tagger built on regular expression patterns. Three types of rules are applied: text regex rules which are applied first to map simple regular expressions over characters or tokens to temporal representations; compositional rules that map regular expressions over chunks that are formed by tokens and temporal objects to temporal representations, (these rules being applied iteratively after the text regex rules); and filtering rules which discard ambiguous expressions that are likely to be non-temporal expressions, e.g. rules designed for polysemous words, such as “fall” [12]. The dependence on patterns for extraction of temporal expressions suggests a close connection between patterns and temporal expressions.
Machine learning techniques have also been proposed as a method of inferring the temporal relation linking a main clause and a subordinate clause attached to it. This is an example of learning temporal relations with machine learning techniques. There are also models [14, 15] which use hybrid methods. As indicated by [10], both rule-based approaches and systems implemented using machine learning algorithms typically rely on grammatical and syntactical attributes, such as POS tags, tense and so on.

Due to the dependence of techniques for automatic processing of temporal information on syntactic patterns of texts, we mix POS tags with temporal information tags for analyzing the stylistic features of newspaper articles.

2.2. Research on Pattern Mining

The second major part of our theoretical background is pattern mining. Pattern mining is one of the fundamental tasks of data mining and it consists of finding interesting, useful or unexpected patterns in a database [16]. This field originates from research [17] that provides an algorithm for solving the problem of discovering patterns of items bought by customers at a store, which may be used for commercial purposes, such as product catalogue design, add-on sales, store layout and customer segmentation based on purchasing patterns.

Under the framework of data mining, the temporal information in a dataset is used in the data preparation step for ordering items for subsequent pattern mining. In this case, the temporal aspect is not assigned with much weight. In the case of mining meaningful patterns from the database of customer purchase records, each transaction is considered as an itemset and the transactions are sorted based on the time of the transactions before a pattern mining algorithm is applied [18].

Temporality in pattern mining becomes an important consideration under the framework of temporal pattern mining. It is noticed that the correlation degree between some terms or patterns can change with time. [19] illustrates this point with the pattern formed by “Hillary Clinton” and “Candidate” which are correlated more strongly in 2008 than the pattern formed by “Hillary Clinton” and “Secretary of State”; while “Hillary Clinton” and “Secretary of State” form a more prominent pattern in 2009 than the pattern formed by “Hillary Clinton” and “Candidate”. The length of time interval is considered as an important factor in the prediction task [20] and the pattern discovery task [21]. [22] point out a problem with vanilla sequential pattern mining that does not take time gaps into account: if most of the customers buy B after A, and C after B, the manager can use this pattern to promote B when a customer purchases A and promote C when a customer buys B. However, if the time intervals between the purchases are not known, improper product recommendation would occur. This happens when customers purchase B several days after A, and buy C a certain amount of time after buying B, rather than buying B immediately after A and buying C with the same time gap after purchasing A. To solve this problem, a time-gap sequential pattern mining algorithm is proposed in their paper.

The above study demonstrates how the temporal aspect is handled in data mining. As temporal expressions are generally not expressed by a single word, the phrase is a more suitable unit for study. Events and temporal relations can be treated as patterns in a text. When temporal patterns are added in pattern mining, some interesting patterns may be obtained. However, the combination of temporal information and syntactic patterns in texts has not yet explored.
2.3. Pattern Mining for Authorship Attribution

Just as pattern mining algorithms can be used to identify the customers’ purchasing habits, they can also be used for characterizing the distinct writing styles of different authors. [23] apply pattern mining techniques to e-mail forensic analysis. As suggested by the authors, the two most widely used machine learning algorithms for authorship attribution, Decision Trees and Support Vector Machines (SVM), have limitations in forensic investigations. When a decision tree is built, a decision node is constructed based only on the local information of one attribute, and the combined effect of several features is not captured. A second drawback of using Decision Trees in this task is that the same set of attributes is used for all the suspects, which could be manipulated for supporting wrong arguments. The problem with the SVM is that it is a learning function that works like a black box whose result is difficult to interpret for forensic purposes. This property makes SVM a less desirable choice.

Therefore, the authors present a method based on a pattern mining algorithm to extract the unique write-print of each suspect. Write-print is a term which denotes the patterns that can uniquely capture the writing style of an individual. The Apriori algorithm [17] is adopted in the pattern mining step. Only a pattern that appears above a pre-set threshold frequency, which is defined as ‘support’, is considered to be frequent. The support value is calculated as the percentage of emails that contain the pattern in the training set of a suspect author. The second step is to filter out common frequent patterns so that a pattern in the write-print of one suspect does not appear in the write-print of another. A write-print perfectly matches a test email if the test email contains every pattern in the write-print. Since frequent patterns may vary in occurrence frequency, and the more frequent patterns are generally more important than the others, the support of a frequent pattern is taken into account in the function for calculating the similarity between the write-print and the test email. This paper demonstrates the advantage of using pattern mining algorithms for forensic use over using machine learning algorithms.

The use of frequent POS skip-grams for authorship attribution is explored in [1]. The basic idea of this paper is to combine POS skip-grams and a top-k sequential pattern mining algorithm for the authorship attribution task. POS skip-grams are constructed in a similar way as POS n-grams except for the fact that a gap is allowed between adjacent POS tags, thus introducing an additional parameter representing the size of the gap. With the top-k sequential pattern mining algorithm, only the most frequent POS skip-grams are considered. The data for the experiments, comprising 30 books written by 10 authors, is taken from the Gutenberg Project (https://www.gutenberg.org). Each author is represented by three texts. Since it is believed that an author not only writes in his own style but also shares common patterns with the other authors, in order to obtain the unique signature of the author, patterns in the union of the other authors, i.e. reference patterns, will be removed from the initially obtained signature of the author. The Pearson correlation coefficient is chosen to measure the correlation between an anonymous test text and the signature of each author. It is shown that using POS skip-grams provides better performance than using POS bigrams and trigrams. The influence of the parameters of the top-k pattern mining algorithm on the overall performance and on the classification accuracy for each author is also studied.

It can be seen from the above papers that applying pattern mining algorithms for authorship attribution typically includes the steps of extracting more representative patterns from a text, finding the unique patterns of each author, and using a function for calculating the correlation/similarity between a test file and the set of unique patterns of each author which is called a write-print or a signature. Compared with the models for authorship attribution implemented using machine learning algorithms, the approach based on pattern mining has some advantages, such as being capable of discovering unique patterns for each author, which can
serve as more credible evidence in forensic scenarios. As our research question requires the analysis of the patterns containing temporal information tags, the research on applying pattern mining techniques for authorship attribution can be a source of inspiration.

3. **Methodology**

To study the stylistic differences between different newspapers, a corpus is created by the authors.

3.1. **Corpus Creation**

The first step is to create a corpus annotated with temporal information. 1200 news articles are collected from four online newspapers: BBC (https://www.bbc.com), the Guardian (https://www.theguardian.com/uk), the Independent (https://www.independent.co.uk), and the Daily Mirror (https://www.mirror.co.uk). To reduce the influence of text categories on the result, texts classified under the categories of sports, politics and science & technology are collected in the same number. The publishing time of the news articles ranges from January 2020 to May 2020.

3.2. **Corpus Annotation**

The TARSQI Toolkit (TTK) is a suite of temporal processing modules for automatic temporal and event annotation of natural language texts [24]. TTK allows multiple linguistic annotation tasks to be performed, including tokenization, lemmatization, chunking, POS tagging, sentence and phrase boundary detection, temporal expression annotation and temporal relation annotation. It integrates several modules for temporal processing, including: the PreProcessor for tokenization, POS tagging and chunking, which is actually implemented by the TreeTagger [25]; GUTime for extracting temporal expressions; Evita for extracting events; Slinket for modal parsing; S2T for temporal repercussions of modal relations; Blinker for opportunistic pattern-based parsing of temporal relations; Classifier which is a MaxEnt classifier trained on the TimeBank corpus for identifying temporal relations between previously recognized events and temporal expressions in a text [24]; and Link Merger for ensuring consistency of all the temporal relations.

As the latest release of TTK is mainly written in Python 2 which has been declared End of Life in 2020, the source code of TTK released on GitHub cannot run without manual correction and not all the modules can work normally. Based on the tagger’s performance in the pilot experiment, only modules that work are selected. Hence, PreProcessor, GUTime, Evita, Slinket and S2T are used in the annotation process. The statistics of the corpus is presented below.

<table>
<thead>
<tr>
<th></th>
<th>BBC</th>
<th>The Guardian</th>
<th>The Independent</th>
<th>The Daily Mirror</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;s&gt;</td>
<td>10262</td>
<td>11013</td>
<td>8627</td>
<td>8438</td>
</tr>
<tr>
<td>&lt;lex&gt;</td>
<td>218498</td>
<td>254613</td>
<td>196453</td>
<td>175833</td>
</tr>
<tr>
<td>&lt;vg&gt;</td>
<td>18316</td>
<td>21696</td>
<td>16679</td>
<td>14686</td>
</tr>
<tr>
<td>&lt;ng&gt;</td>
<td>20127</td>
<td>23175</td>
<td>18082</td>
<td>15843</td>
</tr>
<tr>
<td>&lt;EVENT&gt;</td>
<td>14946</td>
<td>17612</td>
<td>13750</td>
<td>12073</td>
</tr>
<tr>
<td>&lt;TIMEX3&gt;</td>
<td>2487</td>
<td>2501</td>
<td>1957</td>
<td>2004</td>
</tr>
<tr>
<td>&lt;SLINK&gt;</td>
<td>753</td>
<td>764</td>
<td>537</td>
<td>560</td>
</tr>
<tr>
<td>&lt;TLINK&gt;</td>
<td>674</td>
<td>667</td>
<td>454</td>
<td>492</td>
</tr>
<tr>
<td>&lt;ALINK&gt;</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1. Statistics of the corpus.
It can be seen that ALINK is not recognized, which may be attributed to the exclusion of some modules of TTK. The meaning of most of the tags in Table 1 has been explained in section 2.1. Apart from the typical tags specified under ISO-TimeML annotation scheme, such as <EVENT>, <TIMEX3>, <SLINK>, <TLNK> and <ALINK>, there are other tags generated by the PreProcessor of TTK: <s> represents the marker of a sentence (without the closing tag </s>); <lex> denotes tokens; <vg> means verb phrase; and <ng> represents noun phrase.

From the statistics, it can be seen that the Guardian ranks the first in terms of the number of sentences, followed by BBC, the Independent and the Daily Mirror. Articles from the Guardian, which is classified as a broadsheet, are longer than the others, and articles from the Daily Mirror, which is generally described as a tabloid, are the shortest of all. The same trend can be found in the statistics of tokens, verb phrases, noun phrases and EVENT, which may be explained by the fact that these aspects are closely related to the low-level linguistic tasks, such as POS tagging. As to the numbers of temporal expressions represented by <TIMEX3> and temporal relations including <SLINK> and <TLINK>, the Daily Mirror exceeds the Independent.

3.3. The TKS Algorithm

The Top-K Sequential (TKS) pattern mining algorithm is used in the pattern mining step because it outperforms TSP which is the current state-of-art algorithm for the same task by more than an order of magnitude in terms of execution time and memory usage [26].

In the field of sequential pattern mining, the task of finding the most frequent sequential patterns is associated with the question of how to define the threshold value for being “frequent” so as to obtain an appropriate number of patterns. If too many patterns are discovered, the patterns might be less representative of the data and the computational costs are high both for the algorithm and further processing, while if too few patterns are found, some interesting or important patterns might be missed.

Therefore, to reduce the difficulty of the problem, the question of mining the most frequent sequential patterns is redefined as mining the top-k sequential patterns, where k is a user-defined number of sequential patterns to be discovered.

Before the details of the TKS algorithm are explained, some concepts may have to be clarified. A dataset can be formally defined as $S=\{s_1, s_2, s_3, \ldots s_i\}$, where $s_1, s_2, s_3$ are sequences. A set of items may be defined as $I=\{i_1, i_2, i_3, \ldots i_n\}$ and an itemset $t$ is a set of items that belong to $I$, such as $\{i_1\}$ or $\{i_2, i_3\}$. Each sequence may contain one or more itemsets, for instance, $s_1 = \{t_1, t_2, t_3\}$. A k-item sequence means a sequence $s=\{t_1, t_2, t_3, \ldots t_k\}$, where $t_k$ is an itemset for $1 \leq k \leq n$. The support denotes the number of sequences in $S$ that contain a specific pattern. It can also be expressed as the ratio of sequences that contain the pattern with respect to the total number of sequences in the database.

Each sequence can be considered either as a sequence-extended sequence or an itemset-extended sequence. Sequence-extension, which is also referred to as s-extension, means generating a new pattern by appending a new itemset after the existing itemsets of a sequence. For example, for $s_1=\{(a), (b), (c)\}$ and $s_2=\{(a), (b), (c), (d, e)\}$, $s_2$ is an s-extension of $s_1$. Itemset-extended sequence, which is also called i-extension, means generating a new pattern by adding a new item to the last itemset of a sequence. For instance, for $s_1=\{(a), (b), (c)\}$ and $s_2=\{(a), (b), (c, d, e)\}$, $s_2$ is an i-extension of $s_1$.

The TKS algorithm employs a vertical database representation and the basic candidate-generation procedure of SPAM [27]. The meaning of vertical database representation may be understood in
this way: given a database with \( m \) items and \( s \) sequences, each sequence may be identified with a unique ID and each of the \( m \) items may be represented separately by its presence in the itemsets of the sequence. Table 2 gives an illustration of horizontal database representation from which the vertical database representation may be derived.

Table 2. An example of horizontal database representation.

<table>
<thead>
<tr>
<th>SID</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( {(a, b), {c}} )</td>
</tr>
<tr>
<td>2</td>
<td>( {(a, c), {a, d}} )</td>
</tr>
<tr>
<td>3</td>
<td>( {{c, d}} )</td>
</tr>
</tbody>
</table>

In Table 2, SID denotes the id of each sequence in the database, and the unique items are \{a, b, c, d\}. In the sequence with the sequence ID 1, \( a \) appears in itemset 1, \( b \) appears in itemset 1, \( c \) appears in itemset 2, and \( d \) does not appear in any itemset. When the above table is turned into vertical representation, four tables will be generated so that each of the items in \{a, b, c, d\} is represented by its presence in the itemsets of the respective sequence:

Table 3. Vertical representation of \( a \).

<table>
<thead>
<tr>
<th>SID</th>
<th>Itemsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1, 2</td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

As can be seen from Table 3, item \( a \) appears in the first itemset in sequence 1 and the first and second itemsets in sequence 2 but does not appear in sequence 3.

Table 4. Vertical representation of \( b \).

<table>
<thead>
<tr>
<th>SID</th>
<th>Itemsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

As indicated by Table 4, item \( b \) only appears in the first itemset in sequence 1.

Table 5. Vertical representation of \( c \).

<table>
<thead>
<tr>
<th>SID</th>
<th>Itemsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

As indicated by Table 5, item \( c \) appears in the second itemset in sequence 1, the first itemset in sequence 2 and the first itemset in sequence 3.

Table 6. Vertical representation of \( d \).

<table>
<thead>
<tr>
<th>SID</th>
<th>Itemsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>
As indicated by Table 6, item d appears in the second itemset in sequence 2 and the first itemset in sequence 3.

The database is scanned only once to obtain the vertical database representation and calculate the support of each item. Starting with the items, candidate patterns obtained through s-extension and i-extension are searched. If the support of a candidate pattern generated in this way surpasses a pre-set threshold, the candidate pattern will be used as basis for generating further candidate patterns through s-extension and i-extension. Infrequent patterns will not be extended to form frequent patterns, which is called the Apriori property [26].

TKS and SPAM are similar in terms of the vertical database representation and basic candidate generation procedure described above. However, TKS redefines the frequent pattern mining problem as discovering top-k sequential patterns and new strategies are introduced.

The initial threshold is set to 0. Then the basic candidate generation procedure is applied. When a pattern is found, it is added to the list of patterns which are ordered based on the supports of the patterns. When k sequential patterns are found, the threshold is raised to the support of the pattern with the lowest support in the list, so that patterns with supports lower than the threshold will not be considered. The process continues until no more patterns can be found. In this way, the problem of mining the most frequent sequential patterns is turned into the task of mining the top-k sequential patterns.

The second strategy is to extend the most promising sequential patterns first [26]. This strategy means that among the set of patterns that can be extended to form new patterns, the pattern with the highest support is extended first. In this way, the most promising patterns are found first and the threshold will be increased faster, thereby improving the efficiency of the algorithm.

The third strategy is to discard infrequent items in the generation of candidate patterns [26]. With the increase of the threshold, the items whose supports are below the threshold are not considered and if a sequence contains a single infrequent item, the item will be recorded in a hash table and skipped when patterns are extended.

A special structure called a precedence map (PMap) is introduced. Its basic form is <j, n, s> for s-extension and <j, n, i> for i-extension. For example, if an item has PMap <e, 3, s>, it means that the item is followed by e in three sequences of the database by means of s-extension.

The application of the TKS algorithm for pattern mining is implemented using the Sequential Pattern Mining Framework (SPMF), which is an open-source data mining library offering implementations of more than 55 data mining algorithms [28]. Compared with other open source data mining libraries such as Weka (https://www.cs.waikato.ac.nz/ml/weka/), Mahout (http://mahout.apache.org/) and Knime (http://www.knime.org/), SPMF specializes in frequent pattern mining.

3.4. The Implementation

As the files tagged with TTK are saved as xml files, the xml.etree.ElementTree module (https://docs.python.org/3/library/xml.etree.elementtree.html) is used for parsing the files.
Fig. 1 shows a part of an annotated file. To keep the original structure of the annotation and the syntactic patterns generated by the PreProcessor of TTK, the principle for extracting the tags is to keep the tags of <s>, <ng>, <vg>, <EVENT> and <TIMEX3>, extract the POS tag of the corresponding <lex>, and keep the stop as “.” in the output sequence. The stop is required by SPMF so that the sentences can be treated as different sequences rather than treating the whole text as one sequence, which might cause misleading results. As <EVENT> is generally associated with a noun or verb which is important for maintaining the grammaticality of the text, the method of extracting <EVENT> is to extract both the tag of <EVENT> and the POS tag of the token annotated with <EVENT>. The sequences comprised by the above tags extracted from each news article are saved into separate files with the required extension of “.text” so that SPMF can recognize the file as a text document.

The following sentence is taken from a news article from BBC: “Team Ineos have withdrawn from all races until 23 March following the death of sporting director Nico Portal and the “very uncertain situation” surrounding the coronavirus outbreak.” (Original text: https://www.bbc.com/sport/cycling/51737966).

The corresponding sequence extracted from the annotated file is as follows: “s NN1 NN2 VBB VBN vg EVENT VBN PRP ng DT0 NN2 PRP ng TIMEX3 ng CRD NP0 VBG vg EVENT VBG AT0 NN1 PRF AJ0 NN1 NP0 NP0 CIC AT0 PUQ AJ0 AJ0 NN1 PUQ VBG vg EVENT VBG AT0 NN1 NN1”. (See a complete list of POS tags at http://ucrel.lancs.ac.uk/bnc2/bnc2guide.htm)

The second step is to extract signatures for BBC, the Guardian, the Independent, and the Daily Mirror. As each news article is independent, their top-k POS skip-gram patterns are extracted.
The TKS algorithm has the following parameters: the number $k$ of POS skip-gram patterns to be found for each article, the minimum pattern length $minlen$, the maximum pattern length $maxlen$, and the maximum gap between the POS tags $g$ (when $g$ is set to zero, the skip-grams are the same as fixed-length n-grams). Based on the previous experiment results [1], the parameters are set as follows: $k=250$, $minlen=1$, $maxlen=2$ and $g=1$. The extracted patterns are saved separately for each news article.

To test the performance of the authorship attribution method, 75% of the files containing the extracted POS skip-gram patterns of each newspaper are used as training data and 25% are used as test data. The initial signature of a newspaper is formed by the patterns that appear in the extracted patterns of all or the majority of the news articles of the newspaper. For example, the initial signature of BBC is obtained by calculating the intersection of the top-250 POS skip-gram patterns of 225($=300\times0.75$) news articles.

The POS skip-gram patterns of a newspaper are obtained by concatenating the extracted top-250 POS skip-gram patterns of all the 225 news articles of the newspaper. Then pandas.dataframe API (https://pandas.pydata.org/pandas-docs/stable/reference/api/pandas.DataFrame.html) is used to read the files and find the duplicate patterns from the concatenated file, which are the patterns that the 225 files of patterns have in common. Because there are no repetitive patterns in a single file, if a pattern appears 225 times in the concatenated file, it must be a pattern that the 225 files of extracted patterns have in common.

Authors write in their own styles but they may share common structures with the other authors writing in the same language. To make sure that the signature obtained for each newspaper is unique, the common patterns between this newspaper and the others will be removed from the signature obtained in the above step. For this purpose, the notion of reference patterns is used. The reference patterns for a newspaper are formed by concatenating the top-250 POS skip-gram patterns of the other three newspapers. For example, the reference patterns of the Independent are formed by concatenating the top-250 POS skip-gram patterns of the other three newspapers. The final revised signature of a newspaper is then obtained by removing from its initial signature all patterns that also occur in its reference patterns.

4. **Results & Discussion**

The numbers of patterns extracted during the implementation steps are presented below.

<table>
<thead>
<tr>
<th></th>
<th>Number of patterns extracted from the training data</th>
<th>Number of reference patterns</th>
<th>Number of patterns in the initial signature</th>
<th>Number of patterns in the revised signature</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC</td>
<td>55059</td>
<td>164422</td>
<td>14744</td>
<td>269</td>
</tr>
<tr>
<td>The Guardian</td>
<td>56744</td>
<td>162737</td>
<td>16666</td>
<td>203</td>
</tr>
<tr>
<td>The Independent</td>
<td>54611</td>
<td>164870</td>
<td>14290</td>
<td>203</td>
</tr>
<tr>
<td>The Daily Mirror</td>
<td>53067</td>
<td>166414</td>
<td>13221</td>
<td>62</td>
</tr>
</tbody>
</table>

Table 7 shows the numbers of patterns selected in each step of implementation. The numbers of patterns extracted from the training data of the four newspapers do not differ much. The number
of reference patterns is, by the definition of the reference patterns, influenced by the total numbers of patterns discovered from the training data of the other three newspapers. Therefore, the number of reference patterns of the Daily Mirror is the largest, followed by the Independent, BBC, and the Guardian, that is to say, it follows a reverse trend compared with the number of patterns extracted from the training data.

As far as the number of patterns in the initial signature is concerned, the previous trend still holds: if the news articles from a newspaper are generally longer, the number of patterns that they have in common will be greater, and therefore, a greater number of patterns can be found in their initial signature.

When the reference patterns are removed from the initial signatures, the numbers of patterns that remain show a different trend. The number of patterns contained in the revised signature of BBC is the largest, followed by the Guardian, the Independent, and the Daily Mirror, which suggests that BBC has more unique patterns and the Daily Mirror has the smallest number of unique patterns. Through examination of the texts, it is found that articles from BBC contain more subheadings and links to related articles, while articles from the Daily Mirror contain fewer these types of texts, which may be one of the reasons for the greater number of unique patterns in the revised signature of BBC.

Moreover, it is noteworthy that even though the Guardian has the largest number of patterns in its initial signature and the smallest number of reference patterns to be removed from its initial signature, the number of unique patterns in its revised signature is the same as the Independent, which means that a considerable amount of patterns shared by the files in the training data of the Guardian do not have the discriminative power for telling this newspaper and the others apart. As we are interested in finding out if different newspapers express temporal information in different ways, the patterns that involve temporal information will be examined for comparing the four newspapers in this aspect.

Since <s>, <ng>, <vg> and other tags are not directly related to temporal information and temporal relations are not completely recognized by the tagger, statistics are generated only for patterns containing tags of <EVENT> and <TIMEX3> in the following table.

<table>
<thead>
<tr>
<th></th>
<th>Number of patterns containing temporal information tags</th>
<th>Number of patterns in the revised signature</th>
<th>Ratio(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC</td>
<td>33</td>
<td>269</td>
<td>12.3</td>
</tr>
<tr>
<td>The Guardian</td>
<td>25</td>
<td>203</td>
<td>12.3</td>
</tr>
<tr>
<td>The Independent</td>
<td>29</td>
<td>203</td>
<td>14.3</td>
</tr>
<tr>
<td>The Daily Mirror</td>
<td>22</td>
<td>62</td>
<td>35.5</td>
</tr>
</tbody>
</table>

From Table 8, it can be seen that the revised signature of the Daily Mirror has a greater ratio of patterns containing temporal information tags than the other three newspapers, which seems to be contrary to our preconception. However, as temporal expressions and events generally form the essential elements in the development of a topic, if they are given explicitly, the readers can grasp the core information more quickly, which makes it easier to condense the report into a shorter article. This explanation is similar to the explanation [29] for the more frequent use of numbers in tabloids. The proportions of patterns containing temporal information tags of the other three newspapers do not differ much.
To see if the four newspapers can be distinguished by some patterns in particular, the patterns containing temporal information tags are presented below. The patterns are understood in the following way: as an example, in a pattern “2 EVENT -1 #SUP: 78”, the pattern is formed by 2 followed by EVENT -1 is used to separate the items from each other, “#SUP:” denotes support, and the number after “#SUP:” is the value of the support of the pattern. This follows the format of the output of the SPMF interface.

Table 9. Patterns containing temporal information tags in the revised signature of BBC.

<table>
<thead>
<tr>
<th></th>
<th>BBC</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>78</td>
</tr>
<tr>
<td>2</td>
<td>vbn</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>4</td>
<td>TIMEX3</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>5</td>
<td>EVENT</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>6</td>
<td>TIMEX3</td>
<td>-1</td>
<td>ng</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>8</td>
<td>EVENT</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>9</td>
<td>vbn</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>10</td>
<td>TIMEX3</td>
<td>-1</td>
<td>ng</td>
<td>-1</td>
</tr>
<tr>
<td>11</td>
<td>TIMEX3</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>12</td>
<td>EVENT</td>
<td>-1</td>
<td>vbg</td>
<td>-1</td>
</tr>
<tr>
<td>13</td>
<td>TIMEX3</td>
<td>-1</td>
<td>ng</td>
<td>-1</td>
</tr>
<tr>
<td>14</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
</tr>
<tr>
<td>15</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>16</td>
<td>EVENT</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>17</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>18</td>
<td>TIMEX3</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>19</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
</tr>
<tr>
<td>20</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>21</td>
<td>EVENT</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>22</td>
<td>TIMEX3</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>23</td>
<td>TIMEX3</td>
<td>-1</td>
<td>ng</td>
<td>-1</td>
</tr>
<tr>
<td>24</td>
<td>EVENT</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>25</td>
<td>EVENT</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>26</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>27</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
</tr>
<tr>
<td>28</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
</tr>
<tr>
<td>29</td>
<td>EVENT</td>
<td>-1</td>
<td></td>
<td>#SUP:</td>
</tr>
<tr>
<td>30</td>
<td>vbn</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>31</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>32</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>33</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
</tbody>
</table>

As can be seen from Table 9, eight of the 33 patterns in the revised signature of BBC are formed with the <TIMEX3> tag. Recall that the <TIMEX3> tag annotates explicit temporal expressions such as “today” and “on December 20, 1980”. Compared with the Guardian and the Independent below, this is a much greater ratio.
Table 10. Patterns containing temporal information tags in the revised signature of the Guardian.

<table>
<thead>
<tr>
<th>The Guardian</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>EVENT</td>
<td>-1</td>
<td>vbz</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP: 62</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>5</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP: 61</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>8</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>9</td>
<td>vbn</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>10</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
</tr>
<tr>
<td>11</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>12</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>13</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>14</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
</tr>
<tr>
<td>15</td>
<td>vbn</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>16</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
</tr>
<tr>
<td>17</td>
<td>EVENT</td>
<td>-1</td>
<td>vbg</td>
<td>-1</td>
</tr>
<tr>
<td>18</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP: 69</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP: 68</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>EVENT</td>
<td>-1</td>
<td>vbg</td>
<td>-1</td>
</tr>
<tr>
<td>21</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>22</td>
<td>EVENT</td>
<td>-1</td>
<td>vbg</td>
<td>-1</td>
</tr>
<tr>
<td>23</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
</tr>
<tr>
<td>24</td>
<td>EVENT</td>
<td>-1</td>
<td>vbg</td>
<td>-1</td>
</tr>
<tr>
<td>25</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP: 85</td>
<td></td>
</tr>
</tbody>
</table>

In the revised signature of the Guardian, no patterns containing the tag <TIMEX3> are found, which suggests that the temporal expressions are not used in a distinctive way in the news articles of the Guardian. Among the 25 patterns, there are seven pattern comprised of the tag <EVENT> followed by the <vbd> tag.
The revised signature of the Independent contains two patterns formed by `<TIMEX3>`, which indicates that slightly more temporal expressions are used in articles from the Independent than the Guardian. However, when compared with BBC and the Daily Mirror, the temporal expressions are used much less frequently in the Independent.

<table>
<thead>
<tr>
<th></th>
<th>EVENT</th>
<th>-1</th>
<th>vbd</th>
<th>-1</th>
<th>#SUP:</th>
<th>34</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>EVENT</td>
<td>-1</td>
<td>vbz</td>
<td>-1</td>
<td>#SUP:</td>
<td>31</td>
</tr>
<tr>
<td>3</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>TIMEX3</td>
<td>-1</td>
<td>ng</td>
<td>-1</td>
<td>#SUP:</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>EVENT</td>
<td>-1</td>
<td>vbg</td>
<td>-1</td>
<td>#SUP:</td>
<td>44</td>
</tr>
<tr>
<td>6</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>148</td>
</tr>
<tr>
<td>7</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
<td>#SUP:</td>
<td>114</td>
</tr>
<tr>
<td>8</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
<td>#SUP:</td>
<td>61</td>
</tr>
<tr>
<td>9</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>168</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>TIMEX3</td>
<td>-1</td>
<td>#SUP:</td>
<td>23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>vbn</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>33</td>
</tr>
<tr>
<td>12</td>
<td>EVENT</td>
<td>-1</td>
<td>vbg</td>
<td>-1</td>
<td>#SUP:</td>
<td>30</td>
</tr>
<tr>
<td>13</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>57</td>
</tr>
<tr>
<td>15</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
<td>#SUP:</td>
<td>32</td>
</tr>
<tr>
<td>16</td>
<td>vbn</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>19</td>
</tr>
<tr>
<td>17</td>
<td>EVENT</td>
<td>-1</td>
<td>vhz</td>
<td>-1</td>
<td>#SUP:</td>
<td>31</td>
</tr>
<tr>
<td>18</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
<td>#SUP:</td>
<td>43</td>
</tr>
<tr>
<td>19</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
<td>#SUP:</td>
<td>25</td>
</tr>
<tr>
<td>21</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>50</td>
</tr>
<tr>
<td>23</td>
<td>EVENT</td>
<td>-1</td>
<td>vbn</td>
<td>-1</td>
<td>#SUP:</td>
<td>37</td>
</tr>
<tr>
<td>24</td>
<td>vbn</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>25</td>
</tr>
<tr>
<td>25</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
<td>#SUP:</td>
<td>35</td>
</tr>
<tr>
<td>26</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>72</td>
</tr>
<tr>
<td>28</td>
<td>EVENT</td>
<td>-1</td>
<td>vbd</td>
<td>-1</td>
<td>#SUP:</td>
<td>32</td>
</tr>
<tr>
<td>29</td>
<td>vg</td>
<td>-1</td>
<td>EVENT</td>
<td>-1</td>
<td>#SUP:</td>
<td>51</td>
</tr>
</tbody>
</table>
Among the 22 patterns in the revised signature of the Daily Mirror, eight are patterns containing the tag of `<TIMEX3>`, which is an indicator that the Daily Mirror tends to use more explicit temporal expressions in its news articles than the other newspapers. In combination with Table 8, it may be concluded that the news articles of the Daily Mirror, generally described as a tabloid, contain a greater proportion of temporal information and the temporal information is expressed with explicit temporal expressions, which makes it easier to convey the essentials of a piece of news within limited space. In contrast, articles from the Guardian and the Independent are more likely to convey temporal information implicitly. BBC lies in the middle of this spectrum of explicitness and implicitness.

In the authorship attribution step, an experiment following the method used in [1] is performed. The accuracies for BBC, the Guardian, the Independent and the Daily Mirror are 90.7%, 6.7%, 0% and 0%, respectively. In the experiment [1], the success ratio for the classification task on Catharine Trail is equal to zero under the same setting as in the present experiment. It is explained in [1] that some authors are harder to identify because some of them attempt to hide their identities with deliberate variations in style, and therefore the patterns in their signatures are heterogeneous, or because some authors write about the daily routine life, which makes their writing share much in common with the other authors. Except for BBC, all the other newspapers are not classified with high accuracy, which may be attributed to the fact that BBC contains more subheadings and links to related articles and this feature can be more easily characterized by skip-gram patterns.

5. CONCLUSIONS & FUTURE WORK

In this study, the focus is to find if different newspapers express temporal information in different ways and how they differ in terms of the amount of temporal information and the specific patterns containing temporal information tags.
From the perspective of the number of patterns in the revised signatures, it can be seen that the number of patterns contained in the revised signature of BBC is the largest, followed by the Guardian, the Independent and the Daily Mirror, which suggests that BBC has more unique patterns and the Daily Mirror has the smallest number of unique patterns. This may be attributed in part to the fact that articles from BBC contain more subheadings and inserted titles of articles related to a topic than the other newspapers while articles from the Daily Mirror, constrained by space, normally do not contain these types of texts. The POS skip-gram patterns can capture this aspect.

As articles from the Guardian, generally described as a broadsheet, are longer, more patterns are mined under the same setting of the algorithm and therefore, the initial signature of the Guardian contains the greatest number of patterns. However, even though the reference patterns of the Guardian are the smallest in number, when the initial signature of the Guardian is revised by moving the reference patterns, the patterns that remain in its revised signature are not the largest in number, which means that a considerable amount of patterns shared by the files in the training data of the Guardian do not have the discriminative power for telling this newspaper and the others apart and the language use of the Guardian is possibly not so distinctive from the other newspapers in the dataset.

From the perspective of the ratio of patterns containing temporal information tags to the number of patterns in the revised signatures, it can be seen that the revised signature of the Daily Mirror which is generally described as a tabloid has a greater ratio of patterns containing temporal information tags than the other three newspapers, which may run counter to some preconceptions. However, since temporal expressions and events generally form the essential elements of a piece of news, if they are given explicitly, the readers can grasp the core information more quickly, which makes it easier to condense a report into a shorter article. This result is consistent with the research [29] which shows that tabloids use more numbers than broadsheets for similar reasons. As far as the specific patterns containing temporal information tags are concerned, it can be concluded that articles from the Daily Mirror, typically described as a tabloid, contain a greater proportion of temporal information and the temporal information is expressed more frequently with explicit temporal expressions than the other newspapers.

Due to the constraint of the current version of TTK, only tags of <EVENT> and <TIMEX3> are analyzed and studied. If the temporal information can be annotated fully, it is likely that a more complete picture of the different ways in expressing temporal information can be obtained. In future work, experiment can be carried out using other methods for the authorship attribution task. Meanwhile, different datasets can be used for testing the results of this study, and how adjusting the parameter setting of the pattern mining algorithm influences the result remains a question that needs further investigation.
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ABSTRACT

Based on the aspect-level sentiment analysis is typical of fine-grained emotional classification that assigns sentiment polarity for each of the aspects in a review. For better handle the emotion classification task, this paper put forward a new model which apply Long Short-Term Memory network combine multiple attention with aspect context. Where multiple attention mechanism (i.e., location attention, content attention and class attention) refers to takes the factors of context location, content semantics and class balancing into consideration. Therefore, the proposed model can adaptively integrate location and semantic information between the aspect targets and their contexts into sentimental features, and overcome the model data variance introduced by the imbalanced training dataset. In addition, the aspect context is encoded on both sides of the aspect target, so as to enhance the ability of the model to capture semantic information. The Multi-Attention mechanism (MATT) and Aspect Context (AC) allow our model to perform better when facing reviews with more complicated structures. The result of this experiment indicate that the accuracy of the new model is up to 80.6% and 75.1% for two datasets in SemEval-2014 Task 4 respectively, While the accuracy of the data set on twitter 71.1%, and 81.6% for the Chinese automotive-domain dataset. Compared with some previous models for sentiment analysis, our model shows a higher accuracy.
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1. INTRODUCTION

Aspect sentiment analysis is one of the important parts of natural language processing (NLP), which provides fine-grained classification of emotions [1]. Such as, the following sentence “Large memory, but performance was poor”, where the polarity of the aspect “memory” shows positive, the polarity of another aspect “performance” reveals negative. It's complicated to judge the polarity of such a multi-aspect review if information about the objective of the aspect is ignored. This is a common challenge in general sentiment classification tasks.

The key of aspect sentiment analysis is to model appropriate context features for an aspect target in a comment. Traditional approaches mostly with manual features to train classifiers. In contrast, neural networks can learn feature representations from given data without manual feature engineering effectively. However, these models largely rely on information from additional analysis such as dependency parsing, which may accumulate errors during the sentiment analysis. It has been proposed that differentiated the both sides context of aspect target based on their locations relative to the aspect word and applied Bi-LSTM networks to encode the both side context respectively. However, the model proposed may not capture the sentiment information

that is far from the aspect target in the comment. Prior work has applied the advantage of the attention module to solve aspect sentiment analysis problems. The model automatically generates aspect-to-text and text-to-aspect bidirectional attention [7]. In general, prior models with attention module only consider the semantic feature for an aspect target or context, which fails to take into account other features affecting the accuracy of the aspect sentiment analysis, such as context location and class balancing.

The above deficiencies, a model named LSTM-MATT-AC [11] is proposed, which introduce Multiple attention combining mechanisms (MATT) and aspect context module(AC). Where multi-attention mechanism consists of three parts: content attention, location attention, and class attention. The content attention is responsible for considering the semantic information related to the aspect targets in the comments; the location attention mainly focuses on the relative location information between the aspect targets and their context; the class attention is introduced to overcome the classification model data variance caused by an imbalance in the training data. And adopted the aspect context module encodes the bidirectional information of the aspect targets into the sentiment features. Finally, the performance of the model is evaluated on four different language datasets, including Chinese and English. The evaluation results show that the model is widely applicable. In addition, the results verify that our model is insensitive to language.

The others of this paper is arranged as below, the second section introduces some related work; the third part gives an overview of LSTM-MATT-AC model and a detailed description of location, content and class attention; A large number of experiments are carried out in the fourth part, and the results prove the validity of the new model, and last section concludes the paper and presents direction for future improvement.

2. RELATED WORK

2.1. Aspect Sentiment Classification

Traditional methods used sentiment classifiers with expensive hand-crafted features. Most prior work consisted of two steps: (1) A sentiment lexicon was built. For example, use existing dependency relation triple parsers; the dependency parsing knowledge between sentiment words and aspect words; use WordNet's annotation information; Also constructing domain specific sentiment lexicon based on the space similarity of sentiment embedding that contain semantic information. (2) The appropriate classifier was selected. Which contains three ways: one is Naive Bayes, the another is Support Vector Machine (SVM), or combine these two classifiers. Recently, an increasing number of researchers have used neural networks for aspect sentiment analysis. Some typical models that are commonly used include the recursive neural network, and the tree-LSTMs neural network [5]. These models utilize the syntax structures of comments to encode the hierarchical grammatical information of the comments. This work suggests that word embedding and deep neural network could utilize syntactic and semantic structures in comments for aspect sentiment analysis without manual intervention.

2.2. Attention Mechanism

The essence of attention module is to retain useful information, filter out irrelevant information [7], and overcome the limitation of poor performance of recurrent neural network (RNN) in feature coding of long sequence texts. This method associates the target object with each feature in the text, and obtains the corresponding attention probability distribution. In 2014, successfully solved the problem of image classification by introducing the attention mechanism into the RNN [8]. Subsequently, neural networks with attention mechanisms became a heated research topic.
With the advancement of research, many subtasks of natural language processing have got good results using attention mechanisms, such as textual entailment recognition, text abstraction extraction, speech recognition, and machine reading comprehension. Prior work also validated the effectiveness of attention mechanisms in aspect sentiment analysis tasks.

### 3. Model

#### 3.1. Task Definition

First, the sentiment analysis tasks, we need to give a fixed sentence of length \( n \) \( s = \{ w_1, \ldots, w_i, \ldots, w_n \} \) and an aspect target \( a = \{ w_i, \ldots, w_r \} \). For each word \( w_i \), we obtain an embedding \( v_i \in \mathbb{R}^{d_w} \) from \( \mathbb{L} \in \mathbb{R}^{d_w \times |V|} \), where \(|V|\) refers to size of the vocabulary, \(d_w\) is used to indicate dimension of embedding word.

![Figure 1. The architecture of LSTM-MATT-AC model](image)

#### 3.2. An Overview of Model

**Input module**: The first module is input embedding which includes aspect, location-weighted word and aspect context, in which aspect embedding need to map each aspect word into embedding \( v_a \in \mathbb{R}^{d_w} \), while location-weighted word embedding refers to integrating the location distribution, and generate corresponding weight embedding, and aspect context embedding splits sentence word embedding sequence into two parts on both sides of the context.

**Bi-LSTM module**: The aspect embedding and the location-weighted word embedding are combined as input of the left Bi-LSTM module. We obtain the forward hidden states \( \overrightarrow{H^s} \in \mathbb{R}^{d_h \times n} \) and backward hidden states \( \overleftarrow{H^s} \in \mathbb{R}^{d_h \times n} \) from Bi-LSTM simultaneously. Concatenating \( \overrightarrow{H^s} \) and \( \overleftarrow{H^s} \) generate output hidden states \( H^s \in \mathbb{R}^{2d_h \times n} \), where \(d_h\) refers to the dimension of the hidden states.

\[
H^s = \overrightarrow{H^s} \parallel \overleftarrow{H^s}
\]
Then embed context of the aspect into the Bi-LSTM neural network to the right of the Bi-LSTM module. Similar to the left part, the hidden state in two directions will be generated.

\[ H^a = LSTM([v_1, v_2, \cdots, v_r, \cdots, v_f]) \quad (2) \]

\[ H^a = LSTM([v_1, v_2, \cdots, v_r, \cdots, v_{n+1}, v_n]) \quad (3) \]

**Aspect content selection module:** The module main task that hidden state is multiplied by the content attention distribution \( \alpha \in R^{1 \times n} \), to achieve the feature embedding which is highly relevant to aspect targets.

\[ r = H^a \alpha^T \quad (4) \]

**Aspect context module:** The feature embedding \( h^a \in R^{2d_h} \) through concatenate the hidden states \( h^a \in R^{d_h} \) and \( \tilde{h}^a \in R^{d_h} \) is generated.

**Feature fusion:** By \( r \in R^{2d_h} \) and \( h^a \in R^{2d_h} \) are integrated with the expression with the following equation to come into being the final feature embedding \( h^* \in R^{d_h} \).

\[ h^* = \tanh(W_r + W_a h^a) \quad (5) \]

### 3.3. Location Attention

![Figure 2. The relative distances between words and aspect targets in sentences](image-url)

For sentiment analysis tasks, the emotional relative with the distance between the target and the context provides crucial information. In the sentence shown in Figure 2, “great” is the sentiment word for the aspect target "food", and “great” is closer to the aspect target “food” than to “dreadful”. However, for another aspect "service", the relative distance to the relevant sentiment word "dreadful" and the irrelevant sentiment word "great" is the same. This phenomenon poses a threat to the simple location weight calculation. In this paper, citing the punctuation-based algorithm proposed by Han [11] to be calculated.

### 3.4. Content Attention

According to the aspect target, the hidden states \( H^s \) concatenation with the aspect embedding \( V^a \) to produce content attention distribution \( \alpha^* \).
\[ M = \tanh(W_h H^i; W_v v \otimes e_n) \] (6)

\[ \alpha = \text{soft max}(w^T M) \] (7)

Where \( M \in \mathbb{R}^{(d_v + d_h) \times n} \), \( \alpha \in \mathbb{R}^{1 \times n} \), \( W_h \in \mathbb{R}^{d_v \times d_h} \), \( W_v \in \mathbb{R}^{d_v \times d_v} \) and \( w \in \mathbb{R}^{d_v \times d_h} \) are projection parameters, \( v \otimes e_n \) means that \( v \) is repeatedly concatenated \( n \) times, and \( e_n \) refers to column vector with \( n \) 1s.

### 3.5. Class Attention

To avoid the bias problem of the LSTM-MATT-AC model, this paper introduces the loss function [3] into the class attention, which penalizes the misclassification of underrepresentation more seriously. In addition, in the case of extremely unbalanced training data, smoothing factor \( \varphi \) is introduced to smooth the weights, which may lead to very high class attention weights.

\[ \omega^c_i = \frac{\max(c)}{c_i + \varphi \times \max(c)} \] (8)

Where \( c \) is the list containing the number of data points under each class, and \( c_i \) refers to the amount of data points under the \( i \)-th class. For the data from the Restaurant, Automobile and Laptop domains, we set the parameter \( \varphi = 0 \), for the Twitter domain data, set the parameter \( \varphi = 0.1 \).

### 3.6. Model Training

The end-to-end training model is established by using the back propagation, and the cross entropy loss is selected as the loss function. To avoid overfitting, we add L2 regularization to the loss function [10].

\[ \text{loss} = - \sum_i \sum_j y^i_j \log \hat{y}^i_j + \lambda \| \theta \|^2 \] (9)

Where \( y^i_j \) is the correct sentiment, \( \hat{y}^i_j \) indicates the prediction result of the model, \( i \) refers to index of review data, \( j \) means index of class of the final sentiment, \( \lambda \) as L2 regularization items, and \( \theta \) present parameter set.

### 4. EXPERIMENTS

#### 4.1. Dataset

New proposed model LSTM-MATT-AC on four data sets were evaluated, as shown in Table 2. Firstly, we evaluated our model on three more English datasets from SemEval-2014 Task 4 and Twitter. For different languages have considerably different expressions for sentiments. After that, a dataset from the Chinese Automobile domain were used for comparison.
4.2. Hyper parameters Setting

In our evaluation, we selected the training data of 20% randomly as the testing data to tune a set of hyper parameters. Word embedding is initialized by the 300-dimensional size Glove vectors [7]. We use U (-0.01, 0.01) to uniformly distribute random initialization of off-vocabulary words. The LSTM hidden state dimension is set as 150. All parameters of the random initialization, equal distribution of U (-0.05, 0.05). Our model for the batch of 25 samples of training.

4.3. Model Comparison

We have four domain-specific datasets will be in the field of the new proposed model and the following baseline model are compared.

a) TD-LSTM (Target-dependent LSTM) using two LSTM network context is modelled as a target. To connect two LSTM network finally hide status for the sentiment prediction.

b) TC-LSTM [12] (Target-connection LSTM) extends the TD-LSTM, which combines aspect embedding and the embedding of each word.

c) AT-LSTM (Attention-based LSTM) Based on the attention of the LSTM (attention-based LSTM) by LSTM network context modelling to target first, and then combining embedded LSTM hide status and ways, to generate attention to weight.

d) ATAE-LSTM [14] is an aspect-oriented embedded attention-based LSTM developed on the basis of attention-LSTM.

e) AOA-LSTM [6] (attention-over-attention LSTM) First, aspects and text are modelled simultaneously through Bi-LSTM. Then, the fusion between the aspect target and the text representation produces bidirectional attention.

4.4. Result and Discussion

Next apply accuracy metric to confirm results and performance analysis of the model classifier, which defined as follows:

\[ acc = \frac{num_{cor}}{num_{all}} \] (10)

Where \( num_{cor} \) represents the amount of correctly predicted samples, \( num_{all} \) represents the total amount of samples and \( acc \) measures the percentage of the correctly predicted samples in all sample data [11].
4.4.1. 3-class Sentimental Classification

Table 3. Comparison results: accuracy of the 3-class sentimental classification

<table>
<thead>
<tr>
<th>Model</th>
<th>Restaurant</th>
<th>Laptop</th>
<th>Twitter</th>
<th>Automobile</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD-LSTM</td>
<td>0.756</td>
<td>0.681</td>
<td>0.646</td>
<td>0.786</td>
</tr>
<tr>
<td>TC-LSTM</td>
<td>0.763</td>
<td>0.710</td>
<td>0.680</td>
<td>0.792</td>
</tr>
<tr>
<td>AT-LSTM</td>
<td>0.762</td>
<td>0.689</td>
<td>0.672</td>
<td>0.788</td>
</tr>
<tr>
<td>ATAE-LSTM</td>
<td>0.772</td>
<td>0.687</td>
<td>0.681</td>
<td>0.795</td>
</tr>
<tr>
<td>AOA-LSTM</td>
<td>0.812</td>
<td>0.745</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LSTM-MATT-AC</td>
<td>0.806</td>
<td>0.751</td>
<td>0.711</td>
<td>0.816</td>
</tr>
</tbody>
</table>

Compared with the unidirectional LSTM used by the ATAE-LSTM, the LSTM-MATT-AC utilizes the Bi-LSTM to better encode the context semantic features of the comments. The aspect content attention is appended to the output layer of the Bi-LSTM to generate the weight distribution of the semantic correlation between the aspect and context, and then the weighted total of the hidden states from the Bi-LSTM generates feature embedding that is closely related with aspect target. To address the model data variance caused by the class imbalance in the training data, we introduce the class attention mechanism into the loss function of the model for capture deeper sentiment features from the class with less data.

For aspect phrases, different words contribute to the aspect expression differently. Attention mechanism that phrase is an important part of the model is able to focus on, so as to promote the accuracy of sentiment classification [11]. In general, our model achieves better results on datasets of four different domains and two different languages than other models. The high performance of our model shows that it has a good domain migration ability and is language-insensitive.

4.4.2. 2-class sentimental classification

For further compare the performance of new model with other baseline models in aspect sentiment analysis, we conducted another experiment with only the data of "Positive" and "Negative" in four datasets. The experimental results are shown in the following table.

Table 4. Comparison results: accuracy of 2-class sentimental classification. the Best performances in bold

<table>
<thead>
<tr>
<th>Model</th>
<th>Restaurant</th>
<th>Laptop</th>
<th>Twitter</th>
<th>Automobile</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASGCN</td>
<td>0.806</td>
<td>0.755</td>
<td>0.721</td>
<td>—</td>
</tr>
<tr>
<td>AEN-BERT[15]</td>
<td>0.831</td>
<td>0.799</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>TD-LSTM</td>
<td>0.892</td>
<td>0.868</td>
<td>0.830</td>
<td>0.869</td>
</tr>
<tr>
<td>TC-LSTM</td>
<td>0.894</td>
<td>0.853</td>
<td>0.858</td>
<td>0.878</td>
</tr>
<tr>
<td>AT-LSTM</td>
<td>0.892</td>
<td>0.874</td>
<td>0.858</td>
<td>0.873</td>
</tr>
<tr>
<td>ATAE-LSTM</td>
<td>0.909</td>
<td>0.876</td>
<td>0.867</td>
<td>0.882</td>
</tr>
<tr>
<td>LSTM-MATT-AC</td>
<td><strong>0.910</strong></td>
<td>0.870</td>
<td><strong>0.868</strong></td>
<td><strong>0.897</strong></td>
</tr>
</tbody>
</table>

Table 4 reveals that the accuracy of the models were significantly improved after the "Neutral" data was removed. We investigated the "Neutral" reviews in the four datasets, and found that most of the "Neutral" comments are objective statements about aspect targets, and do not contain sentiment expressions from reviewers. For example, the review "It takes about 2 hours to be served our 2 courses." does not express reviewer’s sentiment tendency. Another finding is that
some "Positive" and "Negative" comments are too implicit about the sentiment of aspect targets and the syntactic structures are relatively complex, resulting in the model not able to accurately capture the sentiment features in the training phase, thus misclassifying the reviews into "Neutral" class. In conclusion, the objectivity of "Neutral" review expression and the ambiguity of "Neutral" sentiment class itself lead to "Neutral" data greatly affecting the accuracy of model. The accuracies of the LSTM-MATT-AC on the Restaurant, Twitter and Automobile datasets are higher than that of other models, reaching 91%, 86.8%, and 89.7% respectively. Our experiments show that the LSTM-MATT-AC can better deal with aspect sentiment classification of different domains and languages.

We conducted another experiment to proof the validity of the multi-attention module, such as the below models to compare: (1) the LSTM-NL-AC model which has no location attention compared with model presented in this paper; (2) the LSTM-NC-AC model which has no class attention compared with the new proposed model. For this experiment, we just kept "Positive" and "Negative" part data from the four domain-specific datasets, as a binary sentiment classification experiment. The evaluation results are shown in Figure 3. The overview of the four datasets is shown in Figure 4.

![Figure 3. The impact of the multi-attention module on the classification accuracy](image1)

From figure 3, the LSTM-MATT-AC model reaches optimal performance. After the addition of location attention, the model at least 1.1% improvement in the datasets compared with the no location attention model; With the class attention, other accuracy rates have improved, except that twitter remained consistent. Figure 4 shows that class distributions of Restaurant, Laptop and Automobile datasets are imbalanced compared with Twitter dataset. Furthermore, we observed that, compared with the location attention, class attention to improve model performance.
To study the impact of aspect context module on the accuracy of aspect sentiment classification, we constructed two models named LSTM-MATT-1 and LSTM-MATT-2, replacing the aspect context module with and respectively. Then the three LSTM-MATT models (i.e., LSTM-MATT-1, LSTM-MATT2, and LSTM-MATT-AC) were used to conduct another aspect sentiment analysis experiment on four domain-specific datasets. The evaluation results are shown in Figure 5.

Figure 5 shows that the classification accuracy of the LSTM-MATT-2 is generally higher than that of the LSTM-MATT-1 on four domain-specific datasets. This indicates that encodes richer aspect context information than, and also verifies that the LSTM with three threshold mechanisms can effectively learn long-distance semantic dependencies in reviews. The accuracy of the LSTM-MATT-AC is higher than that of the LSTM-MATT-2, with improvements of 1.79%, 1.24%, 0.58%, and 1.4% in the Restaurant, Automobile, Laptop, and Twitter domains respectively. The result shows that aspect context module, which takes an aspect target as a target object and encodes the left and right context of aspect word with Bi-LSTM network, can make the LSTM-MATT-AC generate more accurate sentiment features with the aspect, and ultimately raise the accuracy of aspect sentiment classification.

Table 5. Attention weights of the word sequence in different models

<table>
<thead>
<tr>
<th>Model</th>
<th>great</th>
<th>food</th>
<th>,</th>
<th>but</th>
<th>the</th>
<th>service</th>
<th>was</th>
<th>dreadful</th>
<th>!</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-NP-AC</td>
<td>0.2880</td>
<td>0.0311</td>
<td>0.0311</td>
<td>0.0237</td>
<td>0.0269</td>
<td>0.0643</td>
<td>0.0463</td>
<td>0.4606</td>
<td>0.0280</td>
</tr>
<tr>
<td>LSTM-NC-AC</td>
<td>0.1783</td>
<td>0.1705</td>
<td>0.0885</td>
<td>0.0769</td>
<td>0.0771</td>
<td>0.0755</td>
<td>0.0874</td>
<td>0.2000</td>
<td>0.0458</td>
</tr>
<tr>
<td>LSTM-MATT-AC</td>
<td>0.0043</td>
<td>0.0021</td>
<td>0.0007</td>
<td>0.0012</td>
<td>0.0004</td>
<td>0.1250</td>
<td>0.0012</td>
<td>0.8691</td>
<td>0.0006</td>
</tr>
</tbody>
</table>

To further study the effect of the location and class attention on the aspect sentiment classification, we extracted a sample from the Restaurant dataset. We then compared the attention weights of word sequences among LSTM-MATT-AC, LSTM-NL-AC and LSTM-NC-AC. Table 5 shows that for the aspect target "service", the LSTM-NL-AC without location attention assigns the sentiment words "great" and "dreadful" a higher weight, while the LSTM-MATT-AC can accurately identify the correct sentiment word "dreadful" and increase its weight from 0.4606 to 0.8691. This weight fluctuation shows that the model with location attention can effectively capture the influence of words on the aspect target through the relative location information.
between an aspect target and each word in a review, enhance the model’s content attention layer to recognize correct sentiment words, and thus generate more accurate aspect sentiment features through more reasonable weight allocation. On the other hand, because the number of positive reviews from the Restaurant dataset is about 2.4 times the number of negative reviews, the class is imbalanced. For the aspect target "service" whose sentiment polarity is negative in the instance, we find that the LSTM-NC-AC assigns weights to each word more evenly in the clause "but the service was dreadful!", and the sum of the weights allocated to the clause is 0.5169, which is much lower than the sum of the 0.9949 assigned to the clause by the LSTM-MATT-AC. After analysing the attention weights of word sequence, we found that the model will likely be biased when the training data is imbalanced. From the perspective of attention distribution, we find that the model reduces the attention to the class clauses with less data, which is mainly manifested in the lower weight sum given to clauses and the more average weight assigned to each word in the clauses. The above demonstrates the validity of the new model that introduces location attention and class attention in aspect sentiment analysis.

4.5. Visualizing Attention Mechanism

In Figure 6, we list four examples from the Restaurant and Laptop datasets, and visualizing the weight of each word's attention to determine which has the greatest effect on the emotional polarity of the aspect. The darkness of the colour indicates the grade of the attention weight [20]. The darker the colour is, the more important the word is. In the first two examples, the comment “Great food, but the service was dreadful!” contains aspect of the “food” and another aspect “service”. However, the emotional polarity of the aspect “food” reveals positive. However, the polarity of the "service" represents opposite, as two clauses with opposite sentiment polarity are connected by the word "but". The results of the attention visualizations in Figure 6 (a) and Figure 6 (b) show that our model accurately finds the corresponding sentiment words "great" and "dreadful" of aspect words "food" and "service" under the premise of identifying the turning sentences and thus predicts the correct sentiment polarity of the two aspect targets. In the third example, the correct polarity of the aspect word "cuisine" is positive in comment "I highly recommend it for not just its superb cuisine, but also for its friendly owners and staff". Although there is a negative word "not" in front of the word "cuisine", our model recognizes that the "not" does not mean negative in this review and therefore accurately classifies the sentiment of the aspect target “cuisine”. The last example, the polarity of the aspect "technical support" is negative in comment "The technical support was not helpful as well". Compared to the third example, our
model recognizes that "not" is a negation of the sentiment word "helpful" that is positive and therefore accurately predicts the correct emotional polarity of the aspect.

5. CONCLUSION

This paper proposed a new model LSTM-MATT-AC to tackle challenges in aspect sentiment analysis. The model leveraged the multi-attention mechanism and aspect context, where multiple attention makes the new model to concentrate the relative between aspect targets and their context words from different perspectives. And accurately represent the impact of each context words on the aspect targets. Meanwhile, because different aspect targets have different contexts in a review, the aspect context module of the LSTM-MATT-AC independently encodes the both sides context of the aspect targets through Bi-LSTM. Evaluations on four domain-specific datasets indicate that new proposed model has improved from the accuracy compared to models from prior work, validating the high-performance of the multi-attention mechanism and aspect context on aspect sentiment analysis.

As our model averages the each word embedding in an aspect phrase, the features of important words in the aspect phrase may not be captured effectively. We plan to study how the introduction of the aspect of future work about the attention mechanism.
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Abstract

Comparing document semantics is one of the toughest tasks in both Natural Language Processing and Information Retrieval. To date, on one hand, the tools for this task are still rare. On the other hand, most relevant methods are devised from the statistic or the vector space model perspectives but nearly none from a topological perspective. In this paper, we hope to make a different sound. A novel algorithm based on topological persistence for comparing semantics similarity between two documents is proposed. Our experiments are conducted on a document dataset with human judges’ results. A collection of state-of-the-art methods are selected for comparison. The experimental results show that our algorithm can produce highly human-consistent results, and also beats most state-of-the-art methods though ties with NLTK.
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1. Introduction

The problem focused in this paper is Document Semantics Comparison Problem as follows. Given two human readable, fairly long documents in similar lengths (and temporarily only in English), a real value to reflect the similarity between the two documents is desired. This problem is one of the fundamental problems lying at the heart of Natural Language Processing (NLP) and Information Retrieval (IR). To date, this problem has been attacked majorly from the statistical perspective, such as TF-IDF [1] [2] based methods, and vector space model (VSM) [3] methods. The former category directly utilizes TF-IDF information combined with statistical techniques to design the methods, while the latter category emphasizes and represents the relationships between words or constituents via VSM models, most of which are constructed still based on statistical information. In this paper, several state of the art and concrete such methods are selected for comparison. In Section 2, these methods will be briefly explained.

The methods proposed in this paper sheds a light from a different perspective, topology. More specifically, our methods are utilizing topological persistence [4] to represent the relationship between any two given documents, then the semantics similarity is computed from this representation. Our methods started with a very natural motivation. That is, if two documents have similar semantics, then they must have a relatively larger amount of relationships reflecting this similarity. Then a core task to formulate this similarity is to represent the relationships between the two documents. A document can be considered as a concrete carrier of its semantics. It consists of a collection of words and the relationships between these words. These relationships...
are ciphered in the grammars and the conventions in human languages. From a computational perspective, our arsenal to represent these relationships is actually quite limited. Then we need to be creative to take advantage of our weapons. Parse trees [5], constituency-based and dependency-based, are powerful tools to represent word relationships within a sentence. To measure the similarity or distance between any two words, a number of candidates are also ready to be picked. Then utilizing these two types of tools, we are able to partially construct the relationships in two documents. In other words, within a document, words in a sentence are organized in a connected component via a parse tree, and words in different document can be connected via checking the similarity or distance between them. In this way, a combinatorial graph is constructed, in which every path from word to another reflects a direct or indirect relationship, and the collection of such relationships can consequently reflect a portion of the relationship between the two documents. Then how to extract features from this graph becomes the key to define the similarity of semantics.

Topological persistence represents and extracts features of topological spaces from the algebraic topological space, and in algebraic topology language, it is also a one-dimensional abstract simplicial complex [4]. Our methods compute homology groups [4] and the corresponding topological persistence [6] for representing the relationships between the documents. The final similarity scores are computed based on the topological persistence. Again, in an intuitive way, the topological persistence for a given dimension contains a set of “holes” which have birth and death [6] so that their lifetime can be measured. The longer the lifetime, the more important the “hole”. Moreover, in our case, a “hole” represents a piece of a sentence in one document has a relatively strong semantic relationship with a piece of another sentence in the other document. The background of topological persistence will be introduced in Section 3.

The major contribution of this paper is a novel algorithm to compute semantic similarity between documents. For the experimentation, we compare the similarity scores produced by our algorithm with those given by human judges, and also, we compare our algorithm with a collection of state-of-the-art methods. The experimental results strongly support that firstly our algorithm can produce similarity scores highly consistent with human judges; meanwhile it has better performance than most methods selected though ties with NLTK. Section 4 and 5 will present our algorithm and the experiments respectively. Discussion and conclusion follow in section 6 and 7.

2. RELATED WORK

The first method that we have particular interest is Doc2vec [7], which is a deep learning model designed base on Word2vec [8]. The essential idea of this method is actually not complicated. Since Word2vec is a model to represent words, then why not we add another vector (for paragraph) to represent document. Then the authors of Word2vec throw in another model named as Distributed Memory version of Paragraph Vector (DMPV) [8] which acts as a memory, in a rough way to explain, memorizing the topic of document. This model has demonstrated some significant progress on several NLP tasks such as topic extraction and sentiment analysis [8]. However, topic extraction and sentiment analysis are not equivalent tasks to document semantics comparison problem, since the latter problem is concentrating on the base level semantics (without any implications, metaphors, ironies or any other such concerns). Then it is also interesting to know if this state-of-the-art method would also work well on our problem.

The second work that has been selected is a state-of-the-art concrete software library for NLP research and development, named as NLTK [9]. In this library, a vector space model-based method [11] for comparing document semantics can be found. Its general idea is nothing more a classic one, that is, TF-IDF combined with cosine similarity, and the vector space model in
NLTK is actually constructed via utilizing TF-IDF. However, it optimizes the procedure a lot via some statistic techniques, and in this way, its performance has been having a good reputation.

The third word is Text2vec [12]. This is one of the newest implementation libraries for NLP, and it contains four methods for comparing document semantics. They are Jaccard similarity [13], Cosine similarity (similar as the one provided by NLTK), Cosine with LSA [14] and Euclidean distance with LSA. These methods are all implemented based on vector space model and statistics. The most interesting point is that a couple of methods are combined with LSA which has been playing an important role in topic extraction.

We are not aware of any published work to date on use of topological persistence on representation of semantics and comparisons except a paper published in 2013 by Xiaojin Zhu [15]. The author shows a relatively preliminary application of persistent homology in natural language processing. The objective of this paper is use persistence to distinguish simple rhythmic literatures, and child or adolescent writings. Specifically, in the methods proposed in this paper, each paragraph is formulated as a bag-of-words vector, and the datasets are nursery rhymes, and child and adolescent writings; moreover, the use of topological persistence is limited to the number of “holes”. Our methods to represent and compare semantics will be designed for more sophisticated and general cases.

3. THEORETICAL BACKGROUND

In this section, we provide a brief introduction to fundamentals of homology theory and persistence. Intuitively, the major task of homology theory is to describe “holes” in a geometric space from the algebraic perspective, and persistence describe how persistent these “holes” are.

We start with the formal definition of the most important concept for formulating geometric spaces from the algebraic perspective, namely abstract simplicial complex.

In an abstract simplicial complex, a $p$-simplex is a $p$-dimensional simplex (e.g. a line segment is a 1-simplex, or a triangle convex hull is a 2-simplex). A $p$-chain is a formal sum of a set of $p$-simplices, written as $\sum_k \alpha_k \sigma_k$, where $\alpha_k$ is a coefficient in the ground field $\mathbb{F}$ and $\sigma_k$ is a simplex. The $p$-cycles and the $p$-boundary are all $p$-chains. They are defined by the boundary operator, denoted by $\partial_p$. The boundary operator maps $p$-chains to $(p-1)$-boundaries. For example, given a triangle-shape convex hull, the boundary operator takes this convex hull and returns the triangle consisting of three line segments without the interior of the convex hull. The resulting triangle is called the boundary of the convex hull. A $p$-cycle is a $p$-chains to whom apply the boundary operator will return zero. In other words, $\partial_2 = 0$. This property of boundary operators is called the chain complex property [4] [16]. A $p$-homology-group is the set of $p$-cycles equivalent to one another, and the equivalence relation is defined in the way that if two $p$-cycles $C_p^i$ and $C_p^j$ are equivalent then $C_p^i - C_p^j$ is a $p$-boundary. A $p$-homology-group is the set of $p$-homology-classes computed from a complex. In a formal way, the $p$-homology-group is defined as $\mathcal{H}^p = \mathbb{Z}_p / \mathcal{B}_p$, where $\mathbb{Z}_p$ is the $p$-cycle group, and $\mathcal{B}_p$ is the $p$-boundary group.

Equivalently, the homology group [4] is also defined as $\mathcal{H}^p = \frac{\mathbb{Ker}(\partial_p)}{\text{im}(\partial_{p+1})}$.

A filtration is a sequence of indexed sets attached to the abstract simplicial complex, where each simplex is assigned with a filtration value [6] indicating the moment when this simplex is about to appear in the sequence, the birth of a $p$-homology-class is the earliest moment when any of its
representative $p$-cycle appears in the sequence, the death of a $p$-homology-class is the earliest moment when a $p + 1$-cycle containing the exact set of vertices of any of this $p$-homology-class’s $p$-cycle appears (N.B. this moment can be infinity), and the lifetime of a $p$-homology-class is the distance between its birth and death. A visualization of the collection of the set of $p$-homology-classes with birth-death pairs computed from an abstract simplicial complex with a filtration is called a persistence diagram.

4. ALGORITHMS

Given:

Two English documents, $D_i, D_j$.
A predetermined parameter, $\theta_t \in [0,1]$.
A stopwords list, $W_s$

Seek:

A real value reflecting the semantic similarity between $D_i$ and $D_j$.

**Step 1:** For each sentence, $S_{ik} \in D_i$, and each sentence, $S_{jh} \in D_j$, where $k, h$ are indices for the two sentences respectively, compute their dependency-based parse trees.

**Step 2:** Do tokenization and lemmatization on each parse tree, (i.e. prune non-word terminals and convert words to lemmas).

**Step 3:** For each term pair $(t_{ik}^p, t_{jh}^q)$, where $t_{ik}^p \in S_{ik}, t_{jh}^q \in S_{jh}$, and $t_{ik}^p, t_{jh}^q \in W_s$, and $p, q$ are indices for the two terms respectively, compute the word similarity between $t_{ik}^p$ and $t_{jh}^q$ via utilizing Wordnet [10] LIN similarity [17]. We denote this similarity $\tau_t(t_{ik}^p, t_{jh}^q)$, and $\tau_t(t_{ik}^p, t_{jh}^q) \in [0,1]$.

**Step 4:** $\theta_w$ is taken as a threshold for the word similarities. For each $\tau_t(t_{ik}^p, t_{jh}^q)$, if $\tau_t(t_{ik}^p, t_{jh}^q) \geq \theta_t$, then the two terms $t_{ik}^p$ and $t_{jh}^q$ are considered as two vertices and placed into an empty graph, and also an edge between the two terms is created. The weight on this edge is $\tau_t(t_{ik}^p, t_{jh}^q)$.

**Step 5:** For each parse tree obtained in Step1, it is a graph, in which the vertices are the terms and the edges are determined by the tree. For each edge in this graph, set its weight to 1. Then union all such graphs obtained from the parse tree with all resulting graphs from Step 4. The final graph will be an undirected and weighted graph, denoted by $G_{ij}$.

**Step 6:** The graph obtained from Step 5 is a one-dimensional abstract simplicial complex, denoted by $\Sigma_{ij}^1$. Given this abstract simplicial complex, compute the homology group for dimension one, denoted by $H_{ij}^1$.

**Step 7:** Set the filtration value for each simplex in $\Sigma_{ij}^1$ via utilizing the weights in $G_{ij}$ (i.e. the filtration value for an edge, $(t_{ik}^p, t_{jh}^q)$, which is a one-dimensional simplex is set to $1 - \tau_t(t_{ik}^p, t_{jh}^q)$, and the filtration values for the two corresponding vertices which are zero-dimensional simplices on this edge are all set to the same values.
Step 8: Given the homology group, $\mathcal{H}^1_{ij}$, and the abstract simplicial complex, $\Sigma^1_{ij}$, obtained from Step 6, and the filtration values for the simplices obtained from Step 7, compute the topological persistence for dimension one, denoted by $\mathcal{P}^1_{ij}$.

Step 9: In $\mathcal{P}^1_{ij}$, for each homology class, denoted by $[c_l]$, its birth is determined by the minimum filtration value of the simplices in $c_l$; and its death is determined by the maximum filtration value which is equal 1. Compute the lifetime of $[c_l]$ which is equal to $\min_{(t_u^l, t_v^l) \in c_l} \{ \tau(t_u^l, t_v^l) \}$, where $(t_u^l, t_v^l)$ is a one-dimensional simplex in $c_l$ (which is also an edge in $\Sigma^1_{ij}$).

Step 10: The final similarity between $D_i$ and $D_j$ is the sum of all lifetimes of the homology classes in $\mathcal{P}^1_{ij}$, (i.e. $\sum_{[c_l] \in \mathcal{P}^1_{ij}} \min_{(t_u^l, t_v^l) \in c_l} \{ \tau(t_u^l, t_v^l) \}$), obtained from Step 9.

5. EXPERIMENTATION

**Design:** The goal of this experiment is evaluating the performance of Algorithm (TopoSem) proposed in Section 4. TopoSem will be compared to human judges. The performance of TopoSem should reflect how competent this algorithm can compare semantics of two documents as human judges. A dataset containing a collection of English documents will be utilized. For each pair of documents, human judges determine if this pair of documents have similar semantics, and provide a score to measure their similarity. Taking these similarity scores, two groups of document pairs can be constructed. One group contains all pairs that are determined by human judges as similar in semantics, and the other contains dissimilar pairs. Then TopoSem is applied to both groups to give each document pair in the two groups a semantic similarity score. If these scores given by TopoSem agree on the two groups, then the performance of TopoSem is considered as positive. Essentially, this experiment is a classification task, where the two classes are determined by the two groups, and TopoSem will be tested on classifying document pairs collected from the two groups into the two classes.

**Settings:** The dataset in use is provided by Michael D. Lee [18] which contains 50 documents selected from the Australian Broadcasting Corporation’s news mail service. The lengths of documents vary from 51 to 126 words, and cover a number of broad topics. The documents in this dataset have been evaluated by human judges. For each pair of documents, there is an average of scores from human judges ranging from 1 to 5, where 1 indicates highly unrelated, and 5 indicates highly related. Besides this 50-document dataset, Michael D. Lee also provides an additional dataset containing 300 background documents which are in average longer than the 50 documents.

To utilize WordNet [10] Lin [17] to compare word meanings, an information content database needs to be specified. What is selected in this experiment is SemCor provided by WordNet 3.0.

Group 1, denoted by $\mathcal{G}_1$, of document pairs is constructed by collection all pairs that are scored $\leq$ 2.5, and Group 2, denoted by $\mathcal{G}_2$, is constructed by collecting all pairs scored $\geq$ 3.5. $\mathcal{G}_1$ contains 1095 pairs, and $\mathcal{G}_2$ contains 46 pairs. Since the rest of pairs could be hardly determined as similar or dissimilar even by human judges, then they are not considered in our experiment. The predetermined parameter $\theta$ takes values 1, 0.95, 0.9, 0.85 and 0.8 for five trials. The stopwords list in use is provided by Onix Text Retrieval Toolkit [19] which contains 571 words.

**Method:** TopoSem is applied to both $\mathcal{G}_1$ and $\mathcal{G}_2$ to compute a similarity score for each document pair. For each group, the 95% confidential interval of the scores is computed, denoted by $J^c_{i}$ and
respectively, where the superscripts are indices. $G_1$ is set as the positive class (setting $G_2$ as the positive class is also tested). If a document pair in $G_1$, denoted by $d_1(x, y) \in G_1$, where 1 is the group index, $x, y$ are document indices, is given a score, denoted by $\alpha(d_1(x, y))$, which holds $\alpha(d_1(x, y)) \leq \mathcal{U}(G_1^1)$, then $d_1(x, y)$ is considered as a true positive, where $\mathcal{U}(\cdot)$ takes the supremum of a given interval. If $\alpha(d_1(x, y)) \geq \mathcal{L}(G_2^2)$, then $d_1(x, y)$ is a false negative, where $\mathcal{L}(\cdot)$ takes the infimum of a given interval. Similarly, for a document pair $d_2(a, b) \in G_2$, if $\alpha(d_2(a, b)) \geq \mathcal{L}(G_2^2)$, then $d_2(a, b)$ is considered as a true negative; and if $\alpha(d_2(a, b)) \leq \mathcal{U}(G_1^1)$, then $d_2(a, b)$ is considered as a false positive. For each trial (with a specific $\theta_t$), all true positives, true negatives, false positives and false negatives are collected and counted, and then precision, recall and F1 score are calculated.

Table 1. Error rates for TopoSem and control groups of methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>$G_1$ Error Rate</th>
<th>$G_2$ Error Rate</th>
<th>Average Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>TopoSem ($\theta_t = 1.00$)</td>
<td>2.19 %</td>
<td>19.56 %</td>
<td>10.88 %</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.95$)</td>
<td>2.37 %</td>
<td>19.56 %</td>
<td>10.97 %</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.90$)</td>
<td>3.01 %</td>
<td>19.56 %</td>
<td>11.28 %</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.85$)</td>
<td>4.29 %</td>
<td>17.39 %</td>
<td>10.84 %</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.80$)</td>
<td>6.48 %</td>
<td>21.73 %</td>
<td>14.11 %</td>
</tr>
<tr>
<td>Doc2Vec</td>
<td>33.33 %</td>
<td>17.39 %</td>
<td>25.36 %</td>
</tr>
<tr>
<td>Text2vec (Jaccard)</td>
<td>15.07 %</td>
<td>39.13 %</td>
<td>27.10 %</td>
</tr>
<tr>
<td>Text2vec (Cosine)</td>
<td>9.50 %</td>
<td>39.13 %</td>
<td>24.32 %</td>
</tr>
<tr>
<td>Text2vec (Cosine + LSA)</td>
<td>9.50 %</td>
<td>32.61 %</td>
<td>21.01 %</td>
</tr>
<tr>
<td>Text2vec (Euclidean + LSA)</td>
<td>7.03 %</td>
<td>32.61 %</td>
<td>19.82 %</td>
</tr>
<tr>
<td>NLTK</td>
<td>2.28 %</td>
<td>15.22 %</td>
<td>8.75 %</td>
</tr>
</tbody>
</table>

Table 2. Precisions, Recalls and F1 scores with Group 1 as positive and Group 2 as negative.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TopoSem ($\theta_t = 1.00$)</td>
<td>0.97</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.95$)</td>
<td>0.97</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.90$)</td>
<td>0.96</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.85$)</td>
<td>0.94</td>
<td>0.99</td>
<td>0.96</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.80$)</td>
<td>0.91</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>Doc2Vec</td>
<td>0.60</td>
<td>0.99</td>
<td>0.75</td>
</tr>
<tr>
<td>Text2vec (Jaccard)</td>
<td>0.84</td>
<td>0.98</td>
<td>0.91</td>
</tr>
<tr>
<td>Text2vec (Cosine)</td>
<td>0.89</td>
<td>0.98</td>
<td>0.94</td>
</tr>
<tr>
<td>Text2vec (Cosine + LSA)</td>
<td>0.89</td>
<td>0.98</td>
<td>0.93</td>
</tr>
<tr>
<td>Text2vec (Euclidean + LSA)</td>
<td>0.91</td>
<td>0.98</td>
<td>0.94</td>
</tr>
<tr>
<td>NLTK</td>
<td>0.96</td>
<td>0.99</td>
<td>0.98</td>
</tr>
</tbody>
</table>
Table 3. Precisions, Recalls and F1 scores with Group 2 as positive and Group 1 as negative.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TopoSem ($\theta_t = 1.00$)</td>
<td>0.59</td>
<td>0.35</td>
<td>0.44</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.95$)</td>
<td>0.59</td>
<td>0.33</td>
<td>0.43</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.90$)</td>
<td>0.63</td>
<td>0.31</td>
<td>0.42</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.85$)</td>
<td>0.62</td>
<td>0.22</td>
<td>0.32</td>
</tr>
<tr>
<td>TopoSem ($\theta_t = 0.80$)</td>
<td>0.50</td>
<td>0.12</td>
<td>0.20</td>
</tr>
<tr>
<td>Doc2Vec</td>
<td>0.55</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>Text2vec (Jaccard)</td>
<td>0.25</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>Text2vec (Cosine similarity)</td>
<td>0.31</td>
<td>0.07</td>
<td>0.12</td>
</tr>
<tr>
<td>Text2vec (Cosine + LSA)</td>
<td>0.44</td>
<td>0.10</td>
<td>0.17</td>
</tr>
<tr>
<td>Text2vec (Euclidean + LSA)</td>
<td>0.50</td>
<td>0.16</td>
<td>0.25</td>
</tr>
<tr>
<td>NLTK</td>
<td>0.70</td>
<td>0.39</td>
<td>0.50</td>
</tr>
</tbody>
</table>

In this experiment, a control group of methods are also tested on the same task. The methods include Doc2vec, Text2vec and NLTK. One of the implementations of Doc2vec (whose name is Gensim [20]) provides a direct interface to compare semantics of two documents. Text2vec provides Jaccard similarity, cosine similarity [22], cosine similarity with TF-IDF, cosine similarity with LSA and Euclidean distance with LSA these methods for comparing document semantics directly. NLTK provides a vector space model based on TF-IDF, then the document similarity can be computed via cosine similarity.

**Experimental Results:** The experimental results are listed in Table 1, Table 2 and Table 3. Table 1 shows the error rate for each method. In this table, the winner for $G_1$ is our TopoSem with $\theta_t = 1.00$ while NLTK and our TopoSem with $\theta_t = 0.95, 0.90$ produce similar results. The winner for $G_2$ is NLTK while our TopoSem with $\theta_t = 0.85, 1.00, 0.95, 0.90$ also produce similar results. In average, the winner is NLTK and our TopoSem with $\theta_t = 0.85$ is the second winner. The difference between the average error rate of NLTK and that of TopoSem with $\theta_t = 0.85$ is 2.09% which is not significant. It can be observed that the error rates on $G_2$ are higher the error rates on $G_1$. The reason is that the dataset is skewed so that the misclassified pairs in $G_2$ impact the error rates on $G_2$ much more significantly than the misclassified pairs in $G_1$.

Table 2 shows the precision, recall and F1 score for each method under the case that $G_1$ is set as positive and $G_2$ is set as negative. The winner of F1 score is our TopoSem with $\theta_t = 1.00, 0.95$ and NLTK. Table 3 shows the case that $G_1$ is set as negative and $G_2$ is set as positive. In the latter case, NLTK is slightly better than our TopoSem but still not significant. Additionally, the reason that the F1 scores in Table 3 are lower than those in Table 2 is again because of the skew in the dataset.

**6. DISCUSSION**

From table 1, deep learning methods such as Doc2vec and Text2vec have much worse error rate compare with our method and NLTK. Since those two deep learning methods require massive training documents to pretrain the model. If in the scenario that lacks such pretraining dataset, such as Michael D. Lee’s dataset we used which only contains 300 background documents. The performance of those methods will hurt. Contrarily, non-training methods such as our topological method and NLTK are capable in any scenario.
Can our method do better? This was the first question we asked ourselves right after the results popped out. Since the performance of our method seems does not significantly better then NLTK and even slightly worse in the case that $G_1$ is set as negative and $G_2$ is set as positive. The bottleneck comes from WordNet and LIN. They are far out of date tools, the number of synsets in WordNet is not adequate, those out-of-vocabulary words compromised the performance by hindering the formation of simplicial complex (aka, meaningful “holes”). Furthermore, LIN may not be the best option either. WordNet provided LIN as its out-of-box word similarity algorithm.

However, our major goal is to propose a unique novel topological structure that can unify both syntactic and lexical semantics of the document and quantify the semantics without any pretraining procedure. The results proved the validity of our proposal. Moreover, there is a lot of room for improvement.

7. **Conclusion**

In this paper, a novel algorithm for comparing document semantics is proposed. This algorithm is designed based on topological persistence, which is distinguished from most methods for the same task. The experimental results provide strong support to our algorithm showing that it can unify both syntactic and lexical semantics of documents, then produce highly human-consistent results, and also outperform some state-of-the-art methods.

8. **Future Work**

Although, TopoSem shows potentials that it is highly consistent with human judgment. The results indicated the performance does not significantly outperform the control methods. There are many aspects that we can do to improve this novel approach. A new version of the algorithm is under development. We are plan to involve parse tree trimming to trim unnecessary nodes in order to reduce the effect of noise homology classes. For the current algorithm, we only use filtration value to weight terms edges formed in step 4. In the next version of the algorithm, we try to not only weigh the terms edges but also parse tree edges then use harmonic mean to combine two types of weights together. We hope this could give TopoSem a more comprehensive similarity function. Furthermore, one of the limitations of TopoSem is complexity, this impedes the application of TopoSem to large datasets. After the algorithm matured, we will focus on the optimization of TopoSem.
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ABSTRACT

In today’s world, software is being used in every sector, be it education, healthcare, security, transportation, finance and so on. As software engineers are affecting society greatly, if they do not behave ethically, it could cause widespread damage, such as the Facebook-Cambridge Analytica scandal in 2018. Therefore, investigating the ethics of software engineers and the relationships it has with other interpersonal variables such as work performance is important for understanding what could be done to improve the situation. Software engineers work in rapidly-changing business environments which lead to a lot of stress. Their emotions are important for dealing with this, and can impact their ethical decision-making. In this quantitative study, the researcher aims to investigate whether Emotional Intelligence (EQ) moderates the relationship between work ethics of software engineers and their work performance using hierarchical multiple regression analysis in SPSS. The findings have found that EQ does significantly moderate the relationship between work ethics and work performance. These findings provide valuable information for improving the ethical behaviour of software engineers.
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1. INTRODUCTION

1.1. Ethics in Information and Communication Technology (ICT)

Development of software has become a core element in today’s Information and Communication Technology (ICT) based society [1] [2]. Governments, educational institutions, healthcare organizations, national security, transportation, and many other sectors are using systems that involve software. Without the software, these systems would not function. These systems are benefiting society greatly, and in the current global COVID-19 pandemic, their benefits can be felt even more. Many of the services these systems provide can be accessed online from a distance which is crucial during the current pandemic [3]. Therefore, it can be said that the software engineers behind the development of these software are impacting society greatly [1] [2] [4]. As they have the power to affect society, they also have a duty to exercise that power responsibly and ethically or it could cause widespread damage. There are many instances in the past where this has happened.
In March 2018, news all over the world exploded with the Facebook-Cambridge Analytica scandal. Cambridge Analytica, a data analytics (involving software), political, advertising and consulting company based in the UK, was found to have harvested the personal data of millions of people’s Facebook profiles without their consent and used it to influence a variety of political campaigns. It resulted in a huge public outcry, a massive fall in Facebook’s stock price, Mark Zuckerberg (the founder of Facebook) had to testify in front of the United States’ congress, and there were calls for tighter regulation on software companies’ use of data [5].

The year before, in 2017, the Volkswagen emissions scandal occurred. Volkswagen was found to have used a defeat device to cheat on emissions tests mandated by the Environmental Protection Agency (EPA) and the California Air Resources Board (CARB) to sell approximately 590,000 diesel vehicles in the US. Misinformation was purposely being generated by software that was developed and implemented by professionals who were knowingly part of this unethical and illegal act [4].

Another example of software misuse is ransomware. According to Lord [6], more than 7,600 ransomware attacks were reported to the Internet Crime Complaint Centre (IC3) between 2005 and March of 2017. In 2015 alone, the IC3 received 2,453 ransomware complaints that cost victims over $1.6 million. According to Lord [6], these figures only represent the attacks reported to the IC3; the actual number of ransomware attacks and costs is much higher. Also, during the current pandemic, countries across the globe have reported an increase in ransomware attacks [3]. Ransomware is a form of malicious software from cryptovirology that threatens to publish the victim’s data or perpetually block access to it unless a ransom is paid [7]. This means that people who are able to develop software are intentionally using their skills for unethical purposes. This illegal extortion of money is already a great crime. But when it puts people’s lives at risk, the crime becomes even worse. In 2017, in May, a ransomware attack in the UK caused the closure of many of the emergency units in hospitals in the UK, endangering patients [4].

These examples are only a few of the many incidences where software is developed and used for illegal or unethical reasons. Ethics can be simply defined as “a system of moral principles” [8, p. 1]. They influence “how people lead their lives, for life is an unbroken stream of decision-making and ethics are concerned with what is the right moral choice, for individuals and for society” [8, p. 1]. Within an organization, staff behaving ethically would mean that they complete their work responsibly with integrity and honesty, that there work is beneficial and not harmful, and “adhere to policies and rules while working to meet the aims” of the organization [8, p. 1].

Rogerson et al. [4] said that the consideration of ethics in the Information Technology (IT) industry is often neglected until events like those described earlier occur. In the aftermath of these incidences, members of the public reignite the discussion on the ethical standards of IT companies. They call for tighter regulations on them. However, even with them voicing these demands time and time again, not enough is being done. In a keynote speech at ICSE 2015, Grady Booch put forward the notion that “every line of code has a moral and ethical implication.” Ferrario et al. [9] said that “anything digital is inevitably affected by values: the organizational values of the project sponsor, the values of the research partners, and the values of each developer and designer” [p. 1]. Thomson and Schmoldt [10] mentioned that, from an ethical perspective, technology improvement should protect human values while improving computer software. However, as said before, the presence of human values in software engineering (SE) is usually neglected or invisible until the widespread consequences of breaching them are felt [4] [9]. In education and research as well, ethics are not given enough emphasis [11]. Logan and Clarkson [12], in 2005, did a review of programs offered by universities in information security and found that there was a pattern of “strong technical content and the absence of an ethics and computer law course” [pp. 157-161]. In 2017, Rogerson et al. [4] said that in reviewing topics
covered by several international and national information systems conferences and textbooks, the topic of ethics is totally missing or minimally represented. This is very surprising as, in the IT world, ethics is a very crucial issue. It can be observed that not much has improved between 2005 and 2017. These findings show that there is a dire need to increase awareness, interest and action on the ethical dimension of ICT in education, in industries, and in research.

One way of taking action in research is to investigate the relationship between the ethics of software engineers and other variables, especially interpersonal variables of software engineers. Günsel and Açikgöz [13] said that in the context of organizational behavior (OB), “software development remains a poorly understood process” [p. 14]. Based on what previous studies have mentioned and what the researchers have reviewed in past literature, research on the interpersonal characteristics and competencies of software engineers are scant [14] [15], especially in relation to their ethics. With the recurring incidents of unethical behaviour in the IT/SE industry, educators, practitioners and researchers are becoming more aware that more effort and attention should be given to understanding the software engineers developing the software [14]. If the relationships between the ethics of software engineers and their interpersonal characteristics are investigated, this will help in understanding the dynamics surrounding the ethics of software engineers and what can be done to improve the situation.

Therefore, in this study, the researchers aim to investigate the ethics of software engineers and how it is related with other interpersonal variables as this may give valuable information on what can be done to improve the situation. Two such variables are the emotional intelligence (EQ) of software engineers and their work performance. The rationale for choosing these variables is explained in the next section.

1.2. Emotional Intelligence (EQ) and Work Performance

There is a evident relationship between an employee’s individual characteristics, such as his/her ethical beliefs, and unethical behaviour at the workplace [16]. Additionally, there may also be situational characteristics that can cause an employee to behave unethically. Affective Events Theory (AET) which was developed by organizational psychologists, Weiss and Cropanzano [17], explains that emotions experienced by workers at the workplace have an influence on handling workplace situations which can be positive or negative. Software engineers work in rapidly-changing business environments [18] that are demanding and competitive [13] which results in them facing a lot of pressure which leads to stress [15]. Rezvani and Khosravi [15] say that increasing levels of stress affects a software engineer’s “ability to self-regulate their feelings and understanding” [p. 139]. As humans, software engineers not only bring their personalities, ethical beliefs, knowledge and skills to their work, they also bring their emotions [19]. Emotional intelligence (EQ) was first described formally by Salovey and Mayer [20]. They defined it as “the ability to monitor one’s own and others’ feelings and emotions, to discriminate among them and to use this information to guide one’s thinking and actions” [p. 189]. Later on, researchers came up with more detailed definitions such as “the set of abilities that enable a person to generate, recognize, express, understand, and evaluate their own, and others’ emotions in order to guide thinking and action that successfully cope with emotional demands and pressures” [21, p. 72]. The complex nature of a software engineer’s job calls for intense social interactions, and such interactions produce many emotions [22]. In stressful situations, a software engineer with a higher EQ is more likely to manage their emotions better, leading to lower levels of stress [15] [23]. Previous studies have found that employees with higher EQs had positive correlations with work performance [15] [24] [25] [26] [27], team performance [13] [28] [29], job satisfaction [30], and successful software projects [13] [31] [32]. In fact, studies have shown that skills associated with EQ are twice as important for career success as intelligence (IQ) or technical skills [33] [34]. Holt and Jones [35] highlighted the economic value of EQ: “In the age of information and highly
specialized work teams, emotional intelligence is becoming a vital skill as people must accomplish their work by collaborating with each other, and their ability to communicate effectively becomes as critical, if not more critical, as technical skills and capabilities” [p. 15].

Furthermore, Conservation of Resources (COR) theory [36], as explained by Rezvani and Khosravi [15], describes that “people aim to keep, safeguard, and construct resources. Resources are defined as objects, conditions, personal abilities, and attributes or energies in which the individual places value [36]. These can either be valued in themselves or facilitate the achievement of specified objectives [36]. A setting that drives an individual to anticipate a possible or actual loss of resources, or the application of resources without the potential to acquire further resources, can therefore generate stress [36] [37]” (p. 140). Adding to what was described earlier, software engineers experience many difficulties in their efforts to successfully complete their projects, especially in complex and broad projects [38], and this increases levels of stress. However, the development of personal competencies such as EQ can serve as a buffer to any loss of resources in such situations [39] [40]. EQ can be an “interpersonal support resource” [15, p. 140] that can be used to reduce the negative influence of stress on software engineers, especially on their ethical decision-making. Self-report EQ measures that are based on Salovey and Mayer’s [20] definition of EQ, such as Schutte et al. [41] and Wong and Law [42], assert that “emotional capabilities are acquired skills that can be nurtured and enhanced” [15, p. 140]. Researchers have found that EQ is a skill that can be trained and have conducted studies where they trained students and professionals alike and found the results to be positive; their EQ did increase [43] [44]. Therefore, as EQ is a skill that can be nurtured and enhanced, and according to COR theory, EQ may be an important resource for software engineers to acquire that can assist them in dealing with the various positive and negative situations that occur in their work, especially with regards to ethical decision-making.

Additionally, in relation to ethics, researchers have pointed out that just having a high EQ is not sufficient for employees. Gibbs et al. [45] said that “without a moral compass to guide people in how to employ their gifts, emotional intelligence can be used for good or evil” [p. 67]. Also, Maak and Pless [46] argued that “responsible leaders need both emotional and ethical qualities to guide their action and behaviour in interaction” [p. 105]. Segon and Booth [47] reviewed several emotional competency inventory frameworks and found that, in terms of their definitional constructs, it is possible for an employee to display high EQ but still be an unethical individual; they demonstrated this through analyzing several high-profile cases of business leaders who were praised by the public but were later found to have behaved unethically. They said that the frameworks did not include an ethical dimension in them. They concluded that ethics competencies must be included in the frameworks to guide EQ. And although studies exploring the relationships between ethics and EQ are scant, the few that are available have shown that the ethics of an employee were most effective when the employee had high EQ and vice versa [48] [49] [50] [51] [52].

Therefore, repeating what was said earlier, many unethical incidents have occurred in the IT industry and keep occurring. These have caused widespread damage and have led to weakening the public’s confidence and reducing stakeholders’ trust in the integrity of IT companies and their employees. As a result, several calls for reform and closer scrutiny of the ethics of IT companies and their employees are being made by many, including business practitioners and researchers [49]. So, more than ever, investigating the ethics of software engineers, who are key players of the IT industry, and the relationships it has with other variables are of significant importance in understanding what could be done to improve the situation. As discussed earlier, software engineers experience a lot of pressure in their jobs which can lead to high levels of stress. Based on AET [17] and COR theory [36], their emotions are important in dealing with this, and can impact their ethical decision-making [24] [48] [49] [50] [53]. Therefore, EQ is one of the
variables that will be investigated in relation to the ethics of software engineers. Studies investigating this relationship among software engineers are scant. And previous researchers of other areas have also recommended this investigation. Holian [54] recommended that future research investigate whether ethical decisions are affected by skills associated with EQ. Also, Mulki et al. [55] proposed that future research address the impact of EQ on an individual’s ethical judgment. Bay and McKeage [56] said that “it may eventually be shown that emotional intelligence is one of the variables that may explain the current gap between ethical understanding and ethical behaviour” [p. 441].

Therefore, in this study, the researchers will investigate whether EQ moderates the relationship between the work ethics of software engineers and their work performance. The performance of employees is crucial to the overall success of a company [57], and unethical behavior of employees would definitely negatively impact this [4]. The findings of this study are expected to give empirical evidence and valuable information on the need of both work ethics and EQ in software engineers for improving their ethical behaviour in their work.

2. RELATED WORK

2.1. Ethics in ICT

This subsection reviews studies conducted by other researchers that are related to ethics in ICT or SE.

Lurie and Mark [58] did a study in which they proposed “an ethical framework for software engineers that connects software developers’ ethical responsibilities directly to their professional standards” [p. 1]. They said that the application of this ethical framework can override the traditional contrast between professional skills and ethical skills which is present in engineering professions. They say that this will improve the engineer’s professionalism and ethics. They called it Ethical-Driven Software Development (EDSD). They said that this approach will be more effective than the usual approach in professional ethics that “advocate stand-alone codes of ethics” [p. 1].

Barn [59], proposed that, in light of recent scandals like the Volkswagen-emissions scandal, values should be included in software development as a non-functional requirement. They suggested that “values accompanied by an appropriate framework derived from non-functional requirements” [p. 1] can be used by software engineers as a means for discussion of ethical issues of the design of software. They did a case study on Volkswagen and a qualitative analysis of the views of software engineers from Reddit discussion forums and found that the Volkswagen case study really demonstrated the need of ethics in SE practice, while developers on Reddit were “relatively subdued” [p. 10] in their discussions of ethical issues; they did not give ethics the attention it should be given.

Wilk [60] conducted a study in which they proposed a course for undergraduates, Law for Computer Professionals. They said that it is crucial for students to have a good understanding of “ethics, law, policy, regulation, and responsible software development” [p. 94]. They described the curriculum of the course which consists of “legal aspects, ethical aspects, and professional responsibility” [p. 94]. They also discussed curricular guidelines by the ACM and IEEE. Several related issues and challenges that computer practitioners should address are also mentioned.

A study done by Aydemir and Dalpiaz [1] presented ethics-aware SE in which the expected “ethical values of stakeholders are captured, analysed and reflected in software specifications and
in the SE processes” [p. 1]. They argued that SE is a field that has humans at its centre; software is produced by humans for humans. They further stated that other fields that are to do with non-software goods are taking ethical concerns very seriously, like, with regards to how products are produced, “Do subcontractors use child labour? Is fair payment guaranteed?” [p. 1], also, in the field of environment and food, “What is the carbon footprint?... Are there any ingredients that could lead to addiction?” [p. 1]. So, they want similar questions to be asked for software products. They are saying that ethics need to be considered in the decision-making process of every phase of SE. They proposed a framework that can help stakeholders in analysing ethical concerns “in terms of subject (software artefact or SE process), relevant value (diversity, privacy, autonomy etc.), and threatened object (user, developer etc.)” [p. 1]. They also introduce a roadmap that describes the required steps through which SE researchers and practitioners can fully implement ethics-aware SE.

Another study by Karim, Al Ammar and Aziz [61] did a review of work already done in SE related to practicing a code of ethics. They wanted to fill the gap in research in this area regarding the actual use of Software Engineering Code of Ethics (SWECOE) in the practice of SE. Also, they developed a framework as a means for future research and for practicing ethics in the actual phases of SE through the Software Development Life Cycle (SDLC). Their findings show that, although there are quite a lot of research on SWECOE, the reality is that, practically, a code of ethics is “difficult and complicated to implement in the actual work environment” [p. 290]. With their developed framework, they aim to make it easier for software engineers to implement ethics in their work.

Melo and Sousa [62] presented a paper that aimed to examine SE programs. They said that “millennial software engineers must be prepared to make ethical decisions, think critically, and act systematically” [p. 40] in order to produce the best software. They said that this present situation requires constant changes in education and curricula, as wrong decisions in software engineers can lead to major social impacts. So, after examining current SE programs, they proposed a conceptual framework for examining cyberethics education and a number of suggestions on how to incorporate it into SE curricula.

Kumar and Kremer-Herman [11] wrote a paper in which they presented their experiences of incorporating ethics and societal impact in computing through implementing three different courses. They said that, as there is a rising need for there to be more awareness of ethics in the development of ICTs, changes need to occur at the education level for more effective consciousness of ethics in ICT. In the three courses that they implemented, they applied innovative practices such as role playing, case studies, ethical frameworks, ethics scenario development, service learning and so on. In their results, they found that it was not hard to include ethics and societal impact in the three courses. They found that it helped students to consider how their technology would affect society, and felt more ownership of their ethical responsibility. They conclude that their approaches in these three courses are feasible and help in improving ethical awareness among students.

Wood [74] conducted a study in which they explored the relationships between ethics training and decision-making/moral reasoning of IT specialists. They said that following ethical standards is really important when using information systems to prevent negative impacts. So, they wanted to study whether ethics training can improve the ethics of IT specialists. They used two surveys to collect data from a group of IT specialists from different occupations. In their results, among other findings, they found that “there is a positive significant relationship between ethics training and ethical decision making and moral reasoning” [p. 55] and that “there is a significant positive relationship between frequency of training and ethical decision making and moral reasoning” [p. 55]. They concluded that their findings show that ethics training can improve ethical decision-
making and moral reasoning of IT specialists. Therefore, ethics training should be implemented in IT/SE industries. This will help in reducing the occurrence of unethical incidents.

Xenos and Velli [63] wrote a paper in which they presented the Ethics Game, a storytelling game in which the players encounter ethical issues that are to do with software engineering. What the players choose will affect how the story will continue. They used this Ethics Game as a tool to mediate learning activity in 144 students in a software engineering course. The findings of their study show that students displayed improvement in their knowledge of software engineering ethics through playing the game. The students found the game to be “a useful educational tool and of high usability” [p. 579]. The researchers conclude that they will improve the game to include other issues of software engineering so that it can become a comprehensive and usable tool through which students can enhance their practical knowledge on ethics in software engineering.

Based on the related work reviewed above, it can be observed that there has been an increase in the amount of research done in the area of ethics in ICT or SE. Many of the studies focused on discussing ethical issues or dilemmas in ICT or SE and have proposed possible solutions. Other studies focused on introducing new ethics courses for universities, introducing new frameworks or codes of ethics, revising existing codes of ethics and so on. However, there is a necessity to investigate the ethics of software engineers themselves and the relationships it has with other interpersonal variables. This is very important for understanding the dynamics that surround the ethics of software engineers and what could be done to minimize the occurrence of unethical incidents in the IT/SE industry.

2.2. Emotional Intelligence (EQ)

This subsection reviews previous studies related to EQ that are relevant to the area of this research.

Chowdhury [51] wrote an article studying the relationships between emotional intelligence (EQ) and consumer ethics. They investigated the effects of different aspects of EQ on consumers’ ethical beliefs. 500 Australian consumers completed an online questionnaire that measured EQ, consumers’ ethical beliefs and personal moral philosophies. Their results showed that the “ability to appraise and express emotions in oneself is directly negatively related” to unethical consumer beliefs, and the “ability to appraise and express emotions in oneself is directly positively related” to ethical/doing-good beliefs, and the “ability to appraise and recognise emotions in others” is also directly positively related to ethical/doing-good beliefs. It can be observed that emotions have a significant effect on consumers’ ethical decision-making. They suggested that public policies be made that allows the EQ of consumers to be developed such as creating social and emotional learning (SEL) programmes in educational institutions as well as EQ training at the workplace.

Yadav, Dubey, and Ali [64] wrote a paper in which they investigated the role EQ and occupational stress play in moral decision-making. They said that previous research has found that stress can affect the quality of decision-making and increase unethical behavior. So, in this study they aim to explore whether EQ can reduce stress and improve ethical behavior. They collected data from 177 marketing executives using questionnaires. In their results, they found that EQ is positively related with moral decision-making, and occupational stress is inversely related to EQ and moral decision-making. They also found that occupational stress mediates the relationship between EQ and moral decision-making. They concluded that, as good EQ significantly affects moral decision-making, organizations in different sectors should administer EQ training to their employees.
Lee, Chan and Lee [65] conducted research in which they investigated the relationship between EQ and job satisfaction among IT professionals. They say that EQ has been studied extensively among other professions such as nurses, teachers, medical professionals and so on, but there are few studies on IT professionals. They further explain that it may seem that EQ is not important to IT professionals as their jobs are technical but on further inspection, it can be observed that the work they do requires a lot of social interaction such as interacting with colleagues, stakeholders, and customers. In order to communicate and complete all of their tasks, their soft skills are important. They said that, “A high level of EQ helps IT professionals to be adept in understanding their job requirements and enables them to work more effectively with people to achieve their work objectives” [p. 140]. Their main motivation of this study is to understand better the turnover of IT professionals. They said that “Turnover is endemic and problematic in the IT industry. It disrupts operations and organizations incur high costs in recruiting and training new employees” [p. 140]. They say that previous research has found that job satisfaction contributes largely to turnover. So, they intend to investigate whether EQ affects job satisfaction. In their results, they found that personal accomplishment mediates the relationship between EQ and job satisfaction. EQ is related to job satisfaction through its indirect relationship with personal accomplishment. With these findings, they suggest that measures of EQ should be used during the staff recruitment process to see who are more likely to experience personal accomplishment. This will then lead to increasing job satisfaction and reducing turnover in IT professionals. They also suggest that EQ training be given in education and in industries.

Rezvani and Khosravi [15] conducted a study in which they investigated the impact of software engineers’ EQ on their stress, trust, and performance. They explained that as software engineers work in demanding environments and face numerous difficulties in completing their projects, this increases levels of stress among them which affects “their ability to self-regulate their feelings and understanding” [p. 139] which then affects their effectiveness. So, they aim to explore whether EQ can reduce stress and instead increase trust among software engineers, which can improve their performance. In their review of the literature, they found that the number of studies focusing on software engineers’ personal skills and competencies were scant. With their study, they aim to improve this lack. In their results, they found that emotionally intelligent software engineers are “more likely to manage the negative influence of stress and are more likely to trust in other team members which result in increased performance” [p. 148]. They suggest that IT/SE organizations should provide training programs that will increase the EQ skills of software engineers. They found in their research that a pre-emptive approach to reducing stress and increasing trust among employees leads to revenue growth and productivity.

From the above studies reviewed, it can be observed that EQ has a significant positive effect on work performance, job satisfaction, and ethical behaviour of people and employees of different fields. Based on the researchers’ review of past studies, EQ of software engineers has not been investigated before in relation to their ethics, and work performance. This research intends to investigate these relationships. It is expected that the findings will give valuable information on the importance and need of EQ and ethics in software engineers for reducing unethical behaviour, and improving work performance, which are important for the success and progress of IT/SE organizations, and their positive contributions to society and the economy.
3. Research Methodology

3.1. Research Objective and Research Question

The main objective of this study is to empirically investigate how emotional intelligence (EQ) moderates the relationship between work ethics of software engineers and their work performance.

Figure 1 below models this research objective. Work Ethics is the independent variable (IV), while Work Performance is the dependent variable (DV), and Emotional Intelligence (EQ) is the moderating variable (MV).

To address this research objective, our research question is: “How does EQ moderate the relationship between the work ethics of software engineers and their work performance?” To answer this research question and fulfill the research objective, hierarchical multiple regression analysis will be used [66]. According to [66], hierarchical multiple regression analysis is frequently used for moderation analysis for these types of research that involve interpersonal or psychological variables.

3.2. Sample and Data Collection

The population of this research is software engineers working in IT/SE companies. The sample was randomly taken from software engineers working in IT/SE companies via LinkedIn. The random sampling method was used in this research. More than 500 software engineers on LinkedIn were selected at random. Each of them was sent a questionnaire containing three instruments to measure three variables: Emotional Intelligence (EQ), Work Ethics, and Work Performance. A total of 170 software engineers responded and completed the questionnaire. The sample size is, therefore, n=170. For the random sampling technique, most statisticians agree that the minimum sample size required in order to get a meaningful result is 100 [67]. Therefore, a sample size of n=170 can be deemed sufficient for this study. The questionnaire was created using Google Forms. The data was collected over a period of 4 months.
3.3. Instruments

The questionnaire sent to each participant contained three instruments to measure the three variables: EQ was measured using the Wong and Law Emotional Intelligence Scale (WLEIS) [68]. It has 16 questions that measure four dimensions: Self-emotions Appraisal, Regulation of Emotions, Use of Emotion, Others-emotion Appraisal; Work Ethics of software engineers will be measured using the Islamic Work Ethics (IWE) [69] instrument. It has 23 questions that measure four dimensions: Effort, Honesty, Teamwork and Accountability (the researchers would like to highlight that these four dimensions are universal work ethics); Work Performance will be measured using the Individual Work Performance [70] instrument. This questionnaire contains 18 questions that measure three dimensions: Task Performance, Contextual Performance and Counterproductive Work Behavior. Each instrument used Likert-scale items: EQ used a 7-point Likert-scale; Work Ethics used a 10-point Likert-scale; and Work Performance used a 5-point Likert-scale.

3.4. Data Analysis

As all three variables in this research use Likert-scale items, they are considered to be ordinal variables. However, as each of the three variables in this research was calculated by summing the score of each question in the instrument together (the level of agreement chosen on the Likert scale for each question; for example: 1=Strongly Disagree, 2=Disagree and so on) to get the total score, the variables can now be treated as interval/continuous variables (as the meaning of addition relies on this property). Researchers have found that ordinal variables with five or more categories can often be used as interval/continuous variables without any harm to the analysis [71] [72] [73] [74]. As all three variables have five or more Likert-scale categories, they will therefore be treated as interval/continuous variables to conduct the data analysis of this research.

After collection of data, data analysis was conducted using IBM SPSS Statistics version 22. In order to investigate how EQ moderates the relationship between Work Ethics and Work Performance, moderation analysis was conducted using hierarchical multiple regression [75]. All the assumptions necessary for conducting hierarchical multiple regression on the data of this research were met [75]. Laerd Statistics [75] was referred to for the analysis.

4. Results

In this section, the results of this study are presented. A total of 170 software engineers responded to the questionnaire. Therefore the sample size is n=170. The demographics of the sample are as follows: gender: 110 (64.7%) of them were male, 60 (35.3%) of them were female; age: 135 (79.4%) of them are below 30, 29 (17.1%) of them are between 30-35, 3 (1.8%) of them are between 36-40, 2 (1.2%) of them are between 41-45, and 1 (0.6%) of them is above 45; education: 11 (6.5%) had a diploma, 2 (1.2%) had an associate degree, 132 (77.6%) had a bachelor’s/undergraduate degree, 23 (13.5%) had a master’s degree, 1 (0.6%) had a doctorate degree/PhD, and 1 (0.6%) did not go to college; years of experience working in software engineering projects: 66 (38.8%) had less than 2 years, 57 (33.5%) had between 2-4 years, 28 (16.5%) had 5-8 years, 19 (11.2%) had more than 9 years. ‘Years of experience working in software engineering projects’ is shown below in Figure 2.
In this study, EQ is the moderating variable (MV), and it is also an independent variable (IV) along with Work Ethics, whereas Work Performance is the dependent variable (DV). In order to avoid multicollinearity problems (i.e. high degree of correlation between the independent variables), the IVs were mean-centred first [75]. Then the centred interaction term, EQ multiplied with Work Ethics (c_tworkethicsXeq), was calculated. And finally, the analysis was run.

There are two models in the analysis. The first model contains the IVs, c_totalworkethics (this is the mean-centred total-work-ethics) and c_totaleq (this is the mean-centred total-EQ), on their own separately. In the second model, the interaction of the IV’s is added, c_tworkethicsXeq (total-work-ethics multiplied with total-EQ). Comparing the results of the first model with the results of the second model will reveal whether EQ moderates the relationship between work ethics and work performance or not. Table 1 below shows the two models. And Table 2 below shows the results:

Table 1. Variables included in Model 1 and Model 2

<table>
<thead>
<tr>
<th>Variables Entered/Removed*</th>
<th>Model</th>
<th>Variables Entered</th>
<th>Variables Removed</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>c_totaleq, c_totalworkethics</td>
<td></td>
<td>Enter</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>c_totaleq, c_totalworkethics, c_tworkethicsXeq</td>
<td></td>
<td>Enter</td>
<td></td>
</tr>
</tbody>
</table>

a. Dependent Variable: total_workperformance
b. All requested variables entered.

table1.png

Table 2. Model Summary for EQ (MV) between Work Ethics (IV) and Work Performance (DV)

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
<th>Change Statistics</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R Square Change</td>
<td>F Change</td>
<td>df1</td>
<td>df2</td>
<td>Sig. F Change</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.596b</td>
<td>.336</td>
<td>.329</td>
<td>8.36958</td>
<td>.336</td>
<td>42.241</td>
</tr>
<tr>
<td>2</td>
<td>.594b</td>
<td>.354</td>
<td>.343</td>
<td>8.28100</td>
<td>.018</td>
<td>4.592</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), c_totaleq, c_totalworkethics
b. Predictors: (Constant), c_totaleq, c_totalworkethics, c_tworkethicsXeq
c. Dependent Variable: total_workperformance
A hierarchical multiple regression was run to determine if the addition of the interaction term obtained from a submaximal test improved the prediction of work performance over and above EQ and Work Ethics alone.

Model Fit:

From Table 2 above, it can be observed that Model 2 with the interaction term accounted for significantly more variance in the dependent variable, Work Performance, than just EQ and Work Ethics by themselves. $R^2$ changed from 0.336 to 0.354, $R^2$ change = 0.018, $p = 0.034$ (significant at the $p<0.05$ level). There is significant moderation occurring.

Therefore, the addition of the interaction term to the prediction of Work Performance (Model 2) led to a statistically significant increase in $R^2$ of 0.018, $F(1, 166) = 4.592, p <0.05$. Therefore, the results show that EQ does significantly moderate/strengthen the relationship between Work Ethics and Work Performance.

5. DISCUSSION AND CONCLUSION

From the results explained earlier, it can be confirmed that EQ significantly strengthens the relationship between work ethics of software engineers and their work performance; for software engineers who had stronger EQs, their work ethics had a stronger positive relationship with their work performance. These findings have important implications for both the IT/SE industry as well as the education sector.

As discussed earlier in the introduction, unethical incidents keep occurring in the IT/SE industry, yet not enough is being done in the IT/SE industry, in education, and in research. This study contributes in the area of research. It has investigated how work ethics of software engineers (who are key players in the IT/SE industry) is related with other interpersonal variables to understand better what could be done to improve the situation. The findings provide empirical evidence that EQ can significantly strengthen the influence of work ethics of software engineers on their work performance. Therefore, the researchers strongly suggest that steps should be taken to incorporate EQ training into IT/SE industries as well as in educational curriculums. Previous studies have found that EQ training did indeed improve the trainees’ EQ [43] [44]. At the same time, steps should be taken to teach and train ethics more actively in IT/SE industries and in education. Wood [76] has found that there is a significant positive relationship between “ethics training and, ethical decision making and moral reasoning” [p. 55] among IT specialists. Therefore, training can improve the EQ and ethics of software engineers.

If steps are taken to train EQ and ethics in the IT/SE industry as well as in education, then, based on the findings of this research, it will improve the ethical behavior of software engineers in their work and thus, reduce the occurrence of unethical incidents that cause great harm to society, and instead increase beneficial contributions to society.

6. CONTRIBUTION AND FUTURE WORK

This research is expected to increase the number of studies done on the interpersonal characteristics of software engineers and the relationships it has with ethics, and urge other researchers to do further research on this important and urgent area.

The limitation of this research is that all variables were quantitatively measured using self-reported questionnaires. Therefore, there may be bias in the data collected. Future research may
try utilizing other types of research such as qualitative studies that utilize interviews, focus groups, observation, case studies and so on as methods of data collection to gather less biased data, which may bring to light additional information on the topic of this research. Longitudinal studies may also be attempted.

The researchers also recommend that further research be done on the relationships between ethics of software engineers/IT professionals and other variables such as team climate, team flexibility and so on as this will continue to increase our understanding of this important area and thus, help in curbing the rampant unethical behavior in the IT/SE world.
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ABSTRACT

Most large corporations with big data have adopted more privacy measures in handling their sensitive/private data and as a result, employing the use of analytic tools to run across multiple sources has become ineffective. Joint computation across multiple parties is allowed through the use of secure multi-party computations (MPC). The practicality of MPC is impaired when dealing with large datasets as more of its algorithms are poorly scaled with data sizes. Despite its limitations, MPC continues to attract increasing attention from industry players who have viewed it as a better approach to exploiting big data. Secure MPC is however, faced with complexities that most times overwhelm its handlers, so the need for special software engineering techniques for resolving these threat complexities. This research presents cryptographic data security measures, garbed circuits protocol, optimizing circuits, and protocol execution techniques as some of the special techniques for resolving threat complexities associated with MPC’s. Honest majority, asymmetric trust, covert security, and trading off leakage are some of the experimental outcomes of implementing these special techniques. This paper also reveals that an essential approach in developing suitable mitigation strategies is having knowledge of the adversary type.
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1. INTRODUCTION

In recent years, the issue of data security has continued to attract global attention. More people are becoming informed of the significance of protecting their privacy. In fact, the cases of Google and Facebook which have been under scrutiny illustrate the trend towards enhancing confidentiality and privacy in society. Software engineering techniques are multiple ways of approaching software development and delivery [8]. A threat, in software engineering, is an application or malicious code that can cause damage to the computer or steal personal data [2]. The need for security measures to safeguard data has been necessitated by the increase in the use of technology in the public and private sectors [7]. Moreover, concerns have been raised by both private and public sectors on the data mined by data mining tools. The application of these data mining tools has conflicted with the privacy policies of individuals.
The garbed circuit is one of the most secure multi-party computation techniques that can be used in securing each party’s contribution in instances when two or more parties need to compute a given common result. Trusted execution environments offer data and code-based hardware-implemented seclusion. The seclusion process makes these environments trusted candidates and this makes the secure multi-party tractable. These users can execute their contributions privately and only reveal their output. Overall, unique software engineering techniques offer solutions for the threat complexities in secure multi-party protocol computation with big data.

Private inputs from different parties that do not trust each other have facilitated the development of multi-party computation. Threat complexities propagate due to less on no knowledge concerning the multi-party computations. This paper also has addressed approaches used to mitigate these issues, including adaptive adversaries and static exploration. In multiparty protocol computation, recovering the reuse of a once-corrupted component can act as a solution to adaptive adversaries. Thus, despite some implications, the exploitation of big data justifies the implementation of multi-party protocol computation.

2. APPROACHES TO SECURE COMPUTATION

The three main approaches used in secure computation include homomorphic encryption, secret sharing, and Yao’s garbled circuit [17].

2.1. MPC Based On Secret Sharing

Secret sharing enables the computation of information privately. In this case, a secret scheme is relied upon by the involved parties in carrying out the computations [17]. This means that no information relating to the data is revealed as the private data is provided in random values. The advantage of this technique is that it does not require any encryption key and allows information-theoretical security [18]. However, it requires continuous communication among the involved parties.

2.2. MPC Based On Homomorphic Encryption

Homomorphic encryption provides an approach to manipulate data while maintaining confidentiality. Using this approach, parties rely on a homomorphic encryption scheme like the Paillier scheme in the encryption of data [17]. Using the encrypted data, the parties are able to perform computations. Over the last years, the technique has attracted attention owing to its ability to preserve privacy. The technique is pegged on the complexity of the problem at hand [15]. While this feature can be viewed as strength, it can also be regarded as a drawback as it leads to difficulty in dealing with complex problems.

2.3. MPC Based On Yao’s Garbled Circuits

Yao’s garbled circuit a form of a function that allows communication between two or more parties without infringing on their privacy [16]. When using this approach, one party can encrypt data (input) and carry out computations. The resultant output (computed input) is converted into a circuit and presented in the form of a binary gate. The encrypted input is then sent to the other party in form of a circuit and by evaluating this input; the other party is able to decipher it to generate output – by comparing the bits and combining the results [15]. The approach is regarded as the most efficient since it does not call for continuous communication between the parties involved.
Figure 1 above shows the MPC technical framework. The figure illustrates the transmission of data among parties and the specific areas that need to be secured to ascertain the privacy and confidentiality of information. This is where the three approaches of MPC play a key role. A hub node transmits the network and signals control when the MPC computing task is launched. Each of the data holders can commence a collaborative computing task. For secure collaborative computing, addresses are routed through hub nodes and the remaining data holders (of similar data types) are selected for computation. MPC nodes of multiple data holders participate in collaborative computing, query the required data from the databases based on the calculation logic. On the basis of ensuring privacy, all the involved parties get the correct feedback and no data is leaked to any of the participants [16].

3. **SECURE MULTIPARTY COMPUTATION (MPC) WITH BIG DATA**

In modern business processes, big data analysis has become a significant development that has helped in generating accurate results and accessing private data from different sources. A lot of companies have adopted more privacy measures on their own private data and as a result, employing the use of analytic tools to run across multiple sources has become ineffective. Big data is a field that deals with ways of analyzing complex or too large sets that cannot be handled by traditional data-processing techniques [10]. Joint computation across multiple parties is allowed through the use of secure multi-party computations. This understanding enables the communication of parties without them having to disclose or reveal their private data input.

Implementation of the multi-party protocol computations are only done on larger workflows [9]. There are several challenges that the implementation of the multi-party protocol computation faces. These challenges include poor integration of data processing systems with analytics and
multi-party computation [1], requiring significant expert knowledge to be able to run analytics in the multi-party computation framework [6], the incapability of the multi-party computation to support data-parallel process outside the multi-party computations, and poor scaling of frameworks to large data sets. Therefore, the viability of multi-party computation implementation can be established through addressing the challenges, application, and adversaries of the multi-party computations.

Different data owners can be united through secure multi-party in function computation that depends on their data even if they might be having trust issues with each other and this is the primary goal of secure multi-party computation [3]. In multi-party computation, all the participants involved are data input owners. The essential roles of the multi-party computation include the IP (which belongs to the input parties), and they are responsible for sending data to the private computation, and result parties (RP) who receives the result from private computation and the computation parties (CP) whose responsibility is to carry out joint private computations [11]. The most common protocol of the multi-party computation is the lack of a single trust point and it involves many organizations and persons. Due to this, access to encrypted data is prohibited to all the computing parties, and no party can access the data.

There are many cases where MPC can prove worthwhile. However, for the purpose of this paper, two examples are used to show the application of MPC on big data.

3.1. Credit Card Regulation

The financial industry is one of the biggest beneficiaries of big data. Collaboration between the regulators and the industry players can enhance the efficiency of the sector by relying on data sharing and analysis. A government regulator overseeing the consumer credit reporting may wish to estimate the credit score of the consumers based on their geographic region. In this case, the government has social security numbers and the ZIP codes for all the citizens. However, the credit reference organizations have the SSNs of the credit cardholders, credit lines, and credit ratings. As required by law, the government cannot share private information with other parties [17], [15]. Similarly, credit organizations cannot share customer data with external parties. Thus, in this case, MPC is needed to facilitate data analysis and decision making.

3.2. Market Concentration

The law requires the government to regulate the market and avoid monopolies or oligopolies. In most cases, regulators use the Herfindahl-Hirschman Index (HHI) – which is based on the sum of the squared market shares of organizations in the active market. Based on the analysis, a government decides whether scrutiny is required. While public revenue data is easy to obtain, privately-held information is not easily accessed. In this regard, to effectively carry out the analysis, it is paramount to use MPC owing to the presence of private data in various agencies [17], [15]. Moreover, MPC makes it possible to filter and aggregate millions of records that organizations keep confidential.

3.3. Security Guarantees

The use of MPC ascertains the privacy of computed input and intermediate data. The way it works is that MPC does not reveal what is flagged as sensitive data. Moreover, it tends to ensure that the correctness of the output attained is within the standards accepted by all the parties [15]. The output and input processing need to adhere to the set speeds and credibility standards. However, it is required that all the participants must adhere to the regulations – they must be honest in their dealings to ensure that the privacy and confidentiality of the shared data are
maintained at all times. The generally accepted standard is that all the parties must exhibit uttermost honesty in their engagement [15].

4. MANAGING THREAT COMPLEXITIES IN SECURE MULTIPARTY COMPUTATION (MPC) WITH BIG DATA

To enhance security, there are several properties that the multi-party computation employs, and they also help to enhance the efficiency and robustness of the system [4]. In the multi-party system, the most common protocol is that there is no single point of trust. The other most important protocols are n, f, passive security, abort active security and fault tolerance active security. n represents the number of computing parties involved, f represents the maximum number of computing parties allowed to regulate and run the protocol intended in which f+1 will be a violation of the system, passive security provides a guarantee to the privacy of source data such as the number of computation parties involved, abort active security ensures that corrupt computational parties run the purported protocol and faulty tolerance active security has the role of ensuring continuous operation of the system even in instances when the computational parties have ceased to operate correctly [5]. Figure 2, shows the structure of a secure MPC and how the various parties involved compute a function using their inputs, while keeping these inputs private [14].

Many trusted entities can be used to create a neural multi-party computation since it does not depend on the organization or individual’s trustworthiness. The other solution that can result in the creation of a more reliable multi-party computation is the combination of entries with conflicting interests and trustworthiness entities. In multi-party computation, the security of the system against threats is a vital consideration. A security attack on multi-party computation can result in many adversaries being attacked since the system deals with big and private data computations. The adversaries that can be attacked can be classified into malicious, covert, and semi-honest since they involve encrypted inputs. Computational security and statistical security are other mitigation techniques that can be used to avoid multi-party computation complexities.
4.1. Cryptographic Data Security

Most large corporations have employed the use of traditional methods of cryptography in their data security. In large corporations, a lot of cryptographic tasks that are diverse in nature and a given number of keys are assigned to individuals to manage them. In terms of control, storage, and usage of these keys, it is carried out under different circumstances in what is referred to as hardware security modules [12]. Companies employ the use of dedicated hardware security modules that provide cryptographic operations across the entire corporation. Exportation or incorporation into the hardware security is the most operations that are done to cryptographic keys. Techniques referred to as key-wrap are used to develop these keys. After the keys have been generated by the hardware security module disintegration to the design is not possible. To maintain the security of the keys, a lock is put on them by the hardware security module and they are safeguarded by key-wrap technique. A call to several cryptographic operations can be made due to the availability of embedded keys on the hardware security module. The hardware security module also backs up the standard cryptographic API. Figure 3 is a cryptographic data security protection platform that features multiple data security products that can be deployed individually or in combination to deliver advanced encryption, tokenization, and centralized key management [13].

![Figure 3. Vormetric Data Security Platform](image)

4.2. Implementing Other Special Software Engineering Technique

Some software engineering techniques are viably utilized in resolving threat complexities in multi-party communications. One of the techniques that can be used is less expensive garbling. Garbed circuits protocol is a special technique used, in which the main cost of executing the circuits is on the computation that is required to evaluate and generate garbed tables and the
bandwidth that is required in the transmission of the garbed gates. Traditional garbling methods have been improved in terms of the bandwidth and the computation to evaluate and generate the garbled gates.

Another technique is optimizing circuits which involves reducing the size of the circuit to make a direct impact on the protocol cost. Protocol execution is another implementation technique used which addresses various improvements on the way multi-party communication protocols are executed. In this technique, the scaling issues are addressed and eliminated. Lastly, many programming tools are used in the implementation of these techniques in handling threat complexities in multi-party computations. These tools vary in different ways such as their input languages, the protocol they support, and how they combine input programs into circuits.

4.3. Research Results

Several outcomes exist from the implementation of software techniques in resolving threat complexities multi-party computation. Honest majority is one of the experimental results in which the adversary is likely to corrupt less than two of all parties involved since functions in the system have information-theoretically secure protocols. Asymmetric trust is another experimental outcome that may be central to the standard assumption of all parties being equally distrusting. The other experimental result is covert security which is reasonable in many settings but may be insufficient for some applications. A party can deviate from the protocol and be caught in a fixed probability which is referred to as public verifiable covert. Finally, trading off leakage is seen as an experimental result from the implementation of the multi-party computation. The use of these special software engineering techniques in resolving threat complexities in secure multi-party computation provides very strong security guarantees at a given cost and these security computations may make it difficult for hackers to gain access to a single bit of data.

5. CONCLUSION

In this technology-driven world, big data computations, and business analytics have attracted many adversaries, which tends to access business entities and private data. Due to this trend, developing and implementing special software engineering techniques are very essential in resolving threat complexities encountered in multi-party computation with big data. To ensure high-security levels of multi-party computations, regulations and protocols should be implemented properly. The other essential approach in developing suitable mitigation strategies is having knowledge of the adversary type. This research has clearly shown that some expertise and experience are required to adhere to specific protocols, and by implementing all these techniques, resolving threat complexities in multi-party computations with big data will be feasible and super-efficient.
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ABSTRACT

Network defense implies a comprehensive set of software tools to preclude malicious entities from conducting nefarious activities. For most enterprises at this time, that defense builds upon a clear concept of the fortress approach. Many of the requirements are based on inspection and reporting prior to delivery of the communication to the intended target. These inspections require decryption of packets when encrypted. This decryption implies that the defensive suite has access to the private keys of the servers that are the target of communication. This is in contrast to an end-to-end paradigm where known good entities can communicate directly with each other. In an end-to-end paradigm, maintaining confidentiality through unbroken end-to-end encryption, the private key resides only with the holder-of-key in the communication and on a distributed computation of inspection and reporting. This paper examines a formulation that is pertinent to the Enterprise Level Security (ELS) framework.
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1. INTRODUCTION

The Enterprise Level Security (ELS) framework has evolved from a fortress approach, in which the assumption that the threat is stopped at the front door, to a distributed security system that eliminates or mitigates many of the primary vulnerability points inherent with that system, as shown in Figure 1. The basic process of identification involves a two-way contract between two entities that are initiating a communication. Each entity needs to have some assurance that the party they are engaged with is a known entity and, specifically, the one to whom the communication should be allowed. The presentation of claims by each party that can be verified and validated accomplishes this. These claims are often in the form of credentials. [1] provides an extensive description of these processes.

Entities may be active or passive. Passive entities include storage elements, routers, wireless access points, some firewalls, and other entities that do not themselves initiate or respond to web service or web application requests. Active entities are those entities that request or provide services according to ELS. Active entities include users, applications, and services. All active entities have PKI certificates, and their private keys are stored in tamper-proof, threat-mitigating storage. Communication between active entities requires bi-lateral, PKI, end-to-end authentication. A verifiable identity claims-based process provides authentication.
The elements involved in implementing network and application defense are numerous and complicated. Functionality is provided by a wide range of appliances (and by other means). This functionality may be for quality of service to the user or quality of protection to network resources and servers. These appliances are often placed in-line, and some require access to content to provide their service. Figure 2 provides a representation of how these appliances come between the user and the application.
The number and types of appliances can be quite large. Below is a partial list of functional types as provided in the current literature:

- Header-based scanner/logger [2]
  - Views only unencrypted portion of traffic
  - Synchronous or asynchronous operation
  - Scans for defined behavior, logs traffic
- Content-based scanner/logger [3]
  - Views decrypted transport layer security (TLS) content
  - Synchronous or asynchronous operation
  - Scans for defined behavior, and logs traffic/content
- Header-based firewall [4]
  - Views only unencrypted portion of traffic
  - Synchronous operation
  - Scans for and blocks defined behavior
- Content-based firewall – block only [5]
  - Views decrypted TLS content
  - Synchronous operation
  - Scans for defined behavior and blocks (terminates) connection
- Content-based firewall – modify malicious content [6]
  - Views decrypted TLS content
  - Synchronous operation
  - Scans for defined content, and blocks connection or removes content without blocking the connection
- Web accelerator [7]
  - Views decrypted TLS content
  - Synchronous operation
  - Modifies content for performance
- WAN accelerator [8]
  - Views decrypted TLS content
  - Multi-party system
  - Synchronous operation
  - Modifies content representation between parties, but no end-to-end modification
- Load Balancers [9]
  - Distributes load among destination end-points to improve throughput and reduce latency
  - May decrypt content:
    - May combine encrypted flows through a “secure sockets layer (SSL) accelerator”
    - May distribute content by request to different servers based on load
    - These load balancers are active entities
  - May not decrypt content:
    - Using “sticky” or end-point balances may route all requests from an entity to the same server
    - These load balancers are passive entities

3. **Shortcomings of the Current Approaches**

Each of the appliances above offers some functionality and increases the threat exposure. None of these are free from vulnerabilities from a security standpoint, and they do increase the threat surface and the vulnerability space. For example, default passwords or other improperly secured access methods allow an attacker access to any data that the appliance can access. For detailed scans, this could include all decrypted network traffic to and from a server. With a large number
of independent appliances, this represents a significant security risk. Use of any appliance must be balanced by the increased functionality and the increased vulnerability. The situation is further complicated by vendor offerings of load balancers with firewall capability, “smart” accelerators that scan content, and software-only offerings that will provide most of these functionalities in a modular fashion.

This work is part of a larger body of work termed “Consolidate Enterprise IT Baseline (CEITB).” In this paper, we review the communication models for current network defenses. We then review the inspection processes and its basic architecture. Next, we show how network inspections and reporting are available while maintaining end-to-end communications. Finally, we provide the unique factors that arise with end-to-end approaches and network defenses.

4. THE REAL DE-MILITARIZED ZONE (DMZ)

Figure 3 provides a real-world defense package. Although it may look like a network defense package you have seen, it is not and it is only for illustration purposes. The first thing you see is that it is very complex and has many elements requiring proper configuration to function correctly. In reality, it occupies several racks of equipment. Secondly, the first stop after initial entry from the external router is a load balancer that will decrypt the encrypted packets. This is accomplished by either providing the private keys of all servers or allowing the load balancers (LB1 or LB2) to access the hardware storage module (HSM) of the server as if it were the server. Both break the end-to-end paradigm. Additionally, in most instances, forwarded packets are unencrypted as the appliances are assumed trusted. Each appliance has its own set of vulnerabilities, and this complicates the network defense appreciably.
5. **A NEW APPROACH – CREATING THE PSEUDO-APPLIANCE**

The main contribution and unique approach to network defense in a distributed system is in maintaining the inspection process without breaking the end-to-end encryption of communications. The pseudo-appliance captures all of the inspection processes and places them into one software process that resides in the application for processing. This is the first step in realigning the priorities between the current approach and the end-to-end approach, as shown in Figure 4. The path from the user to the application in the top half of the figure shows the processes needed for inspection. Note that the private key for server 7 has been hand passed to the initial load balancer so that the exchange of information is visible. Next, the load balancer decrypts packets for inspection. This includes not only the inspection, but also the necessary reporting.

In the second half of Figure 4, we show the user directly communicating with the load balancer in front of the application (which now contains the inspection process). We have reduced the bandwidth necessary to handle the traffic at the network interface and distributed the computing burden. Tagging the communications between the requester and provider bypasses the DMZ stack. The initial handshake (which is unencrypted) includes the exchange of two white-listed PKI certificates. This exchange in ELS is the bi-lateral authentication of entities and is the initial setup for TLS encryption of all communications. This exchange allows for this tagging. As the decryption now occurs in server 7 prior to inspection, key passing is no longer required, and the end-to-end confidentiality is maintained. Untagged traffic will go through the normal DMZ processing. The reduction in traffic bandwidth at the front door may reduce the need for several of the downstream load balancers. Figure 5 shows the handler makeup in the server.

ELS enhances protection of the application server and provides additional security protections as discussed in the following section.

![Figure 3 Creating the Pseudo Appliance](image-url)
6. **END-POINT PROTECTION SYSTEMS**

The end-point protection system must provide firewall functionality under certain circumstances (as shown in Figure 6) based on end-point, claimed identity, requested action, and other factors.

- **Black list** – The only functionality enforced is block or drop packets. The black list is centralized, managed, and “pushed” to the protection system (ELS compliant).
- **White** – Varying degree of firewall enforcement based upon device and criticality. White membership includes S3ecurity Token Server (STS), for example.
- **Gray** – Full firewall functionality is enforced. Functionality includes virus scan, malware scan, and other deep packet techniques.

The protection system has the capability to monitor, filter, or shut down traffic to given ports. It scans for malicious code. It examines incoming and outgoing traffic for anomalies or known exploits. It acts in the security context of the end-point for both requester and provider and examines not only the encrypted traffic but also the clear text traffic for malicious behavior or code. This requires access to the unencrypted traffic as well as the encrypted traffic. The protection system provides most but not all of the checks. Figure 6 walks through checks in an ELS enclave provided by the protection system, the server handlers, the service handlers, and the service itself, minimizing the need for in-line appliances.

This capability of the protection system is defined in terms of functional elements, some of which are listed below:

- Maintaining an inventory of assets on all hosts with situational awareness
- Detecting and removing of viruses, Trojans, worms, bots, and root kits in incoming and outgoing email
- Identifying unsafe websites during searches
- Detecting and repairing computer problems
- Enforcing policies on local machine
- Monitoring asset configurations and compare against baseline to detect changes
- Preventing use of unauthorized USB and flash media
- Blocking known and unknown buffer overflow exploits
- Preventing malicious code installation/execution
- Identifying activities that deviate from DoD or organizational policy
- Ensuring firewall functionality
- Monitoring DHCP requests on the network
- Marking any system that does not check in as rogue
- Scanning for compliance with policies
- Identifying host vulnerabilities on the network
- Making data available to the consumer, using ELS security
- Providing situational awareness
- And others as indicated by threat modelling

The end-point protection system maintains an inventory of what is present (virtual and real) on all devices in the enterprise. Regular updates to this list ensures timely measures can be taken when an incident occurs. The protection system scans applications, configurations, permissions, services, registry entries, and other attributes to ensure that any changes from the baseline configuration have proper authorization. Any unauthorized or questionable differences from an approved baseline are reported to a central monitoring facility.

The protection system detects and removes malicious software from email by extracting, sandboxing and executing attachments to email in the user’s security context before the user can do this. The execution is monitored and if malicious the attachment is removed from the email and forwarded to the security team for further analysis. Phishing can overcome people’s mistrust of such attachments; this is an important part of device protection.
To prevent web-based attacks, the protection system flags potentially malicious sites to warn users. The protection system uses both heuristics and historical data to determine whether a site is safe or not. As search accesses many new sites, this is the ideal time for performance of such protection functions.

The protection system provides mechanisms to fix problems. Of course, a fully compromised system might be unresponsive to commands to fix certain issues, so this is not always possible. However, for most situations, remotely fixing the problem instead of requiring on-site manual intervention is the best course of action.

The protection system enforces policy on the local machine and enforcement of group policy or other methods for setting policy for compliance. Policies that are not enforced by the device itself must be monitored explicitly by the protection system.

The protection system keeps an accurate record of what the approved baseline configuration is for a given device [10]. After a scan of the device, any differences are recorded and made available to the central monitor.

With new threats evolving through non-standard interfaces, such as USB, printers, and other attached devices, the protection system provides a way to manage these interfaces, either by monitoring or filtering traffic on them, disabling them, or using other methods to prevent attacks from these sources.

By closely monitoring code execution, the protection system prevents buffer overflows. Low-level system calls are monitored to track any attempts at writing to unallocated memory spaces, stopping both known and unknown buffer overflows from being exploited. This type of monitoring and prevention requires elevated privilege, as it requires access to system level resources, not just user data.

The protection system stops a user from installing new executable code, unless they are explicitly authorized. This prevents a user from compiling and running code downloaded from, or modified by, a malicious entity. It also provides a generic catch-all for any executables that may have bypassed the email or web monitoring functions. By stopping the user from installing executables, the protection system also stops malicious entities from using hijacked user accounts or sessions to run malicious code.

Enterprise enforcement of rules that govern behavior on their networks and devices is partially achieved by the protection system [11]. Although many of these rules will already be handled through group policy or device Security Technical Implementation Guides (STIG), some activity can only be monitored dynamically through the protection system. For example, use of TLS with appropriate version, ciphers, two-way authentication using PKI, and use of appropriate extensions is not typically monitored using existing tools and must be implemented by the protection system.

7. **End-point Protection in ELS**

In ELS, an agent-type model is preferred. In this model, the packet header filtering and other security functions reside at the web server in the handler chain of the web service. The basic configuration of end-point protection in ELS shown in Figure 6; it provides a complete set of security functions for packet, message, and application layer security tailored for the specific web service being protected. The new functions added in the server are packet header inspection,
packet content inspection, message content inspection, and application protection. These functions implement the ports and protocols protection, as well as other security functions normally provided by network devices such as intrusion detection/protection, packet and message content filtering, deep packet inspection, and application/web content filtering such as included in an application firewall.

A service requestor uses HTTPS to establish communication with the server hosting the target web service according to the ELS practice. The packet received by the destination server and the packet header are immediately inspected to perform the ports and protocols blocking, source whitelist/blacklist checking, and other filtering based on only the header, including stateful tracking of client addresses and ports. Until an HTTPS session is established, only packets addressed to the server’s IP address and port 443 are allowed. Other ports may be opened as needed as part of the web service following establishment of the HTTPS session.

On the return path, the messages follow a similar process. In effect, the “packet header inspection” module performs the required network-layer filtering and can block traffic based on ports, protocols, and IP address. This makes the personal firewall essentially two-way in its filtering capacity.

In the ELS end-point protection architecture, the end-point protection modules can be configured to communicate with additional security monitoring appliances, such as a NetScout (or other traffic monitoring products), that can compile and track statistics about the security status of the server and the web service. The security appliances should be active entities and communicate with the server via TLS with mutual authentication. If required, the server could send the decrypted message traffic to other security appliances through this interface for additional security functions.

The end-point protection functions are configured through the server configuration management interface, which communicates with the server by TLS with mutual authentication. The ports and protocols, whitelist information, and any software updates are provided through this interface.

It is recommended that the initial configuration of the packet header deny all ports and protocols, both incoming and outgoing (as opposed to the traditional incoming only), and that permissions be configured in as they are identified as needed.

8. Handling and Inspection of Traffic

Handling and inspection is done in software-only modules in the server. The handlers are embedded in the server handler chain at the point when and where the communication is prepared for their use and when and where the functionallity has been distributed to packet-header inspection, packet content inspection, and message content inspection. Each of these may perform inspection related to intrusion detection or blacklist blocking, etc.

This is the preferred embodiment for enterprise applications. It moves the inspections to the point of the application itself by inserting handlers within the server and service to do the inspections at the point it makes most sense. The inspections that can be done without decrypting the packets may be done at the front of the web server because they are passive entities. Moving inspections of decrypted traffic inside the server not only preserves the end-to-end paradigm, it encapsulates the security and allows tailoring for the application itself. The encapsulated security with the application is virtualization ready.
9. CONCLUSIONS

We have reviewed the ELS security model and the end-to-end requirement within the enterprise. We have also reviewed the “normal” network defense process, and described the issues that the current network defenses raise and the vulnerabilities that may be introduced. Finally, we have provided an end-to-end approach that allows for both network inspection and reporting and the maintaining of unbroken encryption to the final destination, including enhanced defensive protections afforded by ELS. This approach is based on identifying the instances of official business and deferring the initial inspection until arrival at the target server. For enterprise operations, defining a clear end-to-end approach means a reduced attack space. The approach also reduces bandwidth requirements at the front door of the enterprise and may reduce the need for some load balancing. We have also reviewed the specific requirements for an enterprise level security that is bi-laterally authenticated and encrypted end-to-end. This paper is part of a body of work for high-assurance enterprise computing using web services. Elements of this work are described in [12-22].
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Abstract. Meta-Learning, the ability of learning to learn, helps to train a model to learn very quickly on a variety of learning tasks; adapting to any new environment with a minimal number of examples allows us to speed up the performance and training of the model. It solves the traditional machine learning paradigm problem, where it needed a vast dataset to learn any task to train the model from scratch. Much work has already been done on meta-learning in various learning environments, including reinforcement learning, regression task, classification task with image, and other datasets, but it is yet to be explored with the time-series domain. In this work, we aimed to understand the effectiveness of meta-learning algorithms in time series classification task with multivariate time-series datasets. We present the algorithm’s performance on the time series archive, where the result shows that using meta-learning algorithms leads to faster convergence with fewer iteration over the non-meta-learning equivalent.
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1 Introduction

Computers have always been an immense source of fascination for human beings. Be it the computers beginning large computations, forecasting, accounting, it has always fascinated human beings. Furthermore, with the origin of the field of Artificial Intelligence, humans have been eluded to it never than before. The concept of an artificial agent learning to make decisions and perform tasks like humans is very much intriguing in itself. Learning (also referred to as Machine Learning due to the involvement of computers) has been studied in three significant categories Supervised Learning, Unsupervised Learning, and Reinforcement Learning. Besides all these advances in supervised, unsupervised, and reinforcement learning, learning real-life tasks, learning algorithms, and carrying out simple instructions, learning from a few examples, is still regarded as a challenging problem. These are the class of problems that came to highlight in recent years; however, they have been known since the early 70’s, known as Meta-Learning. Meta-Learning can be found as early as in the works of Donald B. Maudsley, where he referred to it as “the process by which learners become aware of and increasingly in control of habits of perception,
inquiry, learning, and growth that they have internalized”. John Biggs redefined the same in a significantly more straightforward language as “being aware of and taking control of one’s learning”. In the context of computer science, meta-learning can be defined as simple as knowledge adaptability. It can be as simple as learning to identify previously seen objects with significantly fewer examples (few-shots learning), learning a task from some demonstrations (learning from demonstrations), or even following simple instructions.

Humans and animals adapt to any environment much faster and more efficiently. Whenever they try to learn any new skills or concepts, they hardly start from scratch. They start from the skills learned in the experience related to the new task, based on the knowledge they already have, that worked well before. For example, A child who has seen a dog, flower, bird only a few times can easily distinguish between them. A person who speaks one language can quickly learn to speak other languages with little practice, or a person who knows how to ride a bike can ride a motorbike with little practice. With every learned skill related to the given task domain, they can learn a new skill with a few examples and training. They simply learn how to learn across different tasks. Machine learning systems have surpassed humans at many tasks; it still requires training with a large number of samples on a specific task, and generally, models are trained from scratch using these samples to reach the same. So, it is not entirely fair for an AI algorithm to compare with humans as humans have prior knowledge and experience in their brain and DNA. Is it possible to imbue an AI system model with similar properties as a human with the ability to learn from experience and knowledge to learn new concepts and skills quickly with a few training examples rather than learning for scratch.

Much of the work has been proposed over the past few years. The earlier works address the problem of meta-learning as Few-Shot learning. The concept behind this is to design a deep neural network that can learn by simulating the datasets with very few instances, just like the babies learn to identify objects by seeing only a picture or two. In [1], the author proposed a method using the convolutional siamese neural network to do a few-shot image classification. Consecutively next year, an embedding method called Full Contextual Embeddings (FCE) [2], which uses bidirectional LSTM to encode the input vector to do the K-shot classification. With the recent success of optimization-based techniques, MAML [3], a model-agnostic algorithm for meta-learning, has been proposed, which has the ability to combined with any other trained gradient descent model, applicable to a variety of machine learning task. They looked at the learning process as maximizing the sensitivity of the loss functions of new tasks with respect to the model parameters such that small changes in the parameters will produce significant improvements on the loss function of any task. Training the model with a small number of gradient steps
with a few samples of a task gives good generalization performance on that task.

In this work, we have focused on the optimization-based approach of meta-learning for time series classification tasks. Reptile [4], a meta-learning algorithm, is used as a framework for the experiment combined with a baseline architecture of a convolutional neural network, where the convolutional layer acts as a feature extractor for our classification model. We demonstrate the experiments on the UCR time-series datasets [6]. For the evaluation purpose, we have compared the loss function curve of algorithms showing that the meta-learning approach favors time-series tasks over non-meta-learning counterparts resulting in faster convergence over a sample of tasks with fewer iteration. We successfully demonstrate that reusing knowledge from past tasks and combining them with deep neural networks may provide a better result. To the simplest of our knowledge, this is the first successful attempt in adapting meta-learning for a time series classification task.

Fig. 1: A Meta-learning model optimizes the model parameters $\theta$ that can quickly adopt for a new task with parameters $\theta_i'$. The model updates the initialization parameter $\theta$.

**Organization.** The rest of the paper is organized as follows. Section 2 reviews the existing research work is done in the field of Meta-Learning and Time-Series Classification and builds the base for our main objective. The proposed work to scale the Meta-Learning algorithm to time-series classification tasks and demonstrate its performance on some dataset from the UCR time-series achieve. Section 4 gives
the details of the experiment conducted using the explained methods, discusses an experimental study consisting of an evaluation strategy—finally, section 5, where we conclude with our observations in the chapter.

2 Literature Review

2.1 Time Series Classification

TSC has gained much attention in recent years due to its vast application in various domains such as financial services, human activity recognition, healthcare, weather forecasting [11]. Time series is nothing but just a measurement of statistical data taken several discrete times in chronological order. Mathematically, it can be written as,

\[ h = f(t) \]  \hspace{1cm} (1)

where \( h \) is the phenomena (function) at any given time.

Formally, TSC problem can be defined as follows: for a given set of classes \( Y \), a training dataset \( T = \{(X_1, Y_1), (X_2, Y_2), \cdots, (X_n, Y_n)\} \) is a collection of pairs \((X_i, Y_i)\) where \( X_i = [X_{i1}, X_{i2}, \cdots, X_{im}] \) consists of \( M \) different univariate time series with \( Y_i \) as its corresponding class label \( Y_i \subset Y \). The goal is to learn a classifier or model on a dataset \( T \) which, when fed with unseen time-series data points, the classifier is expected to predict its class correctly i.e., finding a function \( F \) such that \( F(X_j) = Y_j \), and \( Y_i \subset Y \).

As the earliest baseline, Lines and Bagnall [14] first demonstrate the effectiveness of distance-based methods such as Euclidean distance or Dynamic time warping (DTW) coupled with the nearest neighbor (NN) classifier to work directly on raw time series data. In the paper [15], the author proposed a feature-based approach extracting a set of features representing the global/local patterns of time series. These sets of features are combined to form Bag-of-words (BoW) or Bag-of-features and feed to the classifier [19] [20]. Several ensemble-based approaches have been explored Elastic Ensemble (PROP) [14], transform-based ensembles (COTE) [21] combining different classifiers over different time series representations. All these approaches need heavy preprocessing; feature extraction has higher time complexity. Earlier, the researchers neglected the fact of pure feature learning. With the success of deep learning models after 2012 [8], researchers began to exploit the idea of feature learning instead of handcrafted features.
2.2 Meta Learning

Meta-Learning is one of the most exciting areas of research in Artificial Intelligence and has been tackled for a long time. It has been tackled through different researchers as meta learner [16], few shots learning [17], meta reinforcement learning [18]. However, the latest mega boom in meta-learning began with the inception of Deep Learning with meta-learning. Much of the work has been proposed over the past few years. The earlier works address the problem of meta-learning as Few-Shot learning. The concept behind this is to design a deep neural network that can learn by simulating the datasets with very few instances, just like the babies learn to identify objects by seeing only a picture or two.

Over the recent year, many of the work has been published related to meta-learning, which classified into three approaches:- metric-based, model-based, and optimization based [10]. In a metric-based approach, the core idea is to learn embedding vectors of input data explicitly and use them to learn the best kernel functions. In the model-based approach, the idea is to design a model that updates its parameters rapidly with a few training steps, learning from the knowledge stored in the memory from the past training to learn a new task. Santoro et al. [12] built upon Differentiable Neural Computer and propose a new model, Memory-Augmented Neural Network (MANN). They described a few-shot learning specific data feeding pipeline wherein the answer (output label) of a previous input image is sent concatenated along with the current input. The idea is to encode new information in external memory and using this memory to updates its model parameters rapidly with a few training steps. Thus, the model, with external memory, through its controller had to learn to store the input Santoro et al. [12] representation in the external memory, associate the label provided with the current input with the previous input and retrieve the content of the relevant memory locations to produce the answer for the current query. Another approach is optimization-based, the core idea of learning a way to adjust the optimization parameters of the algorithm so that model converges within a small number of optimization steps learning with a few examples. Andrychowicz et al. [13] put forward a revolutionary idea of learning the optimizing function instead of hand designing it. The logic being, since we usually are learning a classifier “function” from our training data. Therefore we can also learn an optimizer function that performs the optimization process better. The idea seems simple but is very much revolutionary. This model puts forward meta-learning as well as transfer learning, wherein we can transfer the learned optimizer to other tasks. This meta learner can be scaled to thousands of parameters. The learned LSTM optimizer performed significantly well as compared to the state of the art models such as Stochastic Gradient Descent (SGD), Root Mean Square Propagation (RMSProp), Adam Optimizer (ADAM), etc.
Finn et al. introduced the concept of model agnostic meta-learning (MAML). Here, there is a meta learner and a learner. The meta learner trains the learner on a training set that contains a different number of tasks. Through the meta learner, the model will acquire prior experience from training and will learn the common feature representations of the task. Thus, whenever there is a new task, the model will use its prior experience and will be fine-tuned to the new task on a small number of training data. MAML provides a good initialization of model parameters to achieve optimal fast learning.

3 Proposed Work

Frequently, tasks in meta-learning can be expressed as the problem of optimizing an objective function of a model $f(\theta)$ defined across the distribution of task over some domain $\theta \in \Theta$. So, the goal, in this case, is the meta-learning model should be able to find an optimal initialization for parameters of a randomly sampled task where each task is associated with dataset $T_i$ (each dataset is considered as one data sample). Mathematically, it can be expressed as

$$\theta^* = \arg\min_{\theta} \mathbb{E}_{T_i \sim p(T)}[\mathcal{L}_{T_i} f(\theta)]$$  \hspace{1cm} (2)

Our work is built on the recently proposed model Reptile, an optimization-based approach somewhat similar to MAML as they are both trained with gradient descent and model-agnostic, but much simpler in implementation and training. Reptile works repeatedly sampling a task, training on it through multiple gradient descent steps, therefore, shifting the model weights towards the new parameters of the unseen task. The algorithm updates the model into two stages: First, it considers the model as function $f(\theta)$ with parameter $\theta$, then the classifier is trained on a given task $T_i$, changing the model parameter $\theta$ to $\theta_i$.  

$$\theta_i' = \theta - \alpha \nabla_{\theta} \mathcal{L}_{T_i} f(\theta)$$  \hspace{1cm} (3)

Generally, a task contains a training set having few or limited examples for each of the classes with one or more test examples (few-shot learning). The reptile objective is to learn the optimal initialization for the parameters of the neural network model such that the classifier learns faster while optimizing at test time, leads to generalizing the model with fewer examples from the test task. In the final optimization step, it simply updates $\theta$ to $(\theta_i' - \theta)$ as a reptile gradient applied with stochastic gradient descent (SGD).

$$\theta = \theta + \beta \frac{1}{n} \sum_{i=1}^{\infty} (\theta_i' - \theta)$$  \hspace{1cm} (4)

In this work, we have used the same architecture proposed in the paper as the baseline architecture for our classifier. The author proposed a straightforward
deep neural network-based architecture for TSC, which gives remarkable results with 44 UCR time-series datasets. They have tested on three deep neural network architectures, Multilayer Perceptrons (MLP), Fully Convolutional Networks (FCN), Residual Network, to provide a fully comprehensive baseline. For our experiment, we have used only FCN architecture, which can be applied to the dataset without any feature crafting and heavy data preprocessing. An intuition behind using an FCN network is that applying several convolutional layers on time series would be more helpful in learning a discriminative feature for the classification task.

3.1 Network Architecture

Deep convolutional neural network (CNN) has gained much attention in many different domains like regression, classification task, natural language processing (NLP), information retrieval, etc. after the AlexNet [8], won the 2012 ImageNet competition. With the increasing success of this architecture in different research fields, researchers started exploring the success of convolutional network architecture for time-series analysis. As we have seen applying the convolution on the image by sliding the filters in two dimensions (height and width), similarly, we could apply the convolution over time-series by sliding the filter to exhibit in one dimension (time).

![Fig. 2: The baseline architecture of fully convolutional neural network used for training the meta-learning algorithm.](image)

In our problem setting, applying FCN over time-series helps extract multiple discriminative features for the classification task. The softmax layer finally outputs a probability distribution over the class variables in a task. The basic block of FCN mainly consists of three components viz., convolutional layer, followed by batch normalization (BN), and a final non-linearity function Rectified Linear Unit (ReLU). ⊗ is the convolution operator, applied with a filter \( W \) on a time series data \( x \), and a bias parameter \( b \).

\[
C = \text{ReLU}[\text{BN}(W \otimes x + b)]
\] (5)
The architecture is built up by stacking three convolutional blocks. The final extracted features from the convolutional block are fed to the global average polling layer reducing the number of weights in a model, thus preventing the risk of overfitting. Batch normalization has been performed after each convolutional layer helping the network to converge quickly and improve generalization. In the end, the softmax layer is applied for classification.

3.2 Preprocessing

Normalization of the dataset has been performed across each channel (attribute); missing values are filled with zeros. Many of the preprocessing steps have been applied for generating the task to fed FCN. To generate the distribution of tasks of the same domain, we hide some of the channels with zeros padding in the dataset and also shuffle the order of the dataset across the channels. We have divided the dataset into the training set and test set such that samples in the train set have classes that are not present in the test set, making a more significant number of task distribution for training the model. The initialization of hyper-parameters, kernel size, and others have been followed the same as given in the paper. *The implementation was done purely in Python and Tensorflow.

3.3 Algorithm

Reptile is the first-order gradient-based meta-learning algorithm. Given the FCN architecture, the adaptation of meta-learning using the Reptile framework can be summarized in algorithm 1. It looks very similar to the ordinary learning tasks, but for each training sample, we create a pseudo-task $T_i$ because the algorithm treats one dataset as one data sample.

**Algorithm 1** Reptile with FCN

```plaintext
Require: Training Dataset $\mathcal{D} = \{x^{(j)}, y^{(j)}\}$
Require: $\alpha, \beta$ step size hyperparameters
Require: Number of task, examples and batch-size

1: Denote $p(T)$ as distribution over tasks
2: Randomly initialize $\theta$
3: for $\text{iteration} = 1, 2, \ldots$ do
4: Sample task $\tau_1, \tau_2, \ldots, \tau_n$, batch of tasks $\mathcal{T}_i \sim p(\mathcal{T})$
5: for $i = 1, 2, \ldots, N$ do
6: Evaluate $W_i = \text{SGD}(\mathcal{L}_{\tau_i}, \theta, k)$
7: Compute updated parameter with gradient descent using (1)
8: end for
9: Update $\theta \leftarrow \theta + \beta \frac{1}{n} \sum_{i=1}^{n} (W_i - \theta)$
10: end for
```
4 Experimental Study

In this section, we present the information about the datasets we have used, evaluation strategy to compare between meta and non-meta-learning algorithms, and the experimental result analysis and training setups. We have built the architecture by stacking two convolution blocks with the filter sizes 128, 128 in each block. After each convolutional layer we have applied batch-normalization and ReLu activation layer to improve the generalization capability. Reptile uses 50 examples per task, so we followed the same sample size for the task. We have used Adam optimizer with learning rate 0.01 to optimize the loss.

4.1 Dataset

The performance of our model has been evaluated on the UCR time-series repository, containing more than 40 distinct time-series datasets. The dataset in the repository has been broken into the different domains (Image Outline, Sensor Readings, Motion Capture, Spectrographs, ECG, Electric Devices, and Simulated Data), having different characteristics and varying length. We have used four datasets from the repository and one other dataset (human activity recognition), which we have collected in our lab. All the chosen dataset is multivariate time series, the preprocessing on the dataset as described in Section 3. The details about the dataset used in our experiment are given in Table 1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Train Size</th>
<th>Test Size</th>
<th>No. of attributes</th>
<th>Length</th>
<th>No. of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>PenDigits</td>
<td>7494</td>
<td>3498</td>
<td>2</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>UWaveGestureLibrary</td>
<td>896</td>
<td>3582</td>
<td>3</td>
<td>315</td>
<td>8</td>
</tr>
<tr>
<td>CharacterTrajectories</td>
<td>1422</td>
<td>1432</td>
<td>3</td>
<td>182</td>
<td>20</td>
</tr>
<tr>
<td>Motion</td>
<td>390</td>
<td>390</td>
<td>3</td>
<td>300</td>
<td>12</td>
</tr>
<tr>
<td>PeekDB</td>
<td>1000</td>
<td>1000</td>
<td>20</td>
<td>60</td>
<td>5</td>
</tr>
</tbody>
</table>

4.2 Results

To evaluated our model, we first trained the meta-learning model on tasks generated from the training dataset. After we got the optimal parameters from training, we trained two models on the task generated from the test dataset. The first model with parameters initialization which we get from meta learning one and other model with randomly initialized parameters. Then we compare the loss function curve of these models while training. The tasks we generate is used for binary classification.
for each dataset, so that we could generate variety of the tasks from same domain. Here, we calculated the total cross entropy loss to measures the performance of a classification model on test task. Cross-entropy loss decreases as the predicted probability converges to the actual label.

Figure 3 shows the experimental results of our model on the dataset. The graph represents the training loss function curve on the test tasks with the number of epoch while training the model. We observe that the meta-learning model converges more quickly with the fewer number of epoch than the model, which are trained from scratch (non-meta-learning) on every dataset. We believe that the success of metal learning models is because of the optimal initialization of parameters that we obtained from the Reptile algorithm. This experiment confirms that there is a significant difference between the models which are trained with optimal parameter initialization then random initialization. From the experiment, we observe that the meta-learning algorithm performs better with the dataset having more number of attributes (PeekDB) and a larger length of time-series (UWaveGestureLibrary, CharacterTrajectories, Motion). So, using the meta-learning algorithm with time-series tasks can be very useful.

5 Conclusion

In this work, we incorporate a meta-learning algorithm with a fully convolutional network for time-series classification tasks. With this, we establish what different type of learnings are, the emergence of meta-learning, coupling of meta-learning with deep learning, and the state of the art models in meta-learning (MAML, and Reptile). Employing this architecture, we find the optimal parameter initialization for the task. The proposed method is evaluated using a loss function curve, which shows its superiority over the non-meta-learning counterpart. The test suggests the using meta-learning algorithms with time series could be quite effective. Meta-learning helps to learn any new task quickly based on prior experience gained from other similar tasks. It is better to use meta-learning in real-world tasks, as there are plenty of opportunities to learn from prior experience.
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Fig. 3: Demonstrate the effectiveness of Meta-Learning over the Non-Meta-learning model with the help of a loss function curve on a time series dataset.
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Deep Learning Roles Based Approach to Link Prediction in Networks
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Abstract. The problem of predicting links has gained much attention in recent years due to its vast application in various domains such as sociology, network analysis, information science, etc. Many methods have been proposed for link prediction such as RA, AA, CCLP, etc. These methods required hand-crafted structural features to calculate the similarity scores between a pair of nodes in a network. Some methods use local structural information while others use global information of a graph. These methods do not tell which properties are better than others. With an in-depth analysis of these methods, we understand that one way to overcome this problem is to consider network structure and node attribute information to capture the discriminative features for link prediction tasks. We proposed a deep learning Autoencoder based Link Prediction (ALP) architecture for the latent representation of a graph, unified with non-negative matrix factorization to automatically determine the underlying roles in a network, after that assigning a mixed-membership of these roles to each node in the network. The idea is to transfer these roles as a feature vector for the link prediction task in the network. Further, cosine similarity is applied after getting the required features to compute the pairwise similarity score between the nodes. We present the performance of the algorithm on the real-world datasets, where it gives the competitive result compared to other algorithms.

Keywords: Link Prediction, Deep Learning, Autoencoder, Latent Representation, Non-Negative Matrix Factorization.

1 Introduction

With the surge of the Internet, everyone is almost interconnected via social media platforms (e.g., Facebook, Twitter, Instagram, etc.), professional blogs, and websites. Networks are tools to represent these interconnections in their respective scenarios. For example, an individual profile on Facebook is represented by a node in the network, and relationships between two profiles are represented by the links (edges) between two nodes. Thus, a network can be used to model the communication of a system. Everyday, relationships are changing among individuals, i.e., some new links are formed, and some of them are vanished due to several reasons. This
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behavior makes the scenarios quite complex and dynamic, and dealing with them becomes more challenging. The above scenarios can be modeled using a social or a complex network. Lots of issues exist when dealing with these networks. “Finding missing links or future links in an observed network” is one of the interesting problems which is known as link prediction (LP). Nowell and Kleinberg [1] formally defined the link prediction as follows. Suppose a graph $G_{t_0 \rightarrow t_1} (V, E)$ represents a snapshot of a network during time interval $[t_0, t_1]$ and $E_{t_0 \rightarrow t_1}$, a set of edges present in that snapshot. The task of link prediction is to find set of edges $E_{t'_0 \rightarrow t'_1}$ during the time interval $[t'_0, t'_1]$ where $[t_0, t_1] \leq [t'_0, t'_1]$. Link prediction has been applied in several domain of applications like friendship prediction in Facebook, recommendation system in e-commerce [2], protein-protein interactions (PPI) in bioinformatics [3] etc.

Several authors have presented seminal works on classical methods (indices) of link prediction in networks that are broadly classified into structural similarity-based and maximum likelihood-based methods, which are presented in the reviews [1,4]. Structural similarity is computed based on the properties of the structure of the networks. These properties are easy to compute, and no need to extract extra information like attribute and other side information. Works on these structural properties are grouped into three categories viz., local, global, and quasi-local. Most classical similarity indexes are based on these three categories. Local indices extract local information (like degree, common neighbors, clustering coefficients, etc.) to compute the similarity between two nodes. Common neighbor [1], Adamic-Adar [5], Resource allocation [6], Preferential attachment [7], etc. are the most well known local indices which are heuristics and used in both supervised and unsupervised settings to show the relevance of other methods. Global indices focus on extracting global properties or information where the whole network is taken into account. These indices are more complex and time-consuming that limits its application for large networks. Most path based indices e.g., Katz [8], shortest path [9], average commute time [9], PageRank [10], Leicht-Holme-Newman Index [11], Random walk with restart [12] etc., comes under global indices. Local similarity indices are simple and efficient in computation, whereas the global are complex and computationally inefficient. A trade-off between them is quasi-local indices, which are as efficient as local indices and not limited to neighborhood information. Sometimes, these methods (indices) take the whole network in computation [13]. Local path index (LP) [14], Local random walk (LRW) [15], Superposed random walk (SRW) [9] etc., are such indices.

Several machine learning [15, 16], and deep learning frameworks [17, 18] also have been explored for the link prediction task. Both supervised and unsupervised models have been used to find missing links in the literature. An unsupervised deep
learning model aims at finding hidden structures or patterns in the data and learns suitable representation that is useful input for several tasks. One of the critical issues with these models is the data representation that extracts useful information from the data. Unsupervised models detect and eliminate irrelevant variability present in the input data. Simultaneously, it preserves the information that is useful to several tasks like detection, prediction, visualization, etc. Some of these models are based on reconstructing the input from the suitable representation (or code) with some desired properties like sparsity, low dimensionality, etc. The autoencoder is one of the unsupervised deep learning models using which we predict missing links in the paper. An autoencoder consists of two parts encoder and decoder. The encoder maps the input data to latent representation or code or feature vector, and this code can further be used in downside the prediction task. Autoencoder can be expressed in another way as consisting of one input layer, one or more hidden layers, and an output layer, as shown in Figure 1. A deep autoencoder consists of more hidden layers. Reasons for the use of the deep autoencoder are two folds first, once the training is complete, computing code (latent representation) takes less time; the relevancy of the extracted information can be checked through the decoder by reconstructing the input. In contrast, link prediction task in social networks can also be treated as grouping the nodes based on the similar structural properties and behaviour. Given a network, we have defined the node-roles relationship between them, with the intuition that two nodes belong to the same role, or we could say they are well connected to each other if they have similar structural behavior or function. Node-Roles relationships help in understanding the underlying behavior in a network and also exploring the interesting data analysis tasks such as sense-making, node-similarity, and prediction tasks [63].

In this paper, we transfer the effects of roles in a network to link prediction tasks, where node-roles relationship act as additional features to find the similarity between the nodes in a network. Without any other information except the network structure, the key problem with the link prediction task is identifying and deciding what structural features are needed that can be derived from the network, which will lead to predicting links in the network. Once we get the desired features, the link prediction task can be well-formulated as finding similarity between the nodes based on these extracted features. Given a dataset, we define the link prediction problem as

- finding the features matrix and node-roles relationship (where the features matrix is obtained by using the latent representation of autoencoder architecture, and the node-roles matrix is determined by applying the non-negative matrix factorization on these extracted feature matrix).
- determining the similarity score between the nodes using both feature matrix and node-roles matrix by applying the Cosine similarity function.
We summarize the main contributions of this paper are determining a set of structural features using the autoencoder architecture and transferring the effect of node-roles relationship to perform the link prediction task.

**Organization.** Section 2 talks on some literature work on link prediction. The proposed work is presented in section 3. Section 4 discusses an experimental study consisting of an evaluation strategy and the results of several methods against real network datasets followed by a statistical test. Finally, section 5 concludes our work.

2 Related Work

Newman presented a paper on link prediction on collaboration networks in Physics and Biology [19]. In such networks, two authors are considered to be connected if they have at least one paper co-authored by them simultaneously. In the empirical study, the author demonstrated that the likelihood of a pair of researchers teaming up increments with the numbers of different colleagues they have in mutual relation, and the likelihood of a specific researcher acquiring new partners increments with the number of his past teammates. The outcomes give experimental proof in favor of formerly guessed mechanisms for clustering and power-law degree distributions in networks. Later, Nowell and Kleinberg [1] proposed a link prediction model explicitly for a social network. Each node in the network corresponds to a person or an entity, and a link between two nodes shows the interaction between them. The learning paradigm in this environment can be used to extract the similarities between two nodes by several similarity metrics. Ranks are assigned to each pair of nodes based on these similarities, then higher ranked node pairs are designated as predicted links. Further, Hasan et al. [15] expanded this work and demonstrated that there is a significant increase in prediction results when additional topological information about the network is available. They considered different similarity measures as features and performed a binary classification task using a supervised learning approach, which is similar to link prediction in their framework.

The graph embedding is considered as a dimensionality reduction technique in which higher $D$ dimensional nodes in the graphs are mapped to a lower $d$ ($d \ll D$) dimensional representation space by preserving the graph properties as much as possible [20]. These graph properties can be node pair similarity, node neighborhood similarity, substructure similarity, etc. Recently, some graph embedding techniques [21]-[25] have been proposed and applied successfully in link prediction and node classification problems. Deep learning models of graph embedding have also recently been introduced that can be classified in with and without random walk strategies [20]. In the first case, the graph is represented as paths sampled from it, which are inputs to an embedding model and the whole graph as input for a later case. The deep learning model is then applied to these sampled paths in the
framework and encodes to preserve the graph properties (i.e., path properties here). Lots of seminal works based on the first category (i.e., with random walk strategy) are available in the literature like DeepWalk [24], Node2vec [22], HARP [26]. These models are mainly shallow in nature, moreover deep model are based on without random walk strategies like SDNE [27], DNGR [28], VAGE [29], SEAL [30].

**Machine learning and deep learning for link prediction.** In the literature, most of the well-known link prediction approaches focus on heuristics, which are domain-specific and ignore the evolutionary behavior of the networks. They mainly work on static networks. From the last decade, several machine learning approaches have been applied to improve link prediction performance. In such approaches, the challenging task is to represent features in a format suitable for the application, which vastly affects the performance results. M. A. Hasan et al. [15] proposed a seminal work on link prediction using supervised learning in which three types of features of graph viz., proximity features, aggregated features, and topological features are employed with several classifiers. Likewise, Doppa et al. [16] put forward works based on a supervised approach on link prediction where k-means classifier employed on feature vectors. Recently, deep learning, a new direction in machine learning have been proposed in the literature. The seminal works based on deep models, for examples, stacked denoising autoencoders (SDAE) [17] and convolutional neural networks (CNN) [18] have shown their great potential of representing and learning features in computer vision and natural language processing. One problem of conventional deep learning models is the independent and identically distribution of the input, which cannot model relational data. To overcome this issue, H. Wang et al. [31] employed a Bayesian deep learning framework that learns relational data (network data) effectively. They jointly model high-dimensional node attributes and link structures in their framework and product of Gaussian as an inference approach. Xiaoyi Li et al. [32] introduced a novel deep learning framework, namely Conditional Temporal Restricted Boltzmann Machine (ctRBM), that captures the evolutionary patterns of networks (i.e., dynamic networks). Their framework is based on the joint inferential effects of seed nodes and their local neighbor’s influences. [33] proposes a supervised framework of deep learning where two different architectures show their competitive results with the state-of-the-art.

Graph convolutional neural networks (GCNs) [34] are the recent class of deep network approaches used in network embedding, node classification, and link prediction. The model learns representation from a localized first-order approximation of spectral convolutions. Thomas N. Kipf et al. [29] introduced a framework based on GCN that uses a simple inner product decoder and learns node features of structured graph data. In this paper [65], the author considers the link prediction task as a collaborative filtering problem, where they treated the nodes as items and edges
like the rating in the recommendation system and proposed a non-negative matrix factorization approach combined with a bagging technique to predict which nodes are expected to connect. Similarly [64], a unified framework has been proposed for link prediction tasks based on non-negative matrix factorization with coupling multivariate information where they have used both the internal latent feature information and external node attribute information of the network. Different approaches have been used for role extraction in the network. In [63], RolX an unsupervised learning approach has been proposed where it automatically determines the underlying structural roles in a network. It also assigns a mixed-membership of these extracted roles to each node in the network. The author has analyzed different methodologies, research issues, and characteristics that should be considered during the role analysis.

3 Proposed Work

3.1 Network Architecture

The proposed architecture is an unsupervised framework of deep learning model which maps the adjacency matrix of the given graph into the node-features matrix. The architecture does not need any hand-crafted (manual selection) features; rather, it extracts important features automatically. The overall architecture has been divided into two stages. The first stage consists of the autoencoder neural network, which is an unsupervised framework of deep learning that uses backpropagation to update synaptic weights. It mainly consists of two parts encoder and decoder. The encoding layer compresses its input to a lower-dimensional code, known as latent representation. The objective of the decoding layer is to reconstruct the input using this compressed code. Clearly, an autoencoder can be considered as a dimensional reduction technique. The encoder maps the input data to latent representation or feature vector, and this vector can further be used in downside the prediction task. Through this model, we get only the important features that are needed to represent the graph by filtering out the unnecessary details from the graph. We have used this feature vector as a subset of our final node-feature matrix. The second stage uses the given latent representation from the neural network to find out the roles in the graph. Using these roles, we have assigned a mixed-membership of roles to each node in the graph network, giving a node-role matrix, which acts as an additional feature set for our node-feature matrix. In summary, to get the final Node-feature matrix, we have concatenated the feature vector, which we get after the encoder layer from the autoencoder neural network with the node-role matrix. In the proposed architecture, the first hidden layer consists of 16 neurons and the second hidden layer (or latent representation) contains 8 neurons (called latent variables). The learning rate is set to a low value of 0.01 in descent gradient optimization
during the learning process. The workflow of our proposed architecture has been shown in Figure 1.

3.2 Problem characterization for deep autoencoder framework.

Considering a simple undirected network (also applicable to directed and weighted networks), $G(V, E)$, where $V$ is the set of vertices (or nodes) and $E$ is the set of edges. The given graph network can be represented as an adjacency matrix $A \in \mathbb{R}^{|V| \times |V|}$. Inputs to the neural network is a matrix, which is the adjacency matrix $A$. Aim of the deep autoencoder is to learn low dimensional latent representation $Z \in \mathbb{R}^{|V| \times F_2}$ for the nodes with the constraint of minimization of the reconstruction error (loss). Other half of the architecture aims to find the node-role matrix of dimension $R \in \mathbb{R}^{|V| \times r}$ with the help of feature vector $Z$. The main focus of the overall architecture is to find the node-feature matrix of dimension $F \in \mathbb{R}^{|V| \times F}$.

3.3 Preprocessing.

Input to the proposed model is a normalized adjacency matrix ($A_{Norm}$), which is the output of the preprocessing step. Normally, neural architectures use the original
adjacency matrix in a layer-wise propagation function that causes a change in the scale of feature vectors. That is, larger degree nodes have more contribution (i.e., feature value), and smaller degree nodes have lower feature values in the feature representation. The different scales of input feature values are problematic in training those networks that use stochastic gradient descent algorithms. To mitigate this problem, the original adjacency matrix is normalized by taking the average of corresponding neighboring nodes features as described in the paper [34]. The symmetric version of this normalization is expressed as follows

$$A_{\text{Norm}} = \tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2}$$  \hspace{1cm} (1)

where $\tilde{A}$ (i.e. $A + I$, that enforces to include own features also) is the adjacency matrix of the network and $\tilde{D}$ is the node degree matrix of $\tilde{A}$.

3.4 Roles Extraction.

After getting a latent representation of the graph from the neural network, we have a feature matrix $Z \in \mathbb{R}^{|V| \times F^2}$, the next step of our algorithm is to generate a rank $r$ approximation $PQ \approx Z$, where $P \in \mathbb{R}^{|V| \times r}$ represents the node-roles relationship and $Q \in \mathbb{R}^{r \times F^2}$ define how each identified roles contributes to estimated feature values. To do this, we have used Non-negative Matrix Factorization as it aims to find two non-negative factor matrices which simplify the interpretation of the node-roles relationship. Since we have not defined the number of roles required, we decided to use the Minimum Description Length criterion [37], to find the optimal number on roles $r$ as described in the paper that results in the best compression. Mathematically, it can be written as,

$$\minimize_{P \text{ s.t. } P \geq 0} \|Z - PQ\|_F^2 \text{ w.r.t. } P, Q$$  \hspace{1cm} (2)

In the last step, we have added both the feature matrix $Z$ and node-roles matrix $P$ such that $F = Z + P$, where $F \in \mathbb{R}^{|V| \times (F^2 + r)}$ is overall features set that is derived from the dataset. Finally, for each node pair, cosine similarity [35] index is used to find similarity between them. Once the score of non-observed links is available in the sorted order, we can compute the Area under the Operating receiver characteristics (AUROC) and average precision to evaluate the accuracy of our approach.

4 Experimental Study

4.1 Evaluation metrics

Consider a simple undirected graph/network $G(V,E)$ where $V$ characterizes a vertex-set and $E$, the edge-set. Although a simple graph is considered so, parallel edges and self-loops are not permitted. In a simple graph, a universal set $U$
contains a total $\frac{|V|(|V|-1)}{2}$ edges, where $|V|$ represents the size of the vertex-set in the graph. $(U - E)$ number of edges is termed as the set of nonexistent links, some of which may be missing that may appear in the future. Finding out such missing links is the aim of link prediction \[14\]. The accuracy of an algorithm can be tested by partitioning the set of observed links $E$ into two sets, $E^T$, a training set about which we know at all, and a test set (or validation set), $E^P$ in which there are edges which is not present in the training set. Therefore, $E^T \cup E^P = E$ and $E^T \cap E^P = \phi$ with this strategy, it may be possible that some edges may not ever be chosen in the test set or others could be repeated, which results in statistical bias. This problem is overcome by a procedure of sampling known as $K$-fold cross-validation. To calculate the accuracy of algorithm, generally, two metrics are used: AUROC \[40\], and precision \[41\], \[42\]. Based on the above definitions, the following observations can be made in a graph:

Total possible links in the graph $= U$,

Existant links $= E$,

Non-existent links $= U - E$,

Observed links $= E^T$ = Training set,

Non-Observed links $= U - E^T$,

Missing links $= E^P$ = Test set.

**Area under the Operating receiver characteristics (AUROC)**

Given a ranking of total non-observed links, the term AUROC is estimated as the likelihood that a chosen missing link is given a higher score than a randomly chosen non-existent link. Each time two edges are selected randomly one from each set and compared their scores. Then, AUROC can be calculated using the following expression:

$$AUROC = \frac{n_1 + 0.5 \times n_2}{n} \quad (3)$$

where, $n$ is total independent comparisons, $n_1$ is number of times the missing link with a higher score, $n_2$ is number of times they have same score. The standard value of AUROC should be 0.5 which will be possible under an independent and identical distribution. A score greater than 0.5 represents improved accuracy.

**Precision**

Given the ranking of non-observed links, precision can be characterized as the proportion of relevant items to the number of items chosen i.e.,

$$Precision = \frac{L_r}{L} \quad (4)$$

where, $L$ represents predicted links having top scores, and $L_r$, the number of predicted links which are correct.
4.2 Datasets

The performance of the proposed method has been evaluated on twelve real-world network datasets collected from diverse areas.

- Karate\textsuperscript{1} \cite{43}: A friendship network of 34 members of karate club at a US university.
- Dolphins\textsuperscript{1} \cite{44}: A social network of dolphins living in Doubtful Sound in New Zealand.
- Lesmiserables\textsuperscript{1} \cite{45}: Co appearance network of characters of the novel LesMiserables.
- Adjnoun\textsuperscript{1} \cite{46}: Adjacency network of common adjectives and nouns in the novel David Copperfield by Charles Dickens.
- Football\textsuperscript{1} \cite{47}: American football games network played between Division IA colleges during regular season Fall 2000.
- Celegansneural\textsuperscript{1} \cite{49}: A neural network of C. elegans compiled by D. Watts and S. Strogatz in which each node refers a neuron and, an edges joining two neurons either by a synapse or a gap junction.
- Netscience\textsuperscript{1} \cite{46} is a co-authorship network of scientists working on network theory and experiment compiled by Newman in 2006.
- Political bolgs\textsuperscript{1} \cite{5} is a directed network of hyperlinks in political blogs of US election 2004.
- Jazz\textsuperscript{2} \cite{48} is the collaboration network of jazz musicians.
- Usair97\textsuperscript{3} \cite{48} is an airline network of US where a node represents an airport and an edge shows the connectivity between two airports.
- Facebook\textsuperscript{4} \cite{50} is social network of user profiles and network data extracted from 10 ego-networks.
- Ca-GrQc\textsuperscript{4} is collaboration network from the e-print arXiv of General Relativity and Quantum Cosmology.

Table\textsuperscript{4} shows some basic topological properties of the considered networks datasets. $|V|$ and $|E|$ are the total numbers of nodes and edges of the networks respectively. $\langle D \rangle$ represents node pairs average shortest distance, $\langle K \rangle$ the average degree and $\langle C \rangle$ the average clustering coefficient of the network. $r$ and $H$ are the coefficient of assortativity and degree of heterogeneity respectively.

4.3 Baseline methods

- Common Neighbor(CN). In a given network or graph, the size of common neighbors for a given pair of nodes $x$ and $y$ is calculated as the size of intersection of

\textsuperscript{1} http://www-personal.umich.edu/~mejn/netdata/
\textsuperscript{2} http://konect.uni-koblenz.de/networks/
\textsuperscript{3} http://vlado.fmf.uni-lj.si/pub/networks/data/
\textsuperscript{4} https://snap.stanford.edu/data/
Table 1: Topological informations of real-world network datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th></th>
<th></th>
<th>⟨D⟩</th>
<th>⟨K⟩</th>
<th>⟨C⟩</th>
<th>r</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>34</td>
<td>78</td>
<td>2.337</td>
<td>4.588</td>
<td>0.570</td>
<td>-0.475</td>
<td>1.693</td>
</tr>
<tr>
<td>Dolphins</td>
<td>62</td>
<td>159</td>
<td>3.302</td>
<td>5.129</td>
<td>0.258</td>
<td>-0.043</td>
<td>1.326</td>
</tr>
<tr>
<td>Lesmiserables</td>
<td>77</td>
<td>254</td>
<td>2.606</td>
<td>6.597</td>
<td>0.573</td>
<td>-0.165</td>
<td>1.827</td>
</tr>
<tr>
<td>Adjinoun</td>
<td>112</td>
<td>425</td>
<td>2.512</td>
<td>7.589</td>
<td>0.172</td>
<td>-0.129</td>
<td>1.814</td>
</tr>
<tr>
<td>Football</td>
<td>115</td>
<td>613</td>
<td>2.486</td>
<td>10.661</td>
<td>0.403</td>
<td>0.162</td>
<td>1.006</td>
</tr>
<tr>
<td>Jazz</td>
<td>198</td>
<td>2742</td>
<td>2.235</td>
<td>27.697</td>
<td>0.620</td>
<td>0.020</td>
<td>1.395</td>
</tr>
<tr>
<td>Celegansneural</td>
<td>297</td>
<td>2148</td>
<td>2.447</td>
<td>14.456</td>
<td>0.308</td>
<td>-0.163</td>
<td>1.800</td>
</tr>
<tr>
<td>Usair97</td>
<td>332</td>
<td>2126</td>
<td>2.738</td>
<td>12.807</td>
<td>0.749</td>
<td>-0.207</td>
<td>3.463</td>
</tr>
<tr>
<td>Political blogs</td>
<td>1490</td>
<td>16718</td>
<td>2.447</td>
<td>14.456</td>
<td>0.308</td>
<td>-0.221</td>
<td>3.621</td>
</tr>
<tr>
<td>Netscience</td>
<td>1589</td>
<td>2742</td>
<td>5.823</td>
<td>3.451</td>
<td>0.878</td>
<td>0.461</td>
<td>2.010</td>
</tr>
<tr>
<td>Facebook</td>
<td>4039</td>
<td>88234</td>
<td>3.693</td>
<td>43.691</td>
<td>0.617</td>
<td>0.063</td>
<td>2.439</td>
</tr>
<tr>
<td>Ca-GrQc</td>
<td>5242</td>
<td>14496</td>
<td>6.049</td>
<td>5.531</td>
<td>0.687</td>
<td>0.659</td>
<td>3.051</td>
</tr>
</tbody>
</table>

the two nodes neighborhoods.

\[ S(x, y) = |\Gamma(x) \cap \Gamma(y)| \quad (5) \]

where \( \Gamma(x) \) and \( \Gamma(y) \) are neighbors of the node \( x \) and \( y \) respectively. The likelihood of the existence of a link between \( x \) and \( y \) increases with the number of common neighbors between them. In a collaboration network, Newman calculated this quantity and demonstrated that the probability of collaboration between two nodes depends upon the common neighbors of the selected nodes. Kossinets \[52\] and Neal \[53\] investigated a large social network and recommended that two students are more likely to be friends who are having numerous common friends. It has been observed that the common neighbor approach performs well on most real-world networks and beats other complex methods.

- Jaccard Coefficient (JC). The Jaccard coefficient is defined as the probability of selection of common neighbors of pairwise vertices from all the neighbors of either vertex.

\[ S(x, y) = \frac{|\Gamma(x) \cap \Gamma(y)|}{|\Gamma(x) \cup \Gamma(y)|} \quad (6) \]

- Resource Allocation (RA). Consider two non-adjacent vertices \( x \) and \( y \). Suppose node \( x \) sends some resources to \( y \) through the common nodes of both \( x \) and \( y \) then the similarity between the two vertices is computed in terms of resources sent from \( x \) to \( y \). This is expressed mathematically as

\[ S(x, y) = \sum_{z \in \Gamma(x) \cap \Gamma(y)} \frac{1}{k_z} \quad (7) \]

- Preferential Attachment (PA). The idea of preferential attachment is applied to generate a growing scale-free network. The term growing represents the incremental nature of nodes over time in the network. The likelihood incrementing
new connection associated with a node \( x \) is proportional to \( k_x \), the degree of the node. Preferential attachment score between two nodes \( x \) and \( y \) can be computed as

\[
S(x, y) = k_x \times k_y
\]

(8)

Node Clustering Coefficient (CCLP). This index is also based on the clustering coefficient property of the network in which the clustering coefficients of all the common neighbors of a seed node pair are computed and summed to find the final similarity score of the pair. Mathematically, this index can be expressed as follows

\[
S(x, y) = \sum_{z \in \Gamma(x) \cap \Gamma(y)} C(z)
\]

(9)

where

\[
C(z) = \frac{t(z)}{k_z(k_z - 1)}
\]

(10)

and \( k_z \) is the degree of node \( z \) and \( t(z) \) is the total triangles passing through the node \( z \).

CARIndex. CAR-based indices are presented based on the assumption that the link existence between two nodes increases if their common neighbors are members of local community (LCP theory) \[56\].

\[
S(x, y) = CN(x, y) \times \sum_{z \in \Gamma(x) \cap \Gamma(y)} \frac{|\gamma(z)|}{2}
\]

(11)

where \( CN(x, y) \) is common neighbour of \( (x, y) \) and \( \gamma(z) \) is the subset of neighbors of node \( z \) that are also common neighbors of \( x \) and \( y \).

Katz Index. It directly aggregates over all the paths between \( x \) and \( y \) and damps exponentially for longer paths to penalize them. It can be expressed mathematically as

\[
S(x, y) = \sum_{l=1}^{\infty} \beta^l |paths_{x,y}^{<l>}|
\]

(12)

where, \( paths_{x,y}^{<l>} \) is considered as the set of total \( l \) length paths between \( x \) and \( y \), \( \beta \) is a damping factor that controls the path weights.

Node2vec(N2V). This is a node embedding technique where it learns a low dimensional continuous representation of nodes in a graph with the objective of preserving the neighborhood structure.
### Table 2: Avg. Precision

<table>
<thead>
<tr>
<th>Network</th>
<th>CN</th>
<th>JC</th>
<th>RA</th>
<th>PA</th>
<th>CCLP</th>
<th>CAR</th>
<th>Katz</th>
<th>N2V</th>
<th>ALP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>0.148878</td>
<td>0.130261</td>
<td>0.069634</td>
<td>0.134948</td>
<td>0.162239</td>
<td>0.017582</td>
<td>0.260558</td>
<td>0.041504</td>
<td>0.653197</td>
</tr>
<tr>
<td>Dolphins</td>
<td>0.179974</td>
<td>0.205618</td>
<td>0.050494</td>
<td>0.082726</td>
<td>0.189028</td>
<td>0.007007</td>
<td>0.007007</td>
<td>0.004150</td>
<td>0.610708</td>
</tr>
<tr>
<td>Lesmiserables</td>
<td>0.249618</td>
<td>0.366998</td>
<td>0.249818</td>
<td>0.085681</td>
<td>0.256666</td>
<td>0.146768</td>
<td>0.242644</td>
<td>0.681193</td>
<td>0.701639</td>
</tr>
<tr>
<td>Adjnoun</td>
<td>0.079462</td>
<td>0.076121</td>
<td>0.018148</td>
<td>0.067761</td>
<td>0.084578</td>
<td>0.008218</td>
<td>0.105588</td>
<td>0.011761</td>
<td>0.242644</td>
</tr>
<tr>
<td>Football</td>
<td>0.459779</td>
<td>0.447029</td>
<td>0.111022</td>
<td>0.092703</td>
<td>0.468967</td>
<td>0.061658</td>
<td>0.178761</td>
<td>0.114445</td>
<td>0.681193</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.326922</td>
<td>0.367671</td>
<td>0.319647</td>
<td>0.106431</td>
<td>0.328317</td>
<td>0.351645</td>
<td>0.263667</td>
<td>0.086058</td>
<td>0.691399</td>
</tr>
<tr>
<td>Celegansneural</td>
<td>0.118607</td>
<td>0.134162</td>
<td>0.036424</td>
<td>0.048702</td>
<td>0.146307</td>
<td>0.011771</td>
<td>0.051729</td>
<td>0.018931</td>
<td>0.743431</td>
</tr>
<tr>
<td>Usair97</td>
<td>0.126467</td>
<td>0.271941</td>
<td>0.231041</td>
<td>0.263769</td>
<td>0.141365</td>
<td>0.204706</td>
<td>0.050921</td>
<td>0.029793</td>
<td>0.370255</td>
</tr>
<tr>
<td>Political blogs</td>
<td>0.079613</td>
<td>0.146614</td>
<td>0.061253</td>
<td>0.015059</td>
<td>0.088426</td>
<td>0.063305</td>
<td>0.021715</td>
<td>0.008462</td>
<td>0.106545</td>
</tr>
<tr>
<td>Netscience</td>
<td>0.392733</td>
<td>0.433671</td>
<td>0.128983</td>
<td>0.002171</td>
<td>0.430501</td>
<td>0.108762</td>
<td>0.204778</td>
<td>0.081755</td>
<td>0.587527</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.223600</td>
<td>0.036277</td>
<td>0.133045</td>
<td>0.019163</td>
<td>0.253608</td>
<td>0.217245</td>
<td>0.046797</td>
<td>0.048952</td>
<td>0.381180</td>
</tr>
</tbody>
</table>

### Table 3: AUROC

<table>
<thead>
<tr>
<th>Network</th>
<th>CN</th>
<th>JC</th>
<th>RA</th>
<th>PA</th>
<th>CCLP</th>
<th>CAR</th>
<th>Katz</th>
<th>N2V</th>
<th>ALP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>0.693750</td>
<td>0.628375</td>
<td>0.757500</td>
<td>0.760375</td>
<td>0.656438</td>
<td>0.550500</td>
<td>0.611500</td>
<td>0.721125</td>
<td>0.897395</td>
</tr>
<tr>
<td>Dolphins</td>
<td>0.745418</td>
<td>0.709799</td>
<td>0.822843</td>
<td>0.726425</td>
<td>0.618911</td>
<td>0.357150</td>
<td>0.424584</td>
<td>0.757034</td>
<td>0.882697</td>
</tr>
<tr>
<td>Lesmiserables</td>
<td>0.889440</td>
<td>0.871515</td>
<td>0.934390</td>
<td>0.699676</td>
<td>0.888291</td>
<td>0.695770</td>
<td>0.925092</td>
<td>0.854812</td>
<td>0.906194</td>
</tr>
<tr>
<td>Adjnoun</td>
<td>0.656667</td>
<td>0.568315</td>
<td>0.647079</td>
<td>0.735380</td>
<td>0.653959</td>
<td>0.450198</td>
<td>0.658491</td>
<td>0.695770</td>
<td>0.743431</td>
</tr>
<tr>
<td>Football</td>
<td>0.873762</td>
<td>0.859288</td>
<td>0.854359</td>
<td>0.252409</td>
<td>0.813651</td>
<td>0.585301</td>
<td>0.862717</td>
<td>0.897024</td>
<td>0.879024</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.948143</td>
<td>0.959044</td>
<td>0.963302</td>
<td>0.789540</td>
<td>0.955104</td>
<td>0.931445</td>
<td>0.452756</td>
<td>0.879024</td>
<td>0.909838</td>
</tr>
<tr>
<td>Celegansneural</td>
<td>0.815419</td>
<td>0.792798</td>
<td>0.848494</td>
<td>0.735148</td>
<td>0.872517</td>
<td>0.450223</td>
<td>0.416356</td>
<td>0.795693</td>
<td>0.720588</td>
</tr>
<tr>
<td>Usair97</td>
<td>0.958332</td>
<td>0.914826</td>
<td>0.946785</td>
<td>0.905626</td>
<td>0.957295</td>
<td>0.772429</td>
<td>0.503100</td>
<td>0.884882</td>
<td>0.838057</td>
</tr>
<tr>
<td>Political blogs</td>
<td>0.941012</td>
<td>0.907054</td>
<td>0.939749</td>
<td>0.934223</td>
<td>0.938549</td>
<td>0.739912</td>
<td>0.345143</td>
<td>0.866966</td>
<td>0.781857</td>
</tr>
<tr>
<td>Netscience</td>
<td>0.944599</td>
<td>0.953620</td>
<td>0.944769</td>
<td>0.639099</td>
<td>0.987433</td>
<td>0.532846</td>
<td>0.939401</td>
<td>0.892410</td>
<td>0.966444</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.991824</td>
<td>0.989581</td>
<td>0.995177</td>
<td>0.832809</td>
<td>0.992504</td>
<td>0.947860</td>
<td>0.923622</td>
<td>0.991560</td>
<td>0.894836</td>
</tr>
<tr>
<td>Ca-GrQc</td>
<td>0.921563</td>
<td>0.929400</td>
<td>0.913091</td>
<td>0.741728</td>
<td>0.892601</td>
<td>0.605524</td>
<td>0.718201</td>
<td>0.908955</td>
<td>0.849303</td>
</tr>
</tbody>
</table>

### 4.4 Experiments Result Analysis

**Accuracy Analysis:** Table 2 shows the average precision results of the proposed method ALP with the baseline methods. Best accuracy values are shown in boldface against each network. We observe that the proposed method gives the best result on ten out of twelve network datasets, as shown in the table. Our method performs much better on all the datasets except Political blogs and Facebook dataset; RA is the best performer on Facebook, and JC is best on the Political blogs dataset. However, ALP shows the second-best result in both the datasets.

The AUROC results of the proposed and baseline methods are shown in Table 3. ALP performs best on karate, dolphins, Adjnoun, Football, and Netscience networks. RA best performs on Lesmiserables, Jazz, and Facebook networks, while CN is the best performer index on Usair97 and Political blogs networks. Jaccard (JC)
shows the best result on Ca-GrQc that are collaboration networks of scientists in computer science and general relativity. CCLP is best on Celegans neural network.

**Robustness Analysis:** Figure 2 shows the robustness measure of the existing and the proposed ALP method. The figure presents the effects of random noise (i.e., links are randomly added to the network) and random removal links. This concept is well explained in the Zhang, P. et al. [58] work on robustness under noisy environments. The parameter “Ratio” on the X-axis defines the fraction of noisy links that are added or deleted to/from the training data as described in the above work. Positive values of this parameter represent a fraction of added links to the training data, and negative values represent a fraction of deleted links from the training data. Figure 2 shows the dependence of AUROC on these fraction of added and removal links.

ALP shows the best robustness with higher accuracy compared to the baseline methods against both added and deleted links on Karate and Dolphin networks [Fig. 2a and 2c]. On Lesmiserables data, ALP shows better AUROC after the CN, JC, and CCLP; however, it shows the least fluctuation (highly robust) in the AUROC values [Fig. 2b]. It is the average performing method on Adjnoun, Jazz, Usair97, and Netscience datasets with AUROC values lower than CN, JC, and CCLP on Jazz Usair97 and Netscience [Figs. 2d and 2f], moreover it shows better robustness for both added and deleted links as shown in the figures. PA and Node2Vec are the best performing indices on Adjnoun and Netscience data, respectively. ALP shows the comparable result on the Football dataset [Fig. 2e]. One thing to note that the fluctuation of the AUROC values for random deleted links is greater than randomly added links, which is similar to the work [58]. In other words, random links deletion are more vulnerable to link prediction. Due to computational issues, robustness results of the remaining datasets are not shown.

**Statistical Test:** In this experiment, we conduct a statistical test [59] to show the significant difference between the proposed method (ALP) with the baseline methods. We perform the Friedman test [60], [61], to analyze whether there is a significant difference among multiple methods. It is a non-parametric counterpart of the repeated measures ANOVA. If the test result shows a significant difference, we further applied post hoc analysis to check the degree of rejection of each hypothesis. For the post hoc analysis, several methods are available in the literature, and we applied the post hoc counterpart of the Friedman test known as the Post hoc Friedman Conover method.

The Friedman test results for both average precision (Avg. Precision) and area under the ROC curve (AUROC) are shown in Table 4. The observed test values
of the Friedman test for both Avg. Precision and AUROC are 60.222 and 35.956 which are greater than the corresponding \( \chi^2 \) value (i.e., \( \chi^2(c, D_f) \)). With the confidence interval \( \alpha =0.05 \) and degree of freedom \( D_f = 8 \), \( \chi^2 \) value is 15.51, obtained from the \( \chi^2 \) table available in the literature. This results in the rejection of the null hypothesis, as shown in the last column of the table. This test confirms that there is a significant difference among the methods for both the accuracy measures. The proposed method ALP is considered as the control algorithm in the post hoc analysis.

5 Conclusion

In this work, we incorporate an unsupervised framework of deep learning viz., graph autoencoder for link prediction in networks. Employing this architecture, useful latent representation of nodes is extracted and using these node embeddings, and the similarity matrix is computed for all node pairs. Moreover, missing links are identified based on this similarity matrix. The proposed method (ALP) is evaluated on average precision and AUROC, which show its superiority over the baseline methods. Robustness analysis against the noisy links (added or deleted) is shown, which represents the effectiveness of the proposed method.
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Table 4: The Friedman test on Avg. Precision and area under the ROC Curve

<table>
<thead>
<tr>
<th>Dataset</th>
<th>IS-value</th>
<th>Test value</th>
<th>State</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. Precision</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karate</td>
<td>0.148879</td>
<td>0.130261</td>
<td>0.069543</td>
<td>0.149484</td>
</tr>
<tr>
<td>Dolphins</td>
<td>0.129751</td>
<td>0.205118</td>
<td>0.054949</td>
<td>0.082786</td>
</tr>
<tr>
<td>Lesmisneural</td>
<td>0.240618</td>
<td>0.269998</td>
<td>0.248818</td>
<td>0.085601</td>
</tr>
<tr>
<td>Adjnoun</td>
<td>0.079462</td>
<td>0.076121</td>
<td>0.081488</td>
<td>0.087761</td>
</tr>
<tr>
<td>Football</td>
<td>0.457679</td>
<td>0.457020</td>
<td>0.110002</td>
<td>0.092703</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.326022</td>
<td>0.367671</td>
<td>0.319647</td>
<td>0.104341</td>
</tr>
<tr>
<td>Cologansneural</td>
<td>0.118607</td>
<td>0.134162</td>
<td>0.084244</td>
<td>0.046792</td>
</tr>
<tr>
<td>Usair97</td>
<td>0.124667</td>
<td>0.275141</td>
<td>0.210041</td>
<td>0.287459</td>
</tr>
<tr>
<td>Political blogs</td>
<td>0.079673</td>
<td>0.099163</td>
<td>0.061253</td>
<td>0.055595</td>
</tr>
<tr>
<td>NetScience</td>
<td>0.392731</td>
<td>0.438871</td>
<td>0.129863</td>
<td>0.062171</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.249687</td>
<td>0.272622</td>
<td>0.448021</td>
<td>0.019037</td>
</tr>
<tr>
<td>Ca-GrQc</td>
<td>0.223600</td>
<td>0.063374</td>
<td>0.133345</td>
<td>0.019163</td>
</tr>
</tbody>
</table>

AUROC Karate 0.693750 0.628375 0.575700 0.760375 0.656438 0.550508 0.611500 0.721125 0.897397 35.956 Null Hypothesis Rejected

<table>
<thead>
<tr>
<th>Dataset</th>
<th>IS-value</th>
<th>Test value</th>
<th>State</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. Precision</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karate</td>
<td>0.693750</td>
<td>0.628375</td>
<td>0.575700</td>
<td>0.760375</td>
</tr>
<tr>
<td>Dolphins</td>
<td>0.745141</td>
<td>0.769769</td>
<td>0.822843</td>
<td>0.28425</td>
</tr>
<tr>
<td>Lesmisneural</td>
<td>0.898448</td>
<td>0.871515</td>
<td>0.931990</td>
<td>0.690676</td>
</tr>
<tr>
<td>Adjnoun</td>
<td>0.665667</td>
<td>0.568155</td>
<td>0.647079</td>
<td>0.735800</td>
</tr>
<tr>
<td>Football</td>
<td>0.873762</td>
<td>0.850928</td>
<td>0.853459</td>
<td>0.252489</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.981431</td>
<td>0.950044</td>
<td>0.933002</td>
<td>0.799540</td>
</tr>
<tr>
<td>Cologansneural</td>
<td>0.814519</td>
<td>0.752976</td>
<td>0.848494</td>
<td>0.735148</td>
</tr>
<tr>
<td>Usair97</td>
<td>0.958332</td>
<td>0.914036</td>
<td>0.847855</td>
<td>0.905826</td>
</tr>
<tr>
<td>Political blogs</td>
<td>0.941012</td>
<td>0.907954</td>
<td>0.932749</td>
<td>0.934224</td>
</tr>
<tr>
<td>NetScience</td>
<td>0.944599</td>
<td>0.953621</td>
<td>0.947709</td>
<td>0.639099</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.991841</td>
<td>0.939581</td>
<td>0.991772</td>
<td>0.823869</td>
</tr>
<tr>
<td>Ca-GrQc</td>
<td>0.921563</td>
<td>0.929480</td>
<td>0.913891</td>
<td>0.741728</td>
</tr>
</tbody>
</table>

Fig. 2: Robustness
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ABSTRACT

The most recent developments in graph partitioning research often consider scale-free graphs. Instead we focus on partitioning geometric graphs using a less usual strategy: Inverse Space-filling Partitioning (ISP). ISP relies on a space filling curve to partition a graph and was previously applied to graphs essentially generated from Meshes. We extend ISP to apply it to a new context where the targets are now Wide Area Graphs. We provide an extended comparison with two state-of-the-art graph partitioning streaming strategies, namely LDG and FENNEL. We also propose customized metrics to better understand and identify the use cases for which the ISP partitioning solution is best suited. Experimentations show that in favourable contexts, edge-cuts can be drastically reduced, going from more 34% using FENNEL to less than 1% using ISP.
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1. INTRODUCTION

Nowadays, graphs are extensively used in the IT industry. As one of the most expressive and widely used data structures, graphs have reached a scale never seen before. Along with the explosion of social networks, new marketing opportunities arose as graph knowledge about people became a very profitable resource. Many features of important services such as Google, Facebook or Amazon rely on graph analysis to provide their users with the content or experience that best satisfies their needs. As K. Andreev and H.Räcke shown, graph partitioning is a NP-Complete problem [1].

Today, a wealth of graph partitioning solutions exists with a large focus on the OnLine Analytic Processing (OLAP) context. Choosing the appropriate graph partitioning solution for a given graph has become a difficult task due to the wide variety of solutions. Most recent researches on graph partitioning [2] heavily focuses on scale-free graphs. Scale-free graphs, including social graphs, are graphs whose degree distribution follows a power law. However, data spatiality tend to be neglected in these works. This is justified because very few, if not none, scale-free graphs hold precise spatial information onto their nodes. Consequently, geometric graphs, graphs
whose nodes and edges are associated to spatial elements placed in a plane, and geometric based partitioning strategies have received little interest in the past decade.

Nonetheless, we believe geometric graphs and geometric partitioning will quickly regrow scientific interests with the uprising of the Internet of Things and the appeal of graph technology. Because of new services such as Microsoft Azure Digital Twins and new digital uses developed by companies working on smart-cities or smart-industry, we expect a new family of graphs will rise: geometric graphs based on real-world infrastructures with scales similar to that of social graphs. As these graphs do not exist yet, it is difficult to define them with precise characteristics. Being precise is difficult mainly because these graphs will probably be the resulting aggregate of different types of infrastructures: roads, power or water supply chain, buildings and equipment, each transformed into graphs with their associated properties. In the rest of the paper, we will refer to this family of graphs as Wide Area Graphs (WAG).

Some major characteristics will be common to all WAGs. WAG is a sub family of geometric graphs. Recall that geometric graphs are graphs for which vertices or edges are placed on a plane. Therefore, each node of a WAG has an associated location. Also, for a graph to be considered as a WAG it must be composed of millions of nodes and edges and cover an area as large as a country’s surface or even wider. At last, a WAG should be infrastructure related e.g. mixing power grid networks, road networks, buildings, equipment’s or even supply chains. Furthermore, it should have layers associating local objects interacting with each other and connected to a larger network. We do not include anything regarding connectivity and density properties into this high level characterisation of a WAG because these aspects may vary significantly from one WAG to another. However we envision a WAG as a highly polarized version of graphs issued from Finite Element Meshes (FEM).

FEM are used to simulate real world experiences as wind or water movement (see Figure 1). FEM graphs are planar graphs with varying density gradually peaking usually within a single continuous area. A planar graph induces a low connectivity ratio, compared to scale-free graphs, and a low edge Euclidean distance as edges only exists between nodes that are close to each other on the plane. Connectivity will not be limited to being planar in a WAG; it may contain nodes with high connectivity leading to crossing edges with higher Euclidean distance. In WAGs, we expect both smooth and harsh density gradation with several peaks scattered randomly across the plane, this would correspond to not-so-well shaped meshes [3]. At last, a WAG may have several nodes located exactly at the same place on the multidimensional plan.

This work addresses the problem of partitioning a WAG. Since WAGs are heavily related to geometry, we believe that geometric partitioning which has already been proposed and applied on graphs (See Section 2) is an appropriate approach for this new challenge. While those solutions are known to be computationally expensive, Pilkington and Baden came up with Inverse Space-Filling curve Partitioning (ISP) [4] a much cheaper algorithm, which produces partitions based on a Space-Filling Curve. A space-filling curve is a mapping from a multidimensional plane to a single dimension line. The curve is used with a depth, or zoom, to define its granularity. A space-filling curve is based on recursion and is self-similar through the levels. Those curves are known and used because of their ability to preserve spatial proximity into the single dimension space. ISP is at the core of our work as we propose an extension of the original solution to cope with the new context of WAGs. Our main goal is to determine in which cases such a solution is relevant.

This work has been done in the context of Orange research project's Thing’ In, a platform dedicated to map connected and unconnected objects of the real world into a single graph representing their interactions. Thus, Thing’ In is a spatial graph highly bound to geography and it could be seen as a prototype of a WAG. Furthermore, Thing’ In is a use-case agnostic platform.
Each of its use case will need to store, retrieve and query data in a customised manner and will most likely require optimizations to perform those actions in an acceptable speed. As our objective is to study the WAG family and not only the single specific Thing’ In graph, we will also consider synthetic graphs during our experiments.

This paper brings several contributions. First, we provide an update of ISP to show how it behaves when applied to WAGs which are in essence a harder version of FEM graphs. Then, we experimentally demonstrate that edge spatial distance is the decisive factor regarding the performance of ISP. We propose a fine analysis metric and decision matrix that indicates whether to choose ISP or not as a partitioning strategy. At last, we evaluate its benefits and drawbacks through a set of metrics, mainly comparing our results against FENNEL algorithm [5].

Figure 1. Illustration of a graph issued from a mesh.

2. RELATED WORK

Graph partitioning is a humongous field of research. The graph partitioning, or the balanced k-partitioning, problem is described as such: given a graph G and a number k corresponding to the number of partitions, we seek to cut G into k balanced pieces while minimizing the number of edges cut. Edge-cut is the default performance measure to any graph partitioning strategy; it represents the ratio of edges for which both ends are stored on separate partitions. It is important to have a minimum amount of edge-cuts as it dramatically increases edge traversal time: a basic operation for a graph algorithm. Obviously, Load-Balancing is also mandatory; a fairly distributed load is needed to provide horizontal scalability.

In this section, we depict some of the state-of-the-art strategies in the field of graph partitioning. We do not aim to cover the whole field of research, but instead we will limit ourselves to the most relevant research related to our target, e.g. partitioning strategies able to partition a WAG. For example, a strategy such as METIS [6], the most popular example of multi-level strategy, is considered to be extremely costly if it is intended to run on WAG scale. While METIS can be applied on any type of graphs, some strategies are specialized for geometric graphs.

A well-known approach for geometric partitioning is Recursive Coordinate Bisection [7] (RCB). The RCB method sorts the graph nodes based on the most expanded dimensional axis and then recursively bisects that axis to distribute the load evenly. This approach then evolved with random sphere [8] and partitioning based on space filling curve: Inverse Space-Filling Partitioning [4] (ISP). Random sphere strategy performs geometric sampling over the mesh to find an efficient circle center point to bisect the mesh with an even load; the algorithm is then
executed recursively to reach the given number of partitions. ISP also relies on geometry but with a much cheaper approach based on SFC. Nodes which are close on the multi-dimensional space are mapped close on the single dimension, then they are grouped together and form a partition. We describe how ISP works in Section 3.

Both RCB and Random sphere are geometric strategies which could have been used to partition WAG. But given that RCB is known to yield partitioning of poor quality [9] and random sphere works best on “well-shaped” graphs, which is not what should be expected from WAGs, we will not consider those strategies for our comparisons.

More recent works aim to partition graphs based on geometry [10]–[12]. Akdogan proposes to partition geometric graphs using Voronoi tessellation whereas Volley places data on a 3D sphere representing the earth and groups data spatially close to reduce edge-cuts. These solutions work relatively well but require a lot of computations. Delling et al. strategy is based on the presence of natural cuts within a graph that minimize edge-cuts. Their solution detects such cuts to build partitions. Unfortunately the natural cut hypothesis seems unlikely to hold within a WAG.

Today, graph partitioning is considered, at least from the analytic perspective, to be divided into two categories: offline which requires storing the whole graph in memory to perform global partitioning decision and online for cheaper strategies based on local decision making. The latter is in general based on streaming, well-suited for the heavy scaling that characterizes scale-free graphs or WAGs. Single pass streaming applied to balanced graph partitioning consists of streaming every node of the graph only once and to build the partitions on the fly. For each node streamed, scores are computed assuming the node can be associated with each partition; the node is then attached to the partition with the highest score and may never leave it. Once the streaming is done, so is the partitioning as a whole. When the graph increases, this process can be resumed without the need to restart from scratch.

To the extent of our knowledge, the first study of this strategy has been proposed by Kliot and Stanton [13] in which they analysed multiple score heuristics to handle the placement of nodes in the partitions. They determined Linear Deterministic Greedy (LDG) as the best heuristic for graph streaming partitioning. Their work have been improved with the upcoming of FENNEL [5] as it offers a generalization framework able to perform just as LDG but with extended possibilities. Even though streaming algorithms are relatively simple in their application they still offer a lot of possibilities by adjusting the formulas used to measure the load of each partition and the possible imbalance factor.

3. ISP EXTENSION

In this section we discuss how we extend ISP previous work. As said before, geometric partitioning within a multi-dimensional space is very expensive. Alternatively, ISP [4] proposes to map the multi-dimensional space on a single dimension thanks to a space filling curve leading to a simplified 1D partitioning of the curve. The curve is divided into cells and their order is defined by the curve algorithm. Each cell is a point on the curve mapped to a bounding box on the multi-dimensional space. A cell is to be assigned to a single partition and has an associated weight defined by the number of nodes it contains. Thus, the weight of a partition is equal to the sum of the weights of its cells.

When ISP was first proposed, graph partitioning streaming strategies have not yet been identified as a particular class of strategies. Therefore, ISP is classified as a geometric partitioning strategy. We believe it is fully streaming compliant and should therefore be considered as such, the only
requirement is to stream the nodes in the order defined by the cells of the curve used to perform the partitioning.

In our implementation of ISP, based on the total number of nodes (denoted n) and the number of partitions (denoted k), we assign an expected capacity to each partition. Usually the capacity is the same for all the partitions and is more or less equal to n/k. This is not a mandatory requirement. We define the load of a partition as its weight divided by its capacity. During the partitioning process, a partition may be assigned fewer or more nodes than expected. In any case, the quality of the load balancing can and should be evaluated according to the load ratio of the partitions.

A partition corresponds to a set of contiguous cells of the SFC. Partitions are created sequentially. To create the first partition, we start from the first cell of the SFC and we consume the cells in the order defined by the curve. We greedily assemble cells until the partition is fully loaded (i.e., its load is no longer lower than its expected capacity). Then we move on to the next partition and the next cell. As a result, the curve is segmented into k intervals and each interval is corresponding to a partition. Partitions are continuous segment over the curve which corresponds to continuous area over the multi-dimensional space thanks to the space filling curve properties.

We have respected the original design choice of ISP: even if measuring the load of a partition has seen some evolution like using the number of edges [13] or other custom metric[5], the load metric of a partition is still based on the number of nodes it actually stores. We view the number of nodes as the most suited metric because we are targeting the OnLine Transaction Processing (OLTP) context. We also kept the Hilbert curve[14] as it has been proved to be the optimal space filling curve for spatial proximity preservation by Knoll and Weis [15]. At this point, whenever we mention a Space Filling Curve (SFC), we will implicitly assume it is the Hilbert SFC.

Our main contribution is about using ISP [4] to partition WAG which are harder to handle than graphs issued from meshes. Besides the properties we described for WAG, we also mentioned that nodes may overlap in a WAG.

SFCs are frequently used with adaptive refinement, a method which allows the SFC to zoom in and out depending on current needs e.g. local density for graph partitioning. With graphs where nodes never overlap e.g. graph issued from meshes, adaptive refinement guarantees that each cell will store at most one node. In our context, nodes may end up at the exact same position e.g. a building with multiple-storeys stored in a 2D plane in which case adaptive refinement will not be able to split the cell’s weight. This is an important issue as instead of assembling cells which have a weight of exactly one node, we may have to cope with cells with high weight which may induce load imbalance.

Figure 2 illustrates this risk. If the cells have different weights (1, 2, 3 or 5 in the example), the consumption of the cells in the order defined by the SFC sometimes leads to achieve exact load balance (at the bottom of the figure) or, on the contrary, leads to exceed this threshold by adding a last cell with too many nodes (at the top of the figure). As such, the existence of super cells (SFC cells with extreme load) may or may not be problematic.

4. E D GE D ISTANCE A ND D ENSITY, ISP D E C IDING F ACTOR

ISP can potentially be applied to any kind of graph as long as each of its nodes has position on a Euclidean space. We argue in this section that there are precise conditions for ISP to perform well. The decisive factor is the distance covered on average by an edge in proportion to the
surface covered on average by a partition, we defined it as: **EDTPS** (Edge Distance To Partition Square Size).

The idea is the following: the more we increase the number of partitions, the more the space covered by each partition decreases as the space is finite and the likelier we are to produce edge-cuts using a geometric partitioning strategy such as ISP. The higher the EDTPS, the closer is an edge from being as large as the average square surface of a partition. Geometric partitioning with low EDTPS should therefore behave well.

Let \( G(V,E) \) be a directed geometric graph placed on a 2D plan. The graph \( G \) has a surface englobing polygon \( P \) composed of points \( ((x_i, y_i)) \) so that \( P = ((x_0, y_0), (x_1, y_1), \ldots, (x_{n-1}, y_{n-1})) \). The points in \( P \) are all sorted in order. Let \( D(e) \) be the Euclidean distance between the source and destination for each edge \( e \) of \( E \). We first define the function used to convert a polygon to a surface area.

\[
Area(P) = \frac{1}{2} \sum_{i=0}^{n-1} (x_i y_{i+1} - x_{i+1} y_i) \quad \text{Where } x_n = x_0 \text{ and } y_n = y_0
\]

Equation 1. Area formula

Then, the EDTPS formula is as follows:

\[
EDTPS(G,k) = \frac{\sum_{e \in E} D(e)}{|E|} \times \frac{1}{\sqrt{k \cdot Area(P)}}
\]

Equation 2. EDTPS Formula

A graph partitioning solution is evaluated over its ability to preserve edge from being cut and how well it maintains load balance. ISP, as mentioned in Section 3, may have trouble handling graph with high local density peak, especially without adaptive refinement. To measure those potential troubles we introduce our second metrics: **CDTPC** (Cell Density To Partition Capacity).

![Figure 2. ISP Imbalance scenario](image-url)
As shown in the second example of Figure 2, a hyper dense SFC cell may not automatically trigger imbalance, it needs to be consumed within a specific interval. This interval is the ratio between the weight of the cell and the space left in the partition. The heavier the cell, the larger the interval is to build imbalance partition. CDTPC is designed to evaluate such interval and detect in advance potential load balance troubles. The higher it is, the larger the interval will be. While a high CDTPC does not necessarily imply an imbalance problem, a small ratio most likely guarantees a very sane balance.

In order to define CDTPC we need first to compute maximum cell density which we will refer as MCD. To do so we map every nodes position to the SFC and retain the SFC cell which includes the most nodes. The CDTPC formula is then the following:

$$CDTPC(G, k) = \frac{MCD}{\frac{|N|}{k}}$$

Equation 3. CDTPC Formula

Note that in both formulas we need k as EDTPS and CDTPC depends on the number of partitions. It is normal since the performances of the ISP partitioning algorithm vary depending on the number of partitions.

5. **Geometric Graph Generator**

Faced with the lack of appropriate datasets that may be close to the future WAGs (a geometric graph, covering a large area and with a high number of nodes and edges and due to the difficulty to crawl an equivalent in an open platform, we resorted to use a graph generator. There already exists geometric graph generators [16], [17]. Yet, none can provide a WAG like graph (with the desired density or connectivity characteristics). They also fail to enable multiple edge distances and they do not impose a minimum distance to build an edge between two nodes. To be able to produce synthetic WAGs with varying EDTPS and CDTPC, we need a generator that accepts parameters specifying density and edge Euclidean distance characteristics as an input. For all these reasons we have designed our own geometric graph generator.

Our generator is not suited to produce scale-free graph, it does not include the preferential attachment model [18]. Its goal is to produce graph similar to infrastructure or IoT graphs. The generator is written in Java and integrates its own R-Tree index [19]. The generation process is performed in three steps: process population density through a SFC then create and assign the nodes on the plane and finally build the edges.

It requires the following input parameters: the number of nodes and edges, a surface plane, indications on how the density of nodes may vary in the plane and on the length of the edges. The surface plane needs to be a square composed of GeoJSON coordinates. Density is configured through a set of categories, each holding a surface unit and density factor. The surface unit is used to define how much of the surface of the plane is covered with this category. The density factor defines relatively how dense is a category compared to the others. At last, edge distances are also defined through categories, each with a ratio, and a minimum and maximum possible distance. Each node on the plane is assigned the same number of starting edges, the edge ratio is used to determine how many of those edges belong to which distance categories. At the end, nodes will have the same number of outgoing edges but a different number of incoming edges.
To generate the density distribution of the node population, we first slice the plane into a grid and map each cell to an SFC. The number of columns and rows of the grid is determined through the definition of the SFC level of granularity given by the user. The surface units of each density categories are converted into relative ratio to determine how much of the SFC (and consequently of the underlying plane) will be assigned to a given category. The density factor weighted by the surface units enables us to process how many of the total nodes will fit in a given category and determine its local cell density (the number of nodes will be populated inside a SFC cell mapped to the plane).

In order to produce a representative density of the real world, the whole surface of a given density is segmented into several blocks spread across the SFC. We proceed from highest to lowest density. For each new segment, we start at a free random point on the curve and apply a random Pareto function to determine its length. The denser a category is, the harder it will be to build long continuous segments. At the end, the whole SFC is corresponding to a sequence of multiple segments assigned to a density category. It remains only to populate those segments with nodes and proceed to the edge binding. We provide a visual example at Figure 3.

![Figure 3. Density distribution of the node population](image)

Populating the nodes only consists in taking a cell from the SFC, checking its density, and producing the corresponding number of nodes. Each node is assigned to GPS coordinates of a random point located within the cell bounding box. Edge binding requires more work. We rely on the embedded R-Tree to query the nodes using geometric squares. For each edge distance category, we form squares with a diameter twice the size of the maximum distance allowed for this edge distance category, thus large enough to contain the longest edges, and slice the whole plane in a grid manner. It enables us to perform edge binding within a limited part of the graph while still satisfying the distance requirements. To prevent any form of advantage which would lead to anomalies, randomized selection is performed each time a target node is needed to build an edge. Also, we perform several passes with offsets into the geometric square query to make sure no connected component is formed because of our approach.
6. EXPERIMENTAL SETUP

6.1. Setup

We evaluated our solution on a high processing computing machine with 92 GB of RAM and 48 CPU cores. The spatial graph generator and the metric processor were written in Java 8, everything related to visualization was done using Python 3.6. We choose to rely on the GraphX library of Spark (https://spark.apache.org/) to perform parts of our metrics; Spark is an expensive overhead in both development and computation but brings high scaling potential. Because Spark is built to work over Hadoop (See https://hadoop.apache.org/) and HDFS, we deployed a standalone HDFS service to handle the data read and produced by the metrics jobs. To evaluate the different partitioning solutions, we measure the amount of edge-cuts produced and the imbalance of the partitions. Regarding load imbalance, we use the normalized maximum load metric [5] (defined Section 4.1). We also include the custom heuristics EDTPS and CDTPC defined in section 4.

6.2. Dataset

We used two kinds of graphs in our experimentation: the graph of Thing’ In whose characteristics are presented in the following Section 6.2.1 and synthetic WAGs produced using the graph generator already described in Section 5. We consider different WAGs with distinct characteristics as it is impossible to reduce WAGs to a single set of properties. Precisely, we aimed to first produce WAGs close to Thing’In properties and then gradually deviate to obtain a wide range of results for the application of ISP. We also wanted to find an inflexion point where ISP becomes better or worse than concurrent strategies.

6.2.1. Thing’In Graph

The Thing’In graph is an aggregate of multiple open data sources holding representation of physical objects from the real world. It is a generic graph; it holds potentially any kind of data as long as there is the appropriate definition from the semantic web to describe its content. As it is a research project not every node is associated to a GPS coordinates, we removed those to only keep a fully compliant geometric graph. As nodes were excluded, the remaining data, representing about half of the graph (~ 27.2 millions of nodes and ~27.5 millions of edges), are mainly composed by transportation network like trains, buses, roads and subways.

![Figure 4. Thing’ In Degree Distribution, blue column is for nodes with degree less than 10.](image-url)
As shown in Figure 3 we see that indeed, Thing’In is a spatial graph. There is no super nodes (nodes with hyper connectivity) and the most connected node represent the city of Rennes (It is the city where the Thing’In main developer team is located. They performed many experimentations related to this city and, consequently most edges of the graph are related to this city). The cumulative degree distribution function shows that Thing’In does not follow a power-law distribution. In average, the Euclidean distance covered by the edges (see Figure 4) is very short: 97.03% of the edges are shorter than 2km.

Nodes are distributed in a uniform manner across the territory of France (See Figure 6). There are still some regions where no data has been injected, thus with a density of 0, whereas all large
cities show progressive density towards the town center. Based on its properties, we consider Thing’In as a WAG. Consequently, it represents an interesting graph to be partitioned with ISP.

6.2.2. Synthetic datasets

We built the synthetic datasets under two assumptions. First, we assume that population density in a WAG should behave the same as human density. Second, we think ISP performances (and in fact any geometric partitioning strategy), applied to a geometric graph, should be directly related to the EDTPS and CDTPC metrics (see Section 4). Regarding density, there will be deserts, a zone with low to no density, and metropolis, a zone with extremely high density.

Table 1. Density configuration

<table>
<thead>
<tr>
<th>Category</th>
<th>0</th>
<th>0.5</th>
<th>5.0</th>
<th>20.0</th>
<th>50.0</th>
<th>500.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD</td>
<td>1000</td>
<td>1000</td>
<td>100</td>
<td>0</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>MD</td>
<td>1000</td>
<td>1000</td>
<td>100</td>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>LD</td>
<td>1000</td>
<td>1000</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The density settings can be found in Table 1; each column represents a density category, the header represents the density units and the values are the surface units. The HD configuration is based on a roughly simplified Zipf’s (https://en.wikipedia.org/wiki/Zipf%27s_law) distribution of human population across the Earth. It is composed by 47.37% empty surface (ocean and desert), 47.37% scarce density surface (rural area), 4.73% low density (urban area), 0.47% of medium to high density (large city) and 0.05% of extreme density (metropolis). We declined it with medium (MD) and low (LD) densities to obtain CDTPC and load balance variation. If a row has 0 surface units for a given column, it means it does not use this density category.

The same density and volumetry configuration will behave differently with a larger or tinier plane. A large plane will smooth out the density whereas it will spike even more with a tiny one. We consider graphs with varying density and plane size to see how it impacts the CDTPC metric and ISP’s load balance. In particular, hyper dense hot spot may be difficult to manage.

Table 2. Edge distance (km) configuration, each interval respect the following pattern [min_distance : max_distance](%total_edges)

<table>
<thead>
<tr>
<th>Category</th>
<th>interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>TINY</td>
<td><a href="97%25">0:2</a>, <a href="3%25">2:30</a></td>
</tr>
<tr>
<td>TINY</td>
<td><a href="100%25">0:30</a></td>
</tr>
<tr>
<td>SHORT</td>
<td><a href="30%25">0:2</a>, <a href="50%25">2:50</a>, <a href="20%25">50:100</a></td>
</tr>
<tr>
<td>MEDIUM</td>
<td><a href="25%25">0:20</a>, <a href="25%25">20:50</a>, <a href="50%25">50:100</a></td>
</tr>
<tr>
<td>MEDIUM+</td>
<td><a href="40%25">0:10</a>, <a href="40%25">10:100</a>, <a href="20%25">100:200</a></td>
</tr>
<tr>
<td>LONG</td>
<td><a href="100%25">0:160</a></td>
</tr>
<tr>
<td>LONG+</td>
<td><a href="100%25">100:250</a></td>
</tr>
<tr>
<td>HUGE</td>
<td><a href="100%25">300:500</a></td>
</tr>
</tbody>
</table>

Table 3. Synthetic plane configuration

<table>
<thead>
<tr>
<th>Type</th>
<th>Latitude</th>
<th>longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR (Country)</td>
<td>[41.15:50.33]</td>
<td>[-5:9.85]</td>
</tr>
<tr>
<td>EU (Continent)</td>
<td>[41.15:65.33]</td>
<td>[-5:40.85]</td>
</tr>
</tbody>
</table>
Concerning ISP performances correlated to EDTPS and CDTPC, various configurations are tested to obtain a wide range of EDTPS values and evaluate its accuracy. We established 8 edge distance configurations described in Table 2. Note that the first distance category together with the medium density specifically aims at producing graphs similar to Thing’In. We limited ourselves to two plane sizes (See Table 3). We seek with this variation to prove that absolute plane size has no impact on ISP performance unlike EDTPS which is a ratio relative to plane size. By default the density is set to HD, the most penalizing load-balance wise. TINY- has been generated only with MD density whereas LONG has been tested with all 3 densities.

<table>
<thead>
<tr>
<th>Category</th>
<th>AVG_Dist</th>
<th>EDTPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FR</td>
</tr>
<tr>
<td>TINY_-MD</td>
<td>1041.49</td>
<td>0.00192</td>
</tr>
<tr>
<td>TINY</td>
<td>13521.19</td>
<td>0.02123</td>
</tr>
<tr>
<td>SHORT</td>
<td>25860.80</td>
<td>0.04773</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>48902.51</td>
<td>0.09026</td>
</tr>
<tr>
<td>MEDIUM+</td>
<td>55766.50</td>
<td>0.10293</td>
</tr>
<tr>
<td>LONG</td>
<td>84392.80</td>
<td>0.15608</td>
</tr>
<tr>
<td>LONG_MD</td>
<td>86869.69</td>
<td>0.16034</td>
</tr>
<tr>
<td>LONG_LD</td>
<td>89290.85</td>
<td>0.14142</td>
</tr>
<tr>
<td>LONG+</td>
<td>176261.23</td>
<td>0.32547</td>
</tr>
<tr>
<td>HUGE</td>
<td>391988.63</td>
<td>0.7235</td>
</tr>
</tbody>
</table>

We have performed some early metrics on the generated graphs to check our requirements were respected. We measured edge distance with EDTPS (See Table 4) and cumulative connectivity distribution. As expected, we could not generate graph with scale-free properties: the connectivity of the generated graphs remained very low. Moreover we could not exactly reproduce the properties of Thing’In with our generator (See the line TINY-), the EDTPS should be even lower. On the other hand we managed to approach closely its value in absolute terms and obtained a great set of EDTPS values ranging from 0.1% to 72.35% with 4 partitions. We also included graphs with the same configuration on plane, edge distance and density but with varying volumetry to ensure volumetry is not a performance factor of ISP. Due to space limitations, these additional experiments are not reported here.

7. Results

We seek in this experiment to compare existing state of the art streaming graph partitioning method to ISP. We applied ISP, FENNEL and LDG on each dataset with the same streaming approach. The only difference aside the decision algorithm is the streaming order. In ISP nodes were streamed ordered by the cells of the SFC whereas nodes were streamed randomly for FENNEL and LDG because, given our scale, DFS (Depth First Search) and BFS (Breadth First Search) were too expensive to apply. We first look at how strategies behave in terms of edge-cuts and secondly how they handle balance across their partitions. Note that LDG results are not showed in the tables: LDG is always worse than FENNEL regarding edge-cuts and equivalent in load-balance.

7.1. Edge-cuts

As it was our objective, we managed to reach a breaking point where the performance of FENNEL finally exceeds ISP. It is shown in Table 5 (See LONG+) that on a plane with the size
of a country like France, with edge Euclidean distance past 175 kilometres on average and 16 partitions, it becomes better to apply FENNEL rather than ISP.

We expected while building our datasets that the performances of ISP would heavily correlates to EDTPS, it has been confirmed through the results. Each time EDTPS increases so does the number of edge-cuts produced by ISP without exceptions. We also managed to reach a scale where ISP is bound to perform extremely poorly (HUGE), in that case up to 95% of the edges are cut. On the contrary, when edges are extremely short (e.g. TINY-), ISP outperforms 112 times the results of FENNEL in synthetic graphs and up to 125 times when applied to Thing’In (See Table 5 and 7).

![Figure 7. Visual example of generator (Blue SFC) and ISP (Red SFC) mismatch](image)

We used the same space-filling curve based strategy for graph generation and ISP. Yet this has no impact on the results for two reasons. First, both SFCs are not matching. For two curves to match, those needs to use the same algorithm, granularity and map the same multidimensional plan. Although algorithm and granularity used are identical, the multidimensional plan are different. ISP covers the whole world map whereas the generator cover only the bounding boxes given in Table 3, changing both SFC cell bounding box surface and SFC cell ordering (See Figure 7 for a visual example). Second, the generator edge binding step ignores the curve presence, edges are created randomly around a node with respect to edge Euclidean distance configuration.

Interestingly, we see multiple EDTPS and ISP results correlation, it must however be weighted with the amount of borders induced by the partitions which is currently ignored by our metric. Each new partitions produces additional border which may cut edges. As EDTPS does not include those borders in its estimation, we use the following interpretation rule: two graphs with identical EDTPS but different number of partitions should have different behaviour with ISP. The one with less partition should yield better results. We joined a part of the results obtained for the EU plane size in Table 6 and this interpretation rule does hold true.
### Table 5. EDTPS and performances of ISP and FENNEL over the generated graphs for FR plane

<table>
<thead>
<tr>
<th>Category</th>
<th>K</th>
<th>EDTPS</th>
<th>FENNEL</th>
<th>ISP</th>
</tr>
</thead>
<tbody>
<tr>
<td>TINY-MD</td>
<td>4</td>
<td>0.00192</td>
<td>38.232±0.002</td>
<td>0.34±0.0</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.00272</td>
<td>45.811±0.002</td>
<td>0.55±0.0</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.00384</td>
<td>50.194±0.002</td>
<td>0.83±0.0</td>
</tr>
<tr>
<td>TINY</td>
<td>4</td>
<td>0.02123</td>
<td>47.733±0.0</td>
<td>2.61±0.003</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.03002</td>
<td>56.241±0.0</td>
<td>5.1±0.007</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.04245</td>
<td>61.074±0.0</td>
<td>8.05±0.006</td>
</tr>
<tr>
<td>SHORT</td>
<td>4</td>
<td>0.04773</td>
<td>47.872±0.0</td>
<td>5.89±0.008</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0675</td>
<td>56.337±0.0</td>
<td>9.86±0.017</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.09546</td>
<td>61.129±0.0</td>
<td>15.21±0.007</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>4</td>
<td>0.09026</td>
<td>48.014±0.001</td>
<td>10.9±0.018</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.12764</td>
<td>56.545±0.001</td>
<td>17.9±0.032</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.18052</td>
<td>61.345±0.001</td>
<td>27.59±0.021</td>
</tr>
<tr>
<td>MEDIUM+</td>
<td>4</td>
<td>0.10293</td>
<td>47.908±0.001</td>
<td>11.35±0.013</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.14556</td>
<td>56.372±0.001</td>
<td>19.45±0.014</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.20586</td>
<td>61.16±0.001</td>
<td>27.37±0.01</td>
</tr>
<tr>
<td>LONG</td>
<td>4</td>
<td>0.15608</td>
<td>47.914±0.0</td>
<td>16.77±0.013</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.22074</td>
<td>56.379±0.0</td>
<td>29.39±0.017</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.31217</td>
<td>61.175±0.0</td>
<td>41.18±0.006</td>
</tr>
<tr>
<td>LONG_MD</td>
<td>4</td>
<td>0.16034</td>
<td>47.917±0.0</td>
<td>18.12±0.026</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.22675</td>
<td>56.38±0.0</td>
<td>28.21±0.031</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.32067</td>
<td>61.171±0.0</td>
<td>41.06±0.04</td>
</tr>
<tr>
<td>LONG_LD</td>
<td>4</td>
<td>0.14142</td>
<td>47.897±0.0</td>
<td>15.5±0.05</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.2</td>
<td>56.361±0.0</td>
<td>25.99±0.082</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.28285</td>
<td>61.159±0.0</td>
<td>38.21±0.116</td>
</tr>
<tr>
<td>LONG+</td>
<td>4</td>
<td>0.32547</td>
<td>48.07±0.0</td>
<td>30.06±0.017</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.46028</td>
<td>56.564±0.001</td>
<td>47.71±0.013</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.65093</td>
<td>61.364±0.001</td>
<td>67.48±0.004</td>
</tr>
<tr>
<td>HUGE</td>
<td>4</td>
<td>0.7235</td>
<td>48.056±0.001</td>
<td>63.88±0.017</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.02318</td>
<td>56.557±0.002</td>
<td>86.02±0.007</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.44699</td>
<td>61.359±0.002</td>
<td>95.49±0.004</td>
</tr>
</tbody>
</table>

If we compare the results of EU LONG+ and FR MEDIUM with k = 8 and 16 (see Table 5 and 6), they have similar EDTPS but EU LONG+ has consistently better edge-cuts results as it uses fewer partitions to reach the same EDTPS. The same pattern can be detected comparing EU LONG LD to FR MEDIUM k = 8. It can also be applied to graphs within the same plane: take FR TINY with k = 16 and FR MEDIUM+ k = 4 or EU HUGE k = 4 and EU LONG LD k = 16. At last, ISP performances are similar when both EDTPS and number of partitions are matching (See FR TINY and EU SHORT). The EDTPS values are interleaving and so do the edge-cuts results with ISP. Finally, it is easy to see EDTPS and edge-cuts correlation (See Figure 8). The only unmatched curve corresponds to HUGE which is perfectly acceptable as there is a ceiling effect for the edge-cuts. EDTPS may go further than 100% but edge-cuts are ultimately limited to 100%.
Table 6. Partial EDTPS and performances of ISP and FENNEL over the generated graphs for EU plane

<table>
<thead>
<tr>
<th>Category</th>
<th>K</th>
<th>EDTPS</th>
<th>FENNEL</th>
<th>ISP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHORT</td>
<td>4</td>
<td>0.01765</td>
<td>47.279±0.001</td>
<td>2.49±0.003</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.02495</td>
<td>55.79±0.001</td>
<td>4.18±0.004</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.03529</td>
<td>60.601±0.001</td>
<td>7.24±0.004</td>
</tr>
<tr>
<td>LONG</td>
<td>16</td>
<td>0.1124</td>
<td>61.167±0.001</td>
<td>18.36±0.014</td>
</tr>
<tr>
<td>LONG_MD</td>
<td>16</td>
<td>0.11017</td>
<td>61.163±0.0</td>
<td>17.81±0.01</td>
</tr>
<tr>
<td>LONG_LD</td>
<td>16</td>
<td>0.12016</td>
<td>61.159±0.0</td>
<td>18.65±0.002</td>
</tr>
<tr>
<td>LONG+</td>
<td>4</td>
<td>0.12684</td>
<td>48.365±0.001</td>
<td>14.37±0.022</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.17937</td>
<td>56.899±0.001</td>
<td>25.49±0.018</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.25367</td>
<td>61.709±0.001</td>
<td>36.19±0.007</td>
</tr>
</tbody>
</table>

Table 7. EDTPS and performances of ISP and FENNEL over Thing’In

<table>
<thead>
<tr>
<th>Thing’In</th>
<th>K</th>
<th>EDTPS</th>
<th>FENNEL</th>
<th>ISP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>0.00006</td>
<td>6.349</td>
<td>0.132</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.00008</td>
<td>34.636</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.00011</td>
<td>37.883</td>
<td>0.435</td>
</tr>
</tbody>
</table>

While EDTPS seem appropriate to evaluate ISP performance, it ignores other potential factors like connectivity and volumetry, we argue that it does not affect its veracity. We did run tests to check the volumetry impact and we couldn't observe anything significant, the problem is more about connectivity. Connectivity is ignored in both ISP and EDTPS and our dataset does not present much connectivity variation. Still, in essence, as connectivity degree rise for a given node, it has to reach further and further to connect to new nodes as there is a finite number of nodes in its neighbourhood. Consequently, edge distance tends to be longer. But as edge distance is already used in EDTPS, ignoring connectivity should not be a problem.

We expected ISP results to be a bit dissonant; nonetheless we are surprised by FENNEL extreme stability. Again, our most serious guess is based on the fact that all the synthetics graphs share the same low connectivity with absence of super nodes which FENNEL relies on to build its partitions.

Figure 8. (Left) EDTPS, (Right) Edge-Cuts percentage of graph partitioned with ISP for each category. X-axis is the partition number, bounding box is FR, density information excluded as impact less on EDTPS and edge-cuts.
Contrary to our synthetics graphs, Thing’In possess less edges but its connectivity degree distribution has a better scaling, it could explain why FENNEL yields better results when applied on Thing’In. There remains a wide disparity between 4 and 8 partitions with FENNEL on Thing’In for which we have no appropriate explanation. Overall, we cannot be sure that the results similarities for FENNEL are really due to the connectivity. It is however safe to assume that edge distance has no direct impact on this solution.

7.2. Partition balance

We discuss now about how the different strategies handle balance across the partitions. FENNEL and LDG are pretty much perfect at preserving load balance across the partition, the same cannot be said for ISP looking at Table 8. We didn't put the other graph categories but they all use the same density except for TINY-. The partition imbalance ranges from 2.26% to 11.18% with 16 partitions on FR plane. Obviously, the results regarding imbalance are better for the EU plane. Its worst imbalance case has been recorded at 2.31% which is normal: there is the same number of nodes and density but for a larger plane.

<table>
<thead>
<tr>
<th>Category</th>
<th>K</th>
<th>CDTPC</th>
<th>FENNEL</th>
<th>ISP</th>
</tr>
</thead>
<tbody>
<tr>
<td>LONG+</td>
<td>4</td>
<td>0.04916</td>
<td>0.0±0.0</td>
<td>0.22±0.002</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.09831</td>
<td>0.0±0.0</td>
<td>2.13±0.013</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.19662</td>
<td>0.0±0.0</td>
<td>7.09±0.022</td>
</tr>
<tr>
<td>LONG+_MD</td>
<td>4</td>
<td>0.00836</td>
<td>0.0±0.0</td>
<td>0.16±0.002</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.01673</td>
<td>0.0±0.0</td>
<td>0.6±0.003</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.03345</td>
<td>0.0±0.0</td>
<td>1.96±0.003</td>
</tr>
<tr>
<td>LONG+_LD</td>
<td>4</td>
<td>0.00325</td>
<td>0.0±0.0</td>
<td>0.1±0.001</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0065</td>
<td>0.0±0.0</td>
<td>0.19±0.001</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.01299</td>
<td>0.0±0.0</td>
<td>0.61±0.004</td>
</tr>
</tbody>
</table>

The balance provided using the ISP strategy is very fragile. It hugely depends on the graphs if it is "well behaved" or not that is, if the density does not peak too much relatively to the precision of the SFC. Even though a huge CDTPC ratio will not automatically trigger imbalance problem, it is a good risk indicator as a graph with a very low CDTPC will never encounter balance trouble. With the graphs generated based on the density HD given in Table 1 over a plane of a size similar to France and the Hilbert SFC of zoom 12, a single cell might contain more than 500k of nodes all by itself. This does pose a problem because in some circumstances with a high number of partitions and extremely peaked density a single cell has a load high enough to provoke single-cell partitions.

This problem can be solved using SFC with higher zoom as it splits the load of a single cell into multiple cells. There is no complete guarantee that zoom splits the load but in practice it works. A cell which stores 500k nodes at zoom 12 may be reduced to 64 sub cells at zoom 15 with a load of at most 10k nodes by cell, dropping effectively the CDTPC from 17% to 1.5%. With such a small CDTPC, the risk of imbalance becomes almost zero, and in all fairness, zoom 15 is a rather standard precision level. Unfortunately, we could not afford zoom 15 as our metric system wouldn't have been able to hold the additional load memory wise.
8. CONCLUSION

In this paper we went back through an unusual graph partitioning solution reserved to FEM issued graph and applied it, after little extension, to a new class of graph we defined and called WAG. We proposed additional metrics, along with the solution, to analyse why ISP performs well or not and provided our customized geometric graph generator designed to produce customized WAG. We evaluated our partitioning solution through an extended synthetic dataset and compared it to state of the art graph streaming partitioning solutions: LDG and FENNEL. Overall, we showed that when ISP is applied to WAG, performances mainly depend on the graph edge distance and the distribution of its density across the plane. Although ISP is unsuited for long range distance edges, e.g. social graphs, and loses to streaming strategies, it obtains great result for short to medium edge distance typical of spatial networks and outperforms other solutions. In a future with large scale WAG composed of tiny objects with edge distance under one hundred meters as physical interaction between objects is characterized to such range, ISP could prove to be the best solution for such graphs.

For the upcoming work, we would like to further extend ISP. Rather than the analytical context we are much more interested in the database context and we would like to combine ISP with diffusive load balancing technique to optimize both edge cuts and load balance. Replication within ISP is also an interesting subject we would like to explore. At last we have ideas to enhance our WAG generator, we believe we can mix it with the preferential attachment model to produce WAG with high, spatially logical, connectivity.
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ABSTRACT

Wireless sensor networks (WSN) are characterized by a network of small, battery powered devices, operating remotely with no pre-existing infrastructure. The unique structure of WSN allow for novel approaches to data reduction and energy preservation. This paper presents a modification to the existing Q-routing protocol by providing an alternate action of performing sensor data reduction in place thereby reducing energy consumption, bandwidth usage, and message transmission time. The algorithm is further modified to include an energy factor which increases the cost of forwarding as energy reserves deplete. This encourages the network to conserve energy in favor of network preservation when energy reserves are low. Our experimental results show that this approach can, in periods of high network traffic, simultaneously reduce bandwidth, conserve energy, and maintain low message transition times.
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1. INTRODUCTION

A wireless sensor network (WSN) is characterized by a network of small, low power devices, operating remotely with no pre-existing infrastructure, and little to no human intervention or central management. They typically rely on on-board energy storage such as batteries and can be required to operate for months or years at a time. Whereas many WSN collect sensor information to be relayed to a central location, some instances, particularly those for use in military and first-responder applications operate in a peer-to-peer paradigm in which a sensor node can also be a consumer of sensor information from other nodes. This peer-to-peer concept implies any node can be both a source and destination making routing paths between source and destination dynamic. Because WSN operate without fixed infrastructure, they must handle their own routing and can form mesh networks where sensor information can traverse several hops across other intermediate sensor nodes to reach their destination. The lack of fixed infrastructure also leads to limited access to bandwidth. Typical WSN operate in the tens to hundreds of kilobits per second such as seen in IEEE 802.15.4 or Semtech's LoRa protocol. Every bit being transmitted comes at a cost of not only energy to transmit over the wireless link, but also a cost of time to get critical data where it needs to be. As data sets continue to increase in size, the hundreds of kilobits per second data rates will continue to form a bottleneck. The peer-to-peer pattern coupled with a mesh topology can offer some unique opportunities to help reduce bandwidth consumption, reduce the time data needs to travel in the network, and preserve scarce energy reserves.
Until recently, wireless sensor networks have seen limited use, however the concept of the Internet of Things (IoT) has begun to gain popularity putting WSNs at the center of focus as one of the technologies needed to enable the IoT. The IoT promises networks of millions to billions of small devices connecting everything from wearable technologies to autonomous drones. For this scale of technology to be realized, energy, bandwidth, and data delivery time become critical aspects that need to be properly managed. The unique structure of WSNs allow for novel approaches to data reduction and energy preservation.

This paper presents a concept to assist in management of these factors by re-examining existing routing concepts and improving upon them for the unique use case of peer-to-peer mesh WSNs. This concept is implemented through a series of adaptions to the Q-routing protocol we collectively refer to as energy aware Q-routing with computational offloading (EAQCO.) Typical WSN routing algorithms only route messages based on least-cost routes without considering in-situ computation options to reduce the message data prior to forwarding. The EAQCO concept optimizes trade-offs between energy-expensive message passing and time-critical computational offloading in an effort to deliver usable information to a destination node within a WSN. To the best of our knowledge the EAQCO concept is the only research that manages the trade-offs of delay, energy consumption, and bandwidth in a WSN. The results of our experiments show that EAQCO is a viable concept that can minimize time to deliver processed data while minimizing bandwidth used, particularly in networks with high data traffic.

The remainder of this paper will be divided into sections, starting with section 2, which describes the background of WSN routing research. Section 3 will then present a novel approach to address the major concerns of time, energy, and bandwidth, implemented through EAQCO. Finally, section 4 will present results of experiments performed on a wired mesh network of small IoT type devices implementing the EAQCO algorithm.

2. BACKGROUND

Wireless sensor network routing has been the subject of much research over the past 30 years. With the implementation of 5G technologies, specifically concepts involving Multi-Access Edge Computing (MEC), and increased interest in the Internet of Things (IoT), research in WSN routing has been on the rise. Research in this area can be grouped into 3 general focus areas: energy efficiency, computational offloading, and traffic/congestion management.

2.1. Energy Efficiency

Because WSN operate from energy storage devices such as batteries, maintaining the longevity of the network is the focus of this area. Notable examples of current and past research focused on energy efficient routing include [1], [2], [3], [4], and [5]. Much of the earlier research, such as [1] and variations such as [2], focus on clustering of nodes and aggregation by a selected (in the case of LEACH, randomly selected) cluster head before forwarding data to a fixed end point. Other variations of LEACH allow nodes to enter a low power sleep mode to further conserve energy when they are not a cluster head or transmitting data, such is in [3]. The concept of clustering is very viable for a densely populated sensor network, but in a sparse, widely distributed, network where nodes may only have 2-3 neighbours by which to route data through, the number of cluster heads may come close to the number of nodes in the network. Additionally, clustering relies on sharing the cost of transmission. If the nodes are heterogeneous, particularly regarding energy storage capacity, equally sharing the cost of being a cluster head may not be the most productive approach.
Other novel approaches such as [4] formulate the energy maximization problem as linear program and use multi-commodity flow algorithms to solve for minimum cost, maximum flow where the cost is measured in remaining energy storage and flows are data transmissions. Maximum flow algorithms are widely available and relatively efficient to compute giving an optimum solution very quickly. However, to formulate the affine function across the entire network requires constant updates of the exact network topology including knowing the energy storage of each node at any given time. For small to medium networks with constant transmissions spanning the entire network this is a viable solution, but again for sparse heterogeneous networks, flooding the entire network with all nodes’ energy storage state may require significant additional bandwidth and energy to ensure all nodes receive the most up-to-date topology information.

More recent works have examined more advanced approaches such as the use of genetic algorithms in [5]. Their work is novel, however the requirement for a middle layer, similar to the notion of a cluster head, and the construction of their genetic algorithm, require an existing model of the network. In many cases of WSN deployment the exact structure of the network may not be known and therefore no model can be built a priori.

2.2. Computational Offloading

Computational offloading is the process of moving the task of processing raw data to a node or set of nodes physically separated from the sensing node. Much work has been done in this area and has developed into core businesses such as Amazon Web Services and Google's Cloud Services. With the increase in the volume of data, sensor nodes with typically reduced computational capacity need to move local computation to a central location for processing, however larger cloud services require high bandwidth, typically orders of magnitude more than WSNs are able to provide. For IoT devices, the majority of the research has focused on building relatively lightweight algorithms and processes that adapt cloud services for mobile networks outlined in work such as [6] and [7]. With the advent of 5G networks, research into computational offloading has turned toward the MEC. The research concept for MEC typically focuses on a centralized algorithm to manage the decision process between multiple nodes within a network and the edge nodes and servers that can perform the offloading. One recent example, [8], uses a model of the network, the self-reported transmission time, and estimated energy consumption of each node to construct a game theory algorithm that settles into a Nash equilibrium for the optimum strategy for all nodes and all tasks in the network.

Each of these approaches are novel and have merit given the use case presented, however the current research is limited in two ways. Firstly, the offloading algorithms require a network model for which to optimize the decision process against, and secondly the algorithm is centrally planned and managed in which each individual node receives the offloading decision from a central node, or base station. In a purely peer-to-peer ad hoc network the network model may not be available and distributed decision making would need to take the place of central management. Additionally, most of the offloading models involve arbitrarily complex functions that would need to be offloaded from a multi-function device such as a wireless handset, however WSNs typically involve a single function, or limited functions, on devices that run limited scope computational algorithms. These devices may not benefit from a complicated model that hands off functions via passing of virtual machine objects as is common research thread for MEC.
2.3. Traffic/Congestion Management

Perhaps the most widely researched area in WSN routing is that of traffic management. Data gathered via WSN is typically time sensitive, in the case of real-time applications measured in the microseconds, and therefore optimizing the fastest route to the destination is of highest concern. Routing in a WSN, like other data networks, is often resolved using shortest path algorithms such as ad hoc on-demand distance vector (AODV), optimized link state routing (OLSR) and dynamic source routing (DSR). Variations of these algorithms exist in research in an effort to optimize energy usage and node mobility which are both key features of WSN. The limitation of these algorithms is they rely on information that is gathered in an instant in time, either as needed, or at some time in the past. Due to the dynamic nature of WSN, these protocols do not allow for prediction or learning of the dynamics of the network.

To address variability in wired networks the authors in [9] developed a reinforcement learning (RL) approach to compare with shortest-path-first algorithms used in most networks. Using their example, a message is required to be sent from source $x$ to destination $d$ via its neighbour $y$. Their approach was a simple variation of the RL concept called Q-learning using the formula:

$$Q_x(\bar{y}, d) = Q_y(\bar{z}, d) + q_y$$  \hspace{1cm} (1)

where $Q_y(\bar{z}, d)$ is $y$'s estimate of the remainder of the message's journey to $d$ after it leaves $y$ and $q_x$ is $x$'s estimate to get to $y$. Whenever $x$ receives a reply from $y$ it includes $y$'s estimates to get to each destination, known as $y$'s Q-table. Using $y$’s Q-table, $x$ updates its estimate to $d$ using the update rule:

$$Q_x(\bar{y}, d) = Q_x(\bar{y}, d)^{old} + \eta (Q_y(\bar{z}, d) + q_y - Q_x(\bar{y}, d)^{old})$$  \hspace{1cm} (2)

Where $\eta$ is known as the learning rate. Neighbour $y$ may have several routes to $d$ therefore $x$ selects $Q_y(\bar{z}, d)$ using:

$$Q_y(\bar{z}, d) = \min_{z \in \text{neighbors of } y} Q_y(z, d)$$  \hspace{1cm} (3)

Each node maintains its own Q-table using Equations 1, 2, and 3 therefore Q-routing is a distributed learning process.

Many variations of the Q-routing process have been researched to include [10] which adds a confidence factor and backward exploration to address the probability a node in the ad hoc network may drop out periodically. Additional variations include [11] which incorporates a separate learning phase to develop quality of service metrics and [12] which combines any cast routing with the learning capabilities of Q-routing.

2.4. Other Related Work

Our work retains elements of energy efficiency, computational offloading, and congestion management to build a novel approach to routing based off of the Q-routing algorithm from [9] and is detailed in section 3. Other approaches have examined similar aspects, such as in [13] and [14].

In [13], researchers develop a computational offloading scheme for internet of vehicles (IoV) applications. Their work utilizes a genetic algorithm to optimize the offloading of compute tasks to edge servers. Additionally, they include the option to route offloading tasks through adjacent
nodes that may be in range of alternate edge servers. While their approach is novel, their multi-objective optimization approach requires global knowledge of every compute task in the local network. In a peer-to-peer WSN such as we outlined above, global knowledge of required computing tasks is not available to individual nodes without imposing a significant cost of communication and time to gather global data at a designated head node. Therefore, we do not believe their formulation is applicable to our intended use case.

In [14], researchers examine industrial IoT (IIoT) applications of multi-hop computational offloading and develop an algorithm using a game theory approach. Their approach is distributed as each IIoT node makes its decision to offload computation independently of the next node. The decision process works as a game giving each node the option to determine if it is more advantageous to compute locally versus remotely. The game ends when all nodes reach a Nash equilibrium. Their algorithm allows for multi-hop routing between nodes and edge compute nodes making it a routing optimization problem. While their efforts are similar to our use case, their model is limited to specific edge compute nodes and doesn’t allow for transfer of compute capabilities to adjacent nodes. In a peer-to-peer WSN there is no designated edge compute node and any determination of computational offloading benefit is made at each node based on its local ability to perform compute functions.

The next section discusses our approach to the unique problem of peer-to-peer WSN and addresses the issues that research to date has not taken into account.

3. DISCUSSION

In an effort to improve the efficacy of Q-routing specifically in a WSN environment while maintaining awareness of limited energy storage capacity and utilizing the computational power latent within the network itself, we present the concept of energy aware Q-routing with computational offloading (EAQCO). The EAQCO concept utilizes the simplicity and distributed capabilities of the Q-routing algorithm and adds in additional decision logic that determines if it is more feasible to perform data reduction in-place or forward raw data. The primary metric to determine optimal route selection is time, however the energy-awareness component adds an additional factor that increases the cost as energy reserves become depleted.

3.1. Computational Offloading

The EAQCO concept begins with the basic Q-routing algorithm. For an uninitialized network, a series of ping messages carrying a timestamp are sent from a node to all of the node's neighbours. Each neighbour immediately responds to the ping with time it took to receive and process the ping. These responses form the basis of the node's Q-table. In addition to the time to receive the message, the node's neighbours include in their response, a copy of their own Q-tables from previous iterations of ping messages sent to their neighbours. These neighbour Q-tables contain the best estimates of time to send messages to their neighbours. As the ping messages and responses continue for a few iterations the entire network is mapped out with estimates of time to send data between any two nodes in the network.

When a node receives its neighbour's Q-tables it adds the time it takes to send data to its immediate neighbours and the time recorded in the neighbour's Q-tables to build an estimate of the total time it takes to send a message to each destination covered in the neighbour's Q-table. The sending of pings is only needed to establish the initial topology of the network and can be completed with a maximum number of pings equal to the longest route in the network. Once the topology is established and messages containing data are sent throughout the network, each node
that receives a data message acknowledges the receipt of the data with a response identical to the receipt of a ping. Therefore, each node's Q-tables are continually updated as long as data is flowing in the network. For sparse communications and/or to verify if various nodes are still reachable, pings can be sent on a periodic basis to ensure the Q-tables remain up to date. The authors in [9] noted that early versions of their Q-routing algorithm settled into an optimal route quickly but were unable to recognize when an alternate route was available. This concept, known as exploitation versus exploration, is a well-researched issue within the field of reinforcement learning. To address the issue a parameter, \( \varepsilon \), known as the exploration factor, is included in the Q-learning algorithm. By adding in \( \varepsilon \), instead of choosing the action with the highest Q-value, or in the case of Q-routing, the shortest time, there is a probability, \( \varepsilon \), that the algorithm will choose a random route to explore. Values for \( \varepsilon \) are typically 0.1 - 0.5. Other factors such as those proposed in [10] could be added to the Q-routing algorithm as needed to enhance the performance, but they would not disrupt the computational offloading capabilities described below.

So far, this process described above is no different from standard Q-routing, however, EAQCO adds an additional step that is determined in parallel to message routing. When a data message is first made available for forwarding, and every time a message is received by a node, there is a decision process to forward or perform data reduction (computation) in place. If data reduction is selected, the message is placed in the node's computation queue and processed in the order it was received. The cost of computing in place is measured in time by determining the length of the processing queue and is updated using the same update rules for determining new Q-values shown in Equations 1, 2, and 3. This process is built into the Q-routing algorithm process at the point where the optimal route is selected.

With no loss to generality, a simple example is used to explain the decision process. Figure 1 shows an extremely simple network of just 3 nodes.

![Figure 1. Simplified Example Network](image)

Assuming Node A had a requirement to send data to Node C there are two paths it could take: A to C directly or through B. The Q-routing algorithm, given in [9], would determine the optimal route by choosing the minimum time of the 2 routes:

\[
Q_A(c) = \min\{Q_x(\bar{c}, c), Q_x(b, c)\}
\]

However, with the computational offloading step, a third option exists by including the Q-value for performing data reduction in place. The set of actions that can be performed by A are then:

<table>
<thead>
<tr>
<th>Action</th>
<th>Reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fwd to C</td>
<td>(Q_x(\bar{c}, c))</td>
</tr>
<tr>
<td>Fwd to B</td>
<td>(Q_x(b, c))</td>
</tr>
<tr>
<td>Compute Locally</td>
<td>(Q_x(\text{compute}))</td>
</tr>
</tbody>
</table>
Therefore Equation 4 is now:

$$Q_A(c) = \min\{Q_x(\bar{c}, c), Q_x(\bar{b}, c), Q_x(\text{compute})\}$$

(5)

If, in this simple case, the data could be reduced and sent to C in less time than it would take to send the raw data to C, A would choose to perform data reduction before forwarding the resultant information on to C. Because of the nature of WSNs, most of the data is redundant and can be repetitive, however without some data reduction step, it cannot be known what is useful data, therefore the default is to forward all data and let the end user determine what to keep. The computational offloading step performs the pre-defined reduction before the data reaches the end destination. The addition of the compute action is also included in B's action set. If A chose to forward to B, B now has two available actions: continue forwarding to C or compute in place, therefore the entire tree of actions for moving data from A to C is expanded with the inclusion of the option to compute locally at every node.

As an example, if a WSN of seismic sensors was monitoring the vibrations at a specified location they might be capturing data several hundred times a second. Once there is enough data it is forwarded on to the destination to determine when there is a significant change. Ultimately what is needed is the time and magnitude of the change point. This could be captured in a tuple of 2 32-bit numbers (time and magnitude), representing a total of 64 bits of information, however, the dataset needed to determine the change point may contain several thousand samples of 64-bit tuples. Therefore, computation can result in a 1000-fold reduction in bandwidth. Because WSN are typically made up of small computationally constrained devices, determining the change point may take a significant portion of the originating node's computational capabilities and could not be performed for every dataset without incurring significant delay. As the datasets become more complex and the computation more intensive, such as the case with depth mapping full motion video or IQ-processing for software defined radios, the cost of computation continues to increase and therefore efficiency benefits from computation being distributed throughout the network.

Because the EAQCO is distributed and the forwarding versus computation decision process is happening at each node, the decision to compute locally is done at each node and with each compute decision, the data set is slowly being reduced focusing on optimizing overall data propagation time. Each decision to compute has the added benefit of reducing the overall bandwidth needed to transmit the streaming data which reduces the overall energy needed to transmit. This detail will be revisited in a follow-on section.

Each iteration of a compute task updates the Q-value for local computations just as each forwarded message updates the Q-value for the time to forward a message to the next neighbour. As the process continues, each node builds its Q-table of forwarding routes and comparative computation costs. This is the Q-table that is returned after each data message is sent or a ping is received. Therefore, each node that receives a neighbour's Q-table is receiving their neighbour’s decision to either forward a message or compute locally. This indicates if a node decides to forward a message to a neighbour because its Q-value is lower than the other options, that node does not know whether their neighbour will forward that message on or perform data reduction in place.

There are limitations to this approach, namely that the data and the resultant computation must be severable. If computation of one subset of data requires the entire dataset, this approach will not be feasible, however most streaming applications such as video, audio, and IQ-data are often severable and can be computed in slices as needed.
High level pseudo code of ping and data sending process with computational offloading is shown in figure 2.

![Algorithm 1](image)

**Algorithm 1.** Q-routing with computational offloading

- Initialize the algorithm:
  - Initialize Q-value for local computation
  - Send pings to map network
- if Received neighbors Q-tables then
  - if New destination received then
    - Update new entry in Q-table
  - if Existing route received then
    - Select minimum cost route
    - Perform Q-learning to update Q-value
- if Data Packet Received then
  - if Destination Exists in Local Q-table then
    - Determine optimal Q-value from table
    - if optimal decision is compute locally then
      - Add packet to computation queue.
      - Measure queue length.
      - Perform Q-learning to update Q-value for local computation
  - if Ping received then
    - Send response including one-way time to sender and local Q table

**Figure 2.** Pseudo code of EAQCO process

### 3.2. Energy Awareness

The timeliness of sending data within a WSN is of utmost importance for time critical applications such as military, public safety, and high-mobility platforms like self-driving automobiles. However, a unique feature of most WSNs is a limited energy storage capacity. They are typically battery operated and at times intended to operate for several months or even years without human intervention. The scarce resource of energy presents another set of concerns for WSN. To extend the battery life of wireless sensors and other energy constrained devices, many studies have researched the energy consumption profiles to quantify the subsystems with the largest energy consumption profile. One example in [15] found that a mobile phone’s Wifi or GSM module can consume more than 8 times the energy of the CPU.

Determining the energy used to transmit wireless messages is the subject of much research, however generally, energy is consumed in two parts: energy used to transmit radio frequency (RF) signals, and energy used to receive RF signals. Typical wireless packet-sending protocols start with the transmission of a message, once it is received an acknowledgement is returned to confirm message receipt. If no acknowledgement is received within a predetermined timeframe the message originator retransmits the message. This process continues until the message is acknowledged or a retry threshold is met. Determining the amount of total energy consumed during this transmit/acknowledge process is a stochastic process based on the characteristics of multiple wireless parameters. Researchers in [16] examined this process and developed a simplified model that estimates the expected energy consumed. Using the energy consumption model developed in [16], a formulation was developed to determine energy consumption based on data message size and includes factors for transceiver hardware characteristics and wireless link parameters. The formulation developed is shown in Equation 6 for a data message of size $x$ bits and a data rate of $r$:
\[ E[e_t] \leq \frac{1}{p} \left( P_{\text{tx}} \times x_{\text{data/packet}} + \frac{1}{p} \frac{P_{\text{rx}} \times x_{\text{ACK/packet}}}{r_{\text{data/rate}}} \right) \]

where \( E[e_t] \) is the expected energy used to transmit a message, \( p \) is the message reception probability, which is a function of the characteristics of the wireless link, \( P_{\text{tx}} \) is the wireless radio transmit power (including losses due to transmitter inefficiencies), and \( P_{\text{rx}} \) is the wireless radio receiver power consumption. The inequality is the upper bound considering message retransmits due to signal loss and applies as long as the number of retransmits is less than \( \infty \).

From this formulation the cost of transmitting per bit over a particular link can be estimated giving a factor for transmitting future messages over a wireless link given the current energy storage of the wireless sensor device. This factor, we designate as the energy factor \( (ef) \), is expressed as an exponential function, the factors of the exponential are determined by the specific type of wireless link used as expressed in Equation 6, however the variation used in the proceeding experiments assumed a low data rate with a transmission power of milliwatts to one watt such as used in the LoRaWAN™ wireless link [17]. An exponential function was chosen, because we desire the \( ef \) to have minimal impact when there is minimal energy reserves used, such as below 50% energy capacity level, but asymptotically approach a factor of 10 as energy used is above 50%.

Using this configuration, the energy factor formulation becomes:

\[ ef = 0.001 \times 10^{4x(batt\_used)} \times msn\_remain \]  

where \( batt\_used \) is the fraction of battery capacity consumed and can be retrieved from the on-board battery monitoring circuitry. The term \( msn\_remain \) is an added factor to account for a WSN’s potential for a predefined operating time, which is often the case in military applications. The \( msn\_remain \) is the fraction of total estimated mission time remaining and devalues the battery capacity factor as the mission time gets closer to its expected completion point. For operations where the WSN is needed to operate indefinitely, this factor can be eliminated.

The energy factor is computed with every update to the Q-routing algorithm and essentially wraps the computed Q-value for a given forwarding route in the exponential function. As the energy factor increases, the overall Q-value for any given forwarding route increases as well, therefore as the energy storage reserves are depleted the advantage of computing in place increases even as the compute queue increases. The overall effect is data flow rate within the network decreases as energy reserves deplete, shifting the priority from optimizing the information delivery time to overall network preservation.

Given Equations 1, 2, 3, 5, and 7, and a requirement to send information from \( x \) to \( d \), the final formulation of the EAQCO algorithm becomes:

\[ Q_x(y,d) = Q_x(y,d)^{old} + \eta \left( ef(t_{x\rightarrow y}) + \min_{z\in \text{neighbors of } y} Q_y(z,d) - Q_x(y,d)^{old} \right) \]  

\[ A_x(d) = \min \{ Q_x(y,d), Q_x(\text{compute}) \} \forall y \in Y \]

Where \( Q_x(y,d) \) is \( x \)'s value of forwarding a message to \( d \) through neighbour \( y \). Greek letter \( \eta \) is the learning rate, \( ef \) is the energy factor from Equation 7, and \( t_{x\rightarrow y} \) is the estimated time to send a message from \( x \) to \( y \). The element \( Q_y(z,d) \) is the Q-table forwarded from all of \( x \)'s neighbours, including any of \( y \)'s calculation of \( Q_x(\text{compute}) \) which is their estimation to compute locally.
Therefore, $x$ selects the min cost action, $A_x(d)$, between either forwarding to any of its neighbors in the set of all neighbors $Y$ or computing locally as shown in Equation 9.

Equations 8 and 9 form the basis for the EAQCO algorithm. The addition of the energy factor in Equation 8, bias the forwarding of messages based on the stored energy reserves of a given node and the inclusion of the action to compute locally to reduce energy consumption and bandwidth usage are the primary contributions of the EAQCO algorithm. Using these Equations, several experiments were run as is described in the following section.

4. **Experiments**

To test the application of EAQCO, a physical network of Beaglebone® Blacks [18] was built, where each node contained at least two network devices and could perform as a router for network traffic while simultaneously performing sensor and compute functions. The network was instantiated using copper Ethernet as the communication link as physical limitations of the lab did not allow for the use of a wireless link. The algorithm was built in Python3 using the Sockets API with a UDP transport protocol for all messages. Sensor data was simulated by randomly generating data sets of 100 16-byte floating point numbers with an associated 16-byte timestamp. The overall message size was 2360-2400 bytes including header information. The configuration of the network is shown in figure 3 with each node corresponding to a single Beaglebone® Black.

Figure 3. Beaglebone Test Network

4.1. **Test Setup**

Three scenarios were tested while varying different parameters as shown in the results section:

- Static Routing
- Q-routing with Computational Offloading
- Q-routing with Computational Offloading and Energy Awareness

For the Q-routing cases, each node is running an instance of the EAQCO algorithm and is generating and receiving corresponding ping and data messages, however data was only gathered between Node 4 (source) and Node 1 (destination) to reduce the size of the data set. For the static case, each node routes messages along a predefined static route, however this route could have been developed using any standard ad hoc routing algorithm such as AODV or OLSR. For all cases, all nodes, except for source and destination, generate random data destined for any of
the randomly selected nodes to ensure the network is sufficiently loaded, commensurate with the specific phase of testing.

In each scenario, Node 4 streams a series of 750 messages containing payloads of 2360 bytes to the destination, Node 1. In the static scenario, the messages follow route 1 as designated in figure 3. In the alternate scenarios, both route 1 and route 2 are utilized and occasionally the algorithm will explore sending data via a path that traverses Node 6. All three scenarios were run multiple times in configurations designated low and high where in the low configuration the intermediate nodes are generating random data messages approximately once per second and in the high configuration messages are generated sequentially as fast as possible. The high rate typically corresponded to an effective data rate of approximately 1.5 Mbps/node. The network loading corresponded to an approximate 10-fold increase in message transmit times between low and high.

Each test scenario was run 10 times and the results were averaged over across the runs. Once a baseline was established for the three scenarios, additional tests were performed varying the learning rate and $\epsilon$ parameters. The results of the tests are shown in the next section.

### 4.2. Results

Data was collected to look at the primary metric of overall effect on message processing times. Processing time, in the context of the tests, is defined as the time a message takes to transition from source to destination, including time to perform the necessary data reduction/computation. For the static routing case all data reduction/computation takes place at the destination node after the message traverses the predefined route. For the Q-routing cases, computation can take place anywhere in the network as determined by the decision process of the routing algorithm. The results of the 10 trials of each low and high data rates are show in figure 4.

![Figure 4: Mean total processing time per message](image)

It can be seen in the results that Q-routing with computational offloading results in a significant reduction in total message processing time. For the low message rate case, energy awareness does not appear to affect the mean time significantly, however in the high message rate case there is a marked difference as the decision process tends to skew towards computation in place rather than forwarding.
In addition to timing, data was examined to determine the overall energy usage of the message stream's traversal from Node 4 to Node 1. The mean energy usage of the 10 trials at each the low and high configurations was determined using the energy model from Equation 6, assuming no retransmits, and hardware profile equivalent to LoRaWAN™ to determine energy usage per byte transmitted. Each trial used a learning rate \( \eta \) of 0.1 and an \( \varepsilon \) of 0.1. Total energy used was then calculated using:

\[
E_{\text{total}} = s \times h \times p
\]

where \( s \) is the size of the message in bytes, \( h \) is the number of hops, and \( p \) is the total number of messages in each stream. In the static routing case all factors for energy are constant, which results in a linear result across all test runs. For both cases of computational offloading the number of hops varied depending on the optimal decision made at each node. The results are shown in Figure 5.

For the low rate, both versions of computational offloading result in higher energy usage compared to the static baseline. There are three factors contributing to this effect. First the Q-routing algorithm performs exploration as noted previously, therefore, randomly, with a probability \( \varepsilon \) the algorithm may choose a more energy costly route such as traversing the path through Node 6. Secondly the primary factor for route optimization is time rather than number of hops, therefore, due to some congestion at Node 3 the algorithm may find the optimal route is through Node 6, which minimizes time rather than energy. This is highlighted in the difference between the case with energy awareness and the case without. As the energy storage capacity is depleted, the algorithm favours lower energy routes; fewer hops over more hops. Thirdly, in the low data rate case, the cost to compute locally does not compare favourably to the relatively short message transit times therefore the algorithm is forwarding messages more than computing locally. Conversely, examining the high message rate results show the effect of congestion in the network as the algorithm is deciding to compute locally rather than forward at a higher rate. The greater difference between the two cases of with and without energy awareness is a result of the increase in message processing at all nodes in network. The more messages that are processed the more the energy storage reserves are depleted and the more favourable the decision compute becomes. This can be further highlighted in figure 6.
Figure 6. Q-value of action space over time

Figure 6 shows the Q-values over time from Node 4 in a randomly selected run. The red line highlights the upward slope as energy reserves are depleted. The bottom tick marks show action selections where green corresponds to forwarding and yellow corresponds to computing locally. It is also worth noting that the Q-value for computing locally also increases over time. This is due to a higher rate of decisions to compute locally resulting in longer compute queues. The long-term effect of this is the entire action space increases as energy reserves are depleted and, although it becomes more favourable to compute in place, no one action becomes completely dominant.

Once initial results were examined with a set learning rate and set exploration factor, additional experiments were run varying either factor to examine the effects. For this set of experiments, only the Q-routing with computational offloading and energy awareness algorithm was utilized. The experiments were run using the variable data rate loading and divided into sections of 20 seconds each. Table 2 shows the breakdown of the 20 second segments.

Table 2. Variable message rates by segment

<table>
<thead>
<tr>
<th>Segment</th>
<th>Time Period</th>
<th>Data rate/node</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>1-20</td>
<td>Pings only</td>
</tr>
<tr>
<td>2nd</td>
<td>21-40</td>
<td>5 messages/sec</td>
</tr>
<tr>
<td>3rd</td>
<td>41-60</td>
<td>Max Rate</td>
</tr>
<tr>
<td>4th</td>
<td>61-80</td>
<td>5 messages/sec</td>
</tr>
<tr>
<td>5th</td>
<td>81-100</td>
<td>Max Rate</td>
</tr>
</tbody>
</table>

The results of varying the learning rate between 0.1, 0.5, and 1.0 are shown in Figure 7. The data is taken from one node with only 2 Ethernet interfaces therefore the viable actions space is either forward via one of the two interfaces or compute locally, shown as "Forwarding Via Interface 1", "Forwarding Via Interface 2", and "Compute Locally" respectively.
Figure 7. Effect of different learning rates on action space

The results show the increase in variability of the Q-value for higher values of learning rate. Given the Q-value is used to predict the future reward of a given routing decision, higher variability may not be desirable. For lower values of learning rate, variability is obviously markedly decreased however, the system requires a long time to recover from transition points. A good example of this can be seen at the 60 second mark in the "Compute Locally" section. When the network transitions from high data rate to low data rate the Q-value for computing locally takes approximately 5 seconds to recover. The difference in variability between forwarding and computing is also notable indicating separate learning rates for both processes may be more ideal. From this simple experiment it can be surmised that a learning rate closer to 0.1 is preferable for the forwarding actions while a learning rate closer to 0.5 may be preferable to allow quicker recovery during transition periods. Variable learning rates dependent on network loading could be examined further as an alternate option.

The effect of varying the exploration parameter, \( \epsilon \), was also examined. Epsilon was varied from 0.0, which equates to no exploration and only exploiting the optimal known Q-value, to 0.5 which equates to randomly exploring different actions half of the time. The results are shown in Figure 8.
The results of varying $\varepsilon$ highlight interesting patterns. For the first several sections of the test, the different values have minimal effect on the reward received for a given action, but later in the test as energy reserves begin to deplete there is a large divergence between different values, particularly notable in Interface 1. This is likely due to the cost of forwarding increasing rapidly while energy reserves deplete and randomly selecting forwarding during exploration results in a higher Q-value or lower reward. The option to compute locally seems to benefit from a higher exploration rate. This is likely due, again, to the influence of the energy awareness. As the energy reserves deplete the optimal decision is heavily skewed toward computing locally, however random exploration chooses more messages to be forwarded thereby allowing the compute queue to shrink and lowering the compute locally Q-value. For this particular experiment it appears an $\varepsilon$ of 0.1 is ideal as it keeps all options relatively balanced particularly during high data rates and low energy reserves.

5. CONCLUSIONS

This paper has presented a variation of Q-routing algorithm with a focus on usability for WSNs. The addition of the option for the algorithm to determine if computational offloading, instead of forwarding, allows optimization of total processing time while not requiring any one node in a multi-hop network to bear the cost of performing the data computation. The result of this addition allows the EAQCO algorithm to optimize for both time and energy simultaneously, while the energy awareness factor alters the action space to account for depleting energy reserves. The results of the simple experiments performed have shown that EAQCO is a viable option when energy, time, and computational capacity are critical factors as is often the case for a WSN.
Additionally, the simplicity of this algorithm allows it to be integrated into other WSN routing protocols particularly other variations of the Q-routing algorithm, further optimizing the capability of the network.

Based on the results of our experiments we intend to continue to expand the action space of EAQCO algorithm in future research to include store-and-carry-forward options in addition to forwarding and computing locally while simultaneously integrating other quality of service metrics such as variable transmission power and link reliability to expand the possible state space. These additional metrics could further increase the utility of the EAQCO for future deployment in WSN.
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ABSTRACT

This paper examines the evolution of emotion intensity in dialogs occurring on Twitter between customer support representatives and clients (“users”). We focus on a single emotion type—frustration, modelling the user’s level of frustration (on scale of 0 to 4) for each dialog turn and attempting to predict change of intensity from turn to turn, based on the text of turns from both dialog participants. As the modelling data, we used a subset of the Kaggle Customer Support on Twitter dataset annotated with per-turn frustration intensity ratings. For the modelling, we used a machine learning classifier for which dialog turns were represented by specifically selected bags of words. Since in our experimental setup the prediction classes (i.e., ratings) are not independent, to assess the classification quality, we examined different levels of accuracy imprecision tolerance. We showed that for frustration intensity prediction of actual dialog turns we can achieve a level of accuracy significantly higher than a statistical baseline. However we found that, as the intensity of user’s frustration tends to be stable across turns of the dialog, customer support turns have only a very limited immediate effect on the customer’s level of frustration, so using the additional information from customer support turns doesn’t help to predict future frustration level.
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1. INTRODUCTION

With the growing popularity of social networks and the exponential increase of user-generated content volume, automated language understanding is becoming ever more relevant. And emotion recognition plays no small part in this understanding. By their nature, humans are emotional beings, and emotions are very important for interpersonal communication. For this reason, many researchers have studied automatic emotion annotation, probably for as long as the machine learning field has existed. Most of these researchers have focused on variants of Ekman’s emotion classification schema [1], annotating texts with several basic emotions. However, being interested in a specific task — namely, conversations between customers and customer support representatives — we concentrate on one specific emotion, frustration, and how it changes over the course of a dialog. The reason for this is that the main indicator of success for customer support is customer satisfaction or dissatisfaction, where dissatisfaction is captured by the emotion that we label as frustration.

In this work, we examine two hypotheses:

1. In customer support dialogs, the user’s turn-by-turn frustration intensity can be predicted from the text of the user’s message, and, in particular, from the presence of keywords – a
set of words (including also emojis and other non-lexical textual tokens) that correlate with specific frustration intensity levels.

2. In customer support dialogs, the frustration intensity of the user's current turn can be predicted from keywords in the user's previous turn together with keywords (from a different set) in the intervening turn from customer support. This targets the intuition that the manner in which the customer support representative responds to the user’s utterances should have some effect on the user’s emotional state going forward.

To test these hypotheses, we built a machine learning model and trained it on a dataset annotated specifically for this purpose, running a series of experiments as described in Section 5, Experiments and Results.

This paper is structured as follows: in Section 2 “Background and Related Work” we examine the previous works in the field of the emotion recognition and emotion intensity annotation, including the evolution of emotion in dialogs and available datasets. In Section 3 “Data Selection and Annotation” we explain how we the dataset for training the model was selected and annotated. Section 4 “Frustration Intensity Prediction” explains the concept of frustration used in our research, the definition of frustration intensity and its evolution is given, and the main terms are introduced. Section 5 “Experiments and Results” provides the detailed description of conducted experiments, models constructed, and results achieved. In Section 6 “Discussion” we discuss the results provided in Section 5 and their interpretation. Finally, Section 7 “Conclusions and Future Work” gives a short summary of this work, results achieved and their possible development.

2. BACKGROUND AND RELATED WORK

Virtually since the beginning of Machine Learning (ML) research, there have been attempts to apply ML to emotion annotation, first of speech (as the easier task, since speech signals carry additional, para-verbal information about the speaker’s emotional state) and then also of text, as early as in 2005 by Alm et al. [2]. Most such researches used one or another version of Ekman’s six emotion model [1]. Examples include Balahur et al., 2013 [3], Kao et al., 2009 [4] and others. With the development of social networks, the focus of work in emotion annotation has shifted toward emotion annotation in messages posted by users in social networks, such as Facebook, e.g. Al-Mahdawi and Teahan, 2019 [5], Weibo, e.g. Lee and Wang, 2015 [6] or Twitter, like Duppada and Hiray, 2017 [7], with Twitter being one of the most fruitful sources due to the open and concise nature of the posts it supports: short texts, sometimes accompanied by a picture or self-annotated with hashtags. Such self-annotations can even be used as the foundation for gold standard corpus labelling, as done by Gonzalez-Ibanez et al. in 2011 [8]. Several emotions have found their way into automated annotation, especially the basic emotions as identified by Ekman (fear, anger, joy, disgust, surprise and sadness), as for example Badaro et al., 2019 [9]. And even such elusive notions as sarcasm and irony have been researched, for example by Reyes et al., 2013 [10]. Frustration, however, has not been widely researched. There have been a few papers focusing on frustration, such as Klein et al., 2006 [11], or Hone, 2002 [12], but not many. Hu et al., 2018 [13] discuss the correlation between the emotional tone of customer support messages and user messages, and the tones they study include frustration among others. We believe that, especially in the field of business communication, automatic frustration recognition targets a relatively unaddressed need.

Whereas much earlier work sought primarily to output binary, categorical labels (predicting the presence or absence of specific emotions), labelling and predicting gradations of emotion
intensity is only recently becoming more widespread. Examples include Goel et al., 2017 [14], Bravo-Marquez et al., 2019 [15], and Badaro et al., 2019, analysing emotion intensity in tweets and providing a Weka package for automatically annotating tweets with intensities ratings for anger, fear, joy, and sadness. However, as there has been little work on frustration recognition in general, automatic recognition of frustration intensity mostly remains unaddressed — one exception being the aforementioned Hu et al., 2018, who annotated and modelled intensities for 8 differing emotional “tones” (or language production styles): anxious, frustrated, impolite, passionate, polite, sad, satisfied, and empathetic; our work differs from theirs in that we focus exclusively on frustration, while they explore correlations between the user’s vs. the support agent’s tone for all pairwise combinations of these 8 tones. Their work and ours also differ in the methods used for selecting keywords associated with a given tone or emotion, and in the architecture and goal of the machine learning models developed. Whereas they train a seq2seq model (sequence-to-sequence, using a recurrent neural network) for generating dialog responses with specified tones, we develop relatively simpler neural models for predicting user frustration gradations given previous user + support agent turns (their analysis of correlations between user vs support agent tones is carried out via linear regression.)

While there are several publicly available dialog datasets, for example Taskmaster-1 [16] or DailyDialog [17], none have directly addressed the modelling of participants’ turn-to-turn emotional state dynamics in a goal-oriented context, to the best of our knowledge. With respect to dialog datasets and research on automated dialog agents (or “chatbots”) an important distinction is often drawn between goal-oriented dialog agents (where the user is seeking to accomplish some task with assistance from the automated agent) vs. free-chat agents (which attempt to simulate human-style conversations with users, “chatting” with no specific goal other than entertainment, or, possibly, some kind of therapeutic objective). The labelling and structure of the datasets associated with each of these chatbot types are, in general, very different. (Taskmaster and DailyDialog are prototypical examples of datasets for goal-oriented vs free-chat agents, respectively). In one case, the primary focus is on identifying the user’s ‘intent’ (what she is trying to achieve) and shaping further interactions to elicit whatever additional information might be required to complete it. Free-chat agents, on the other hand, are mostly concerned with generating responses that simulate what a human conversational partner might say in the same situation. The free-chat setting is where most previous research on identifying emotions and generating responses with emotionally appropriate language has been done.

Customer support agents can be viewed as a hybrid of goal-oriented and free-chat agents, in that the client usually does have a specific objective (resolving or at least reporting a specific problem), but emotional dynamics are also very important: in the final analysis, the primary objective of the dialog agent can be formulated as an emotional state (“client satisfaction”). Automated goal-oriented dialog agents have been studied in quite a few works, for example Ham et al., 2020 [18], as have affect-driven free-chat dialog agents e.g. Colombo et al., 2019 [19], and Lubis et al., 2018 [20], focusing on providing affect-sensitive responses, but very few works have investigated dialog agents that attempt to address both concerns simultaneously [21], [13].

3. DATA SELECTION AND Annotation

For our research, we reviewed a number of publicly available conversation-based datasets and selected, as a basis for additional annotation, the Kaggle Customer Support on Twitter dataset¹. In the modern world, customer support via social media is becoming increasingly popular, and it would certainly be valuable to be able to automatically gauge a customer’s frustration level,

¹ https://www.kaggle.com/thoughtvector/customer-support-on-twitter
ideally enabling an automated agent to increase customer satisfaction by tailoring dialog responses appropriately. As a first step, we assembled dialogs from the raw tweet data contained in the dataset, by automatically linking the messages by their ids and reply ids, so that they would constitute a complete conversation. After that, these conversations were filtered to exclude examples where more than one user participated in a specific conversation, and so that each of the dialogs contained no less than two user turns, separated by a customer support turn in between. This was done in order to enable modelling of the effect that a customer support turn might have on the emotional state of the specific user.

Having prepared the conversations in this manner, we selected a subset of four hundred of them for annotation. We simply took the first four hundred, as the source data was not organized in any specific way, so choosing in this way provided an essentially random sample while allowing to extend the dataset as needed by simply adding subsequent samples. The conversations were then anonymized and unified by replacing the user Twitter ids and support ids with generic “USER” and “SUPP” labels, respectively. In cases of dialogs containing several sequential user or support messages, they were joined together, so that the sequence of turns was always USER -> SUPP -> USER -> SUPP -> etc. Other sensitive information, such as email addresses, had been already replaced in the Kaggle Customer Support dataset by generic placeholders like “__email__”. Each of the dialogs was assigned a unique id. Files with prepared dialogs were sent to three annotators along with the instruction on their annotation. The annotators were asked to assign a single value to each of the customer turns. The values could be integers from 0 to 4, marking a customer’s frustration level as perceived by the annotator, where zero was to mean that that customer is satisfied or is in a neutral emotional state, while four indicated ultimate frustration. Another allowed value was “n”, which meant that it is not possible to make a conclusion about the customer’s emotional state from the message, e.g. in the case of giving single-word answers or providing purely technical information in response to a question. In addition, there was a possibility to leave the value empty, which meant that the annotator could not interpret the message, for example, in case if the language was not known to him or the text was in some other way not comprehensible.

After the annotated files were received back from the individual annotators, they were combined into a single master file, in which every user turn in every conversation was associated with three assigned values, one from each annotator (note that some of these values could be ‘n’ or blank, as previously described). This file was then further filtered to exclude dialogs that didn’t meet the criteria for dialog length, and keeping just the conversations involving only a single user with one customer support representative — yielding a total of 376 dialogs, with an average dialog length of 5.2 turns.

4. **Frustration Intensity Prediction**

This section describes the proposed approach for frustration intensity prediction for dialogs, as well as experiments conducted with the purpose to validate the concept.

4.1. **Method Overview and Data Preparation**

The research focuses on frustration intensity prediction for user-side turns in Twitter-originated customer support dialogs and includes two different tasks:

1. actual frustration intensity prediction – frustration intensity prediction given actual text (of the turn),
2. frustration intensity dynamics prediction – frustration intensity prediction given texts of the previous two turns (user’s and support’s, respectively).

An annotated dialog \( d \) is represented by a sequence of 2-tuples \( d_1, d_2, \ldots, d_n \), where

- \( d_i \) represents one turn - odd turns are user’s turns, even turns are support’s turns,
- \( d_i \) is a tuple containing
  - \( d_i(1) \) - text,
  - \( d_i(2) \) - frustration intensity, an integer value in the range \([0..4]\).

The aim of the experimentation is to show that the user’s frustration intensity can be predicted from keywords found in the text – either of the current turn, or previous ones.

For our experiments, we used a corpus of 376 dialogs having an average dialog length of 5.2 turns (counting both user and support turns, e.g. 3 user turns and 2 intervening support turns). This dataset included 1038 annotated user turns, of which 843 were selected as valid for the modelling process as they were rated with a numeric value by all 3 annotators (we excluded turns that received an ‘n’ or didn’t receive a rating from one or more annotators), as well as 470 valid support turns (support turns occurring between two valid user turns were considered valid for the dynamics prediction modelling task). The distribution of ratings (0, 1, 2, 3, 4) over the 843 valid user turns were (155, 125, 234, 239, 90), respectively; thus, rating values of 2 and 3 are the most common and are almost equally frequent. For the 470 valid support turns, the average frustration intensity change from the previous user turn to the current one was -0.35, so that, in general, frustration intensity is observed to decrease from turn to turn, but only slightly. Over the course of a short dialog, the user’s frustration intensity rating is, on average, expected to remain essentially unchanged.

Individual dialog turns for our predictive models were represented using a bag-of-words encoding, using keywords/tokens from selected subsets of the overall vocabulary (encoded as binary vectors, from two separate vocabularies: one for user texts, \( V_{\text{user}} \), and another for customer support texts, \( V_{\text{supp}} \).

The vocabularies were constructed by selecting from lower-cased tokens occurring at least 3 times in the corresponding valid turns (user’s and support’s, respectively). This criterion resulted in base vocabulary sets with cardinalities \( |V_{\text{user}}| = 941 \), and \( |V_{\text{supp}}| = 450 \). Only the k ‘best’ tokens from these vocabularies were used for text encoding – the first k tokens when ranked according to increasing standard deviation of the ratings assigned to turns containing these particular tokens. These thresholds, \( k_{\text{user}} \) and \( k_{\text{supp}} \), served as two of the hyperparameters for our models (with hidden layer size being another), which we evaluated over the ranges: \( k_{\text{user}} \) in [50 to 700] tokens for user turns, and \( k_{\text{supp}} \) in [50 to 350] for support turns.

### 4.2. Quality Measures and Experiment Tasks

For both classification tasks (predicting integer frustration intensity values) we used the following quality measures:

- 1. absolute accuracy,
- 2. accuracy with tolerance +/- 1 (so that an “off-by-one” prediction is also considered correct) — as individual intensity grades are not actually independent classes, but form an ordered sequence, this measure seems more adequate (e.g. predicting 2 when the
“correct” rating is annotated as 3, is not equally wrong to predicting 0 in the same situation).

Experiment Task #1: Frustration Intensity Prediction (see Fig. 1).

Task description:

- Given the user’s turn text (encoded as described in Section Data-Prep),
- Predict the frustration intensity of this turn.

Baseline:

- For the ‘exact’ accuracy – predict the most statistically frequent rating, i.e. 3 (as per Section Data-Prep) for all inputs;
- For accuracy with tolerance +/-1, predict frustration equal to 2 for all inputs as it is the most frequent in this setting.

Experiment Task #2: Frustration Intensity Dynamics Prediction (see Fig. 2).

Task description:

- Given the user’s turn text, and the following support’s text (both encoded as per Section Data-Prep);
- Predict the frustration intensity of the next user’s turn.

Baseline:

- Predicted frustration of the initial user’s turn (obtained the way task #1 is being solved) returned — so that the reference model computes the actual user’s frustration intensity and regards that it won’t change in the next turn.
Figure 2. Modelling frustration intensity dynamics.

5. EXPERIMENTS AND RESULTS

5.1. Experiment Configuration and Flow

The experimentation was carried out in two phases:

1. Preparation:
   a. hyperparameter search for neural network models,
   b. selection of the set input configurations to represent dialog data (as shown in column #1 of Tables 1 and 2);
2. Main run – run experiments with selected hyperparameters and with every selected input configuration.

5.1.1. Experiment Preparation

For each of the two experiment tasks, a hyperparameter search covering several thousand experimental runs was conducted, to select a final model consisting of a multi-layered perceptron with one hidden layer with the following final configuration:

1. Input: binary input of several hundreds of values (as per Section “Method Overview and Data Preparation”) representing the text of one or two dialog turns — as amounts of keywords per turn:
   a. for experiment task #1 we have selected the following input configurations: 50, 100, 300, 500 (see Table 1) for the number of keywords to represent a user’s turn,
   b. for experiment #2 we have selected the following input configurations: 50/50, 200/100, 500/200, 700/350, meaning that to train the baseline model input configurations 50, 200, 500, 700 were used respectively (see Table 2) — the number of keywords to represent the previous user’s turn/the number of keywords to represent the following support’s turn:

Source code is available at https://github.com/zuters/dfrustration
2. Hidden layer: 64 neurons;
3. Output: categorical of 5 possible values representing frustration intensity (0..4);

The number of epochs for each experiment: 50.

5.1.2. Experiment Main Run

With the obtained model architecture, we have conducted a further series of experiments using a different input—encoding configurations as selected in the preparation phase.

For each input configuration of each of the two experiment tasks, we used Leave-one-out cross-validation to evaluate the model for the average accuracy (see Section “Quality Measures and Experiment Tasks”). Experimentation for a fixed input configuration consisted of the following steps:

- For all annotated n data points in the dialog dataset relevant to the experiment (as for Section “Quality Measures and Experiment Tasks”):
  - Prepare the data for the proposed (target) model:
    - the current data point is reserved for testing:
      - for task #1 – a data point is one user’s turn in a dialog to predict the current intensity (as in Fig. 1),
      - for task #2 – a data point is the current user’s turn, as well as the following support’s turn to predict the next intensity (as in Fig. 2);
    - the rest of n-1 data points go for training;
  - Prepare the data for the baseline:
    - for task #1, a fixed baseline value is used – the most common label in the dataset (Baseline columns in Table 1),
    - for task #2, separate data for the baseline model are prepared (current user’s turn only);
  - Train the models for 50 epochs:
    - for task #1, only the target model is trained (as the baseline is fixed),
    - for task #2, the baseline model is also trained;
  - Collect the experiment results:
    - For task #1 – apply the model to the test data and collect accuracy measurements (Result columns in Table 1),
    - For task #2 – apply both models to the test data and collect accuracy measurements:
      - target model accuracy (Result columns in Table 2),
      - baseline accuracy (Baseline columns in Table 2).

Evaluate the input configuration: the final result is the average accuracy of the n models of the input configuration (as obtained using Leave-one-out cross-validation).

5.2. Experiment Results

When running our series of experiments, we found that the results for repeated runs using a given configuration generally varied only within a range of one percent, so here we report all results rounded to whole numbers (see Tables 1 and 2).
Experiment Task #1: Frustration Intensity Prediction.

Table 1. Results for frustration intensity prediction.

<table>
<thead>
<tr>
<th>Input configuration: user keyword count</th>
<th>Accuracy, %</th>
<th>Accuracy with tolerance 1, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Result</td>
<td>Baseline Result</td>
</tr>
<tr>
<td>50</td>
<td>37</td>
<td>28</td>
</tr>
<tr>
<td>100</td>
<td>41</td>
<td>78</td>
</tr>
<tr>
<td>300</td>
<td>41</td>
<td>80</td>
</tr>
<tr>
<td>500</td>
<td>41</td>
<td>80</td>
</tr>
</tbody>
</table>

Experimental results show that:

- Frustration intensity can be effectively predicted from the presence of selected keywords;
- 100 keywords can be sufficient for predicting the frustration with the ‘exact’ accuracy (with no tolerance);
- Using more keywords gives better results for accuracy with tolerance.

Experiment Task #2: Frustration Intensity Dynamics Prediction.

Table 2. Results for frustration intensity dynamics prediction.

<table>
<thead>
<tr>
<th>Input configuration: user keyword count / support keyword count</th>
<th>Accuracy, %</th>
<th>Accuracy with tolerance 1, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Result</td>
<td>Baseline Result</td>
</tr>
<tr>
<td></td>
<td>Result</td>
<td>Baseline Result</td>
</tr>
<tr>
<td>50/50</td>
<td>34</td>
<td>28</td>
</tr>
<tr>
<td>200/100</td>
<td>34</td>
<td>30</td>
</tr>
<tr>
<td>500/200</td>
<td>34</td>
<td>33</td>
</tr>
<tr>
<td>700/350</td>
<td>30</td>
<td>31</td>
</tr>
</tbody>
</table>

Experimental results show that:

- Frustration intensity can be to some extent predicted from presence of selected keywords in the user’s previous turn (baseline model);
- Using additional keywords from the customer support turn doesn't improve the predictions.

6. DISCUSSION

In this work, we have constructed a neural network-based model for predicting user frustration intensity from the text of a user tweet addressed to a customer support. This model takes an encoded representation of the user message as an input and gives an output in the form of an integer rating of frustration intensity on a 5 point scale (0 to 4), achieving a precision of 41%, 14% higher than a baseline which simply assigns the most frequent label to all instances. In addition to exact precision, we also calculate precision with tolerance (allowing a difference of 1 between the actual and predicted rating). Using this “+/−1 accuracy” metric, our model achieves 80%, 9% higher than the baseline (71% using this metric). This allows us to say that to a certain
degree frustration intensity can be predicted from the text of a user's message precisely, and in 80% of cases it can be predicted approximately.

In addition, we have constructed another neural network-based model that predicts the user's emotional state dynamics from the contents of the support agent's reply to a preceding message from the user. From encoded representations of the user's message and the support agent's message, it attempts to predict the frustration rating that annotators assigned to the next (user's) turn. As the baseline model we have used the prediction of the frustration intensity for the initial user message, under the assumption that the user's frustration remains unchanged. The achieved precision was 34%, a very slight (1%) improvement over the baseline. Also, for this scenario, allowing +/-1 tolerance in the predicted frustration intensity doesn't improve over the baseline (just using the prediction for the initial message is better), thus implying that knowing the contents of the support agents message provides no additional useful information toward predicting changes in the user's state of frustration (and which, in general, does not significantly change from one turn to the next).

We have already noted the overall tendency for the user's level of frustration tends to remain mostly unchanged from turn to turn. We hypothesize that this might be at least partially explained by the fact that customer support representatives are already formulating their replies with the goal of trying to reduce, or at least to not increase, the customer's frustration or level of dissatisfaction with their company's products or services (they are, in fact, often trained and explicitly motivated to do so).

Manually examining our data in more detail, we find only 7 examples of dialogues where the user's level of frustration has been labelled as changing for the worse by more than 1 point from one turn to the next (in all such examples the increase is +2 points; there are no examples of a jump of +3 or +4 points). A change in rating for the better is relatively more common: there are 44 examples of turn-to-turn transitions with a -2 delta (where the user's level of frustration has decreased by two points), 13 with -3, and one with -4 (which would mean that the user started out maximally frustrated/dissatisfied but transitioned to being completely satisfied within a single dialog turn). Some examples of such exceptional dialogs can be seen in Appendix 1.

But such outlier transitions are the exception rather than the rule — the overall finding in terms of turn-to-turn dynamics is well illustrated by the relatively strong performance of our baseline model, which simply assumes that the user's frustration level will remain unchanged from the previous turn.

7. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a new dataset — a subset of the Kaggle Twitter Customer Support dialogs consisting of close to 400 dialogs and comprising almost 900 individual customer tweets, annotated for frustration intensity on the scale of 0 to 4. We have selected the most popular grade as a baseline and demonstrated that frustration intensity can be predicted based on the contents of an individual tweet with an accuracy significantly higher than the baseline (41% compared to 27%). This result was achieved by constructing a neural network and training a simple classification model. We also examined the effect of customer support turns on the emotional state of the user and found that, typically, the user's emotional state mostly remains unchanged, with a small decrease of 0.34 points on average from one turn to the next. Currently, in contrast to our generally positive finding for predicting turn-by-turn frustration ratings from text-based features, we conclude that, given the challenges in precise calibration of the user's frustration level — due at least partially to the subjective and fleeting nature of the emotion itself
and the difficulty of estimating it by a third party purely from the text of a conversation, trying to model this dynamic as a function of the emotional valence of the support agent’s messages doesn’t yield any strong results (at least not using classification models like the neural models we tried).

In the future, we are looking towards possibly adapting and applying this methodology to dialogs in Latvian, Latvian being a low-resource language where practically no work on automatic emotion annotation with machine learning methods has been undertaken, and analysing the effect of another language on the accuracy of automatic annotation of frustration level, and on the feasibility of predicting the dynamics of the user’s emotional state.
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APPENDIX 1

Turns for the worse: frustration rating increases by +2 points

Major transitions for the worse (+2 delta in frustration rating) seem often to be situations where the customer support representative tells the user to do something that he or she has already tried. This, presumably, is something that the customer support representative had no way of knowing and is certainly not part of the information available in the input data for our model (which sees only the text of the preceding turns of the dialogue). Another pattern we noted is when the user was probably in fact more frustrated than his first question or statement suggests, but expresses his full frustration only in a subsequent turn. Once again, this is not something that the customer support agent (or a machine learning model) is likely to be able to anticipate.

Outlier transitions for the better (-3 or -4 delta in frustration rating), on the other hand, in general seem to be due to something that has happened in the real world (as opposed to in the dialog) to resolve the user’s complaint (e.g. the user found a way to resolve it themselves, or the problem got otherwise resolved in the meantime).

TWCS-T1466 (DELTA: +2)

| USER: | i have bought dlc diablo 3 necromancer and hav phys disc D3 ROS but when i click necromancer pack on game , dont download https://t.co/JDdn50e0wo | 1 |
| SUPP: | Hi there, Have you tried accessing this content from your download queue: https://t.co/lyTEIVBtBn Let us know the results. |
| USER: | I have followed your instructions, but not, my ps4 has set up automatic download, and find in library there is no diablo 3 necromancer my psn id quochuy046, can you help me? Or can I email someone a try for help? live chat on web block me? wtf? | 3 |
| SUPP: | Hi there. Please follow the steps in the next link: https://t.co/PR9L0S0kEu Let us know the outcome! |
### TWCS-T3988 (DELTA: +2)

| USER: | can you please provide me with your complaints procedure? | 2 |
| SUPP: | Hi Ellen, we're available on Twitter if you would like to DM us? Alternatively, you can contact our Customer Relations team using the 1/2 following link: https://t.co/SIhdI3TbaN. ^Jane 2/2 | |
| USER: | Hi @2042 I’ve spoken to customer relations 8 times and been lied to each time re price guarantee. Have now raised complaint. | 4 |
| SUPP: | I'm sorry you're unhappy with our price guarantee service, Ellen. The team will respond to your complaint in due course. ^Kimbers | |

### Turns for the better: frustration rating decreases (-3 or -4 points)

### TWCS-T1691 (DELTA: -4)

| USER: | I legitimately spent an hour trying to deal with USPS cause I had 1 question and they just hung up on me or wasn’t any help, I could have Saved my fucking time by just checking my mailbox because sure enough I got the UPS letter saying my package was in oh my gOD | 4 |
| SUPP: | Is there something that we can assist you with? DM our team ^WS https://t.co/wKJHDXWGRQ | |
| USER: | Nope, I’ve got my package thanks | 0 |

### TWCS-T36 (DELTA: -3)

| USER: | somebody from @VerizonSupport please help meeeeeееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееееeee௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨௨oe | 3 |
| SUPP: | Help has arrived! We are sorry to see that you are having trouble. How can we help? ^HSB | |
| USER: | I finally got someone that helped me, thanks! | 0 |
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ABSTRACT

In early 2020, a global outbreak of Corona Disease Virus 2019 (Covid-19) emerged as an acute respiratory infectious Disease with high infectivity and incidence. China imposed a blockade on the worst affected city of Wuhan at the end of January 2020, and over time, covid19 spread rapidly around the world and was designated pandemic by the World Health Organization on March 11. As the epidemic spread, the number of confirmed cases and the number of deaths in countries around the world are changing day by day. Correspondingly, the price of face masks, as important epidemic prevention materials, is also changing with each passing day in international trade. In this project, we used machine learning to solve this problem. The project used python to find algorithms to fit daily confirmed cases in China, daily deaths, daily confirmed cases in the world, and daily deaths in the world, the recorded mask price was used to predict the effect of the number of cases on the mask price. Under such circumstances, the demand for face masks in the international trade market is enormous, and because the epidemic changes from day to day, the prices of face masks fluctuate from day to day and are very unstable. We would like to provide guidance to traders and the general public on the purchase of face masks by forecasting face mask prices.
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1. INTRODUCTION

Coronavirus [1] is a kind of RNA virus which exists widely in nature. It has the tropism of gastrointestinal tract, respiratory tract and nervous system. The coronavirus founded in December 2019 is named 2019-nCoV, which causes covid-19. The major media of COVID-19 are direct, aerosol, and contact. Direct transmission refers to the patient sneezes, speaking when the droplets were inhaled close to other people caused by infection; Aerosol transmission refers to the droplets in the air formed Aerosol, was inhaled after the infection; Contact infection is a kind of infection caused by droplets attached to the surface of articles and finally contacting the mucous membrane of eyes, mouth and nose through intermediary articles. Covid-19 is as transmissible as influenza, and because of its initial clinical manifestations of fever, dry cough and weakness, it may lead patients to mistakenly believe that they have the common cold, thus lowering their risk of infection, and delayed the best time for treatment. As a result, the virus continued to spread...
around the world and grow rapidly in March, after an outbreak in China and the closure of the city in January.

Open problem: The price of the mask as an important epidemic prevention material should be related to one or more features. However, the relationship is unknown and different algorithms need to be tried with extensive experiments.

Solution: Machine learning [2] models were used to find the relationship between mask prices and features, which could then be applied to business situations such as buying at a low price or selling at a high price.

We concluded from our predictions that the price [3] of face masks would fall over the next four days. There is a strong correlation between mask prices and China daily cases for some time to come. By comparing the relationships between eight features and mask prices, we find out that the most closely linked function is the exponential function of China daily case. In the future, we believe using this method can effectively predict mask price and provide trade guidance for business and life demand.

The rest of the paper is organized as follows: Section 2 lists the key challenges to be solved in this problem scope. Section 3 details the solution, followed by presenting the experimental results in Section 4. Section 5 analyzes the related work and we conclude the paper in Section 6 with the future work summarized.

2. CHALLENGES

2.1. The most important global data on early infectious diseases are unreliable

Covid-19 is still controlled in China from the end of 2019 to February 2020, and the world has not started to provide large-scale testing of COVID-19 to patients, so early world data are lacking. Even if there were confirmed cases of influenza-like illness caused by coronavirus in various countries, or deaths due to symptoms caused by Covid-19, it would not be included in the statistics. As China is the world's first, worst and fastest outbreak of the disease, the confirmed figures for January and February are based on China.

2.2. China's Data May not be a Perfect Reflection of Global Models

Even if China's data were used as a sample of earlier data, given the varying levels of health system soundness in different countries around the world and the different measures proposed and implemented by health authorities for epidemic prevention, China's infectious diagnosis model does not necessarily fit all countries, especially underdeveloped countries with inadequate health systems and developed countries with slow response to epidemic prevention. Except for a few Asian countries such as China, Japan, South Korea and Singapore, most countries did not take emergency measures during this period, and thus may have contributed to the spread of the virus, so in terms of epidemiology, data for countries that have implemented measures are likely not to be exactly similar to data for countries that have not implemented measures effectively and comprehensively.

2.3. There is not Enough Data on Mask Prices

The data about the price of the mask was taken from amazon.com. I recorded the daily prices from January 21 to March 8 and collated them as data input into the algorithm. However, the data
was interrupted on March 8 when Amazon announced the removal of the N95 mask, thus missing
the mask prices in March and April. In this project, I used China’s data from the early days of the
epidemic, when the city of Wuhan was shut down from January to March and the country was on
high alert, so the peak time coincided with most of the mask price data, so the lack of data from
Amazon’s announcement about the removal of the masks does not unduly affect the accuracy of
the predictions.

3. **Solution**

3.1. **Overview of the Solution**

The CDC first obtained daily figures for confirmed cases and deaths worldwide from January 1st
through April 11th. The features are then obtained through data cleaning, and a fitting algorithm
is used to guess which model fits. The relationship between the number of cases and mask price
was predicted by combining the mask price data as dependent variable and independent variable.

3.2. **Machine Learning Model and Feature Selection**

The following features have been identified in the data model construction:

1) China daily case
2) China total case
3) China daily death case
4) China total death case
5) World daily case
6) World total case
7) World daily death case
8) World total death case
9) Mask price/5pcs

3.3. **Training and Prediction**

We used the machine learning library scikit-learn [4] to train and predict the model. The models
we used in the project are linear regression [5] and polynomial regression. Linear regression is a
linear approach to modelling the relationship between a scalar response and one or more
explanatory variables. It is helpful to interpret data on a modular level, especially when we want
to quantify cases and prices. Polynomial regression provides the best approximation between
variables and is compatible for many functions [6].
4. **Experiment Results**

4.1. **Comparison of Different Features**

We first draw the plot of features based on dates, from 2020-01-01 to 2020-04-11.
Figure 1, figure 3 show that China had an outbreak of daily confirmed cases and daily deaths in early March, when the figures peaked. China's total number of confirmed cases and deaths (Figure 2,4) and the world's total number of confirmed cases and deaths (Figure 6,8) both
experienced a dramatic increase. The curve between the total number of confirmed cases and the number of deaths in China is s-shaped, which means that the epidemic has reached an inflection point, while the curve between the total number of confirmed cases and the number of deaths in the world is exponential[7]. This means that covid-19 is still highly contagious [8] in the world, and the number of patients is growing rapidly every day.

4.2. Comparison of Different Models of Training Features

As can see from figures 9 and 10, linear regression is not ideal, but polynomial regression fits better.

4.3. Comparison of Prediction of all 8 Features
When Polynomial degree [9] was 6, Figure 1 was more accurate.
5. Related Work

Liu, Y. et al [10] calculated reproduction number (R0) of the COVID-19 virus to find out that the ability of the virus to spread is higher than WHO expected, which can provide explanation to why the cases increased fast world-wide. Wu, Z. and McGoogan, M. J. [11] analyzed the emergent measures applied in Wuhan, China from January to March. They showed the whole timeline to explain the outbreak in China and the international impact. By comparison, we used machine learning to analyze and present the relationship between Chinese cases and World cases. Grasselli, G. et al [12] used linear and exponential models to estimate Italy’s ICU demand [13]. In this project, we used linear and polynomial regression models to predict the world’s mask prices. Fanelli, D. et al [14] analyzed the outbreak in China, Italy and France using a simple susceptible-infected-recovered-deaths model to indicate the relationships of situations in three countries. We focused on the infected and deaths number of China as it was the first country to break out, the first to block, and the first to reach the inflection point. Harrell FR Jr. et al [15] introduced the advantages of regression models in making accurate predictions than other methods.

6. Conclusions

We concluded from our predictions that the price of face masks [16] would fall over the next four days. There is a strong correlation between mask prices and China daily cases for some time to come. By training eight different features, we have eight different data, and know that the price of the most closely linked function is the exponential function.

The Algorithm can effectively predict the trend of mask price fluctuation, so we believe in the future using this method can effectively predict mask price and provide trade guidance for business and life demand.
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ABSTRACT

This paper proposes phoneme clustering methods for multilingual language identification (LID) on a mixed-language corpus. A one-pass multilingual automated speech recognition (ASR) system converts spoken utterances into occurrences of phone sequences. Hidden Markov models were employed to train multilingual acoustic models that handle multiple languages within an utterance. Two phoneme clustering methods were explored to derive the most appropriate phoneme similarities between the target languages. Ultimately a supervised machine learning technique was employed to learn the language transition of the phonotactic information and engage the support vector machine (SVM) models to classify phoneme occurrences. The system performance was evaluated on mixed-language speech corpus for two South African languages (Sepedi and English) using the phone error rate (PER) and LID classification accuracy separately. We show that multilingual ASR which fed directly to the LID system has a direct impact on LID accuracy. Our proposed system has achieved an acceptable phone recognition and classification accuracy in mixed-language speech and monolingual speech (i.e. either Sepedi or English). Data-driven, and knowledge-driven phoneme clustering methods improve ASR and LID for code-switched speech. The data-driven method obtained the PER of 5.1% and LID classification accuracy of 94.5% when the acoustic models are trained with 64 Gaussian mixtures per state.
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1. INTRODUCTION

Most multilingual societies are capable of code-switching in their daily conversations. This appears to be an acceptable modern-day style of communication, usually preferred in multilingual societies [1], [2]. Code-switching speech is commonly more spoken than formally written, and a large textual dataset is required to build a suitable language model which is necessary for developing a multilingual ASR system [3], [4]. However, the African reality in many communication episodes is that English is frequently mixed with indigenous under-resourced official languages.

Code-switching speech has a significant impact on existing ASR systems and a large speech corpus is required to develop suitable context-dependent acoustic models [3]. The existing monolingual ASR systems are not accurate enough to handle code-switched speech utterances. Consequently, acoustic, pronunciation and language models need to be redesigned to accommodate foreign or unknown words from different languages [5]. A multilingual ASR...
system employs multilingual language models that allow the exploitation of multilingual pronunciation dictionaries. It is highly plausible to classify code-switched speech itself in the same category as under-resourced languages due to lack of speech technology resources for developing accurate ASR systems [2], [3]. ASR systems deployed in this environment should be able to process multilingual speech that includes such code-switching utterances. The LID system identifies language speech processing applications, such as telephone calls routing to human operators, particularly for handling emergency calls [3], [5]. In this paper, we propose an ASR system that is integrated with an LID system to classify code-switched speech for Sepedi and English. Only the experiments conducted using two official South African languages are reported on.

There are two ASR approaches that are reported to handle code-switched speech [1], [6], [7]. The first approach employs two monolingual ASR systems and an LID module. The LID module extracts the input code-switched utterances and then decides on the identity of each speech segment before passing them into their respective monolingual ASR systems. This approach is very simple because it applies acoustic and language modelling methods which achieve excellent monolingual performance. However, this approach is not preferred by many researchers due to LID error propagation which leads to poor ASR performance. The second approach employs a single-pass multilingual ASR system comprising a multilingual acoustic model of the languages concerned, a multilingual pronunciation dictionary which combines the words from targeted languages, and a multilingual language model that allows mixing of different language units. The approach needs a complete redesign of the acoustic and language models [6]. The major advantage of this approach is that it does not require the use of an LID system and it avoids the errors presented by the LID system.

In this research we propose a multilingual ASR system to perform LID on mixed-language corpora. We investigated whether the second approach can be adopted to achieve suitable multilingual acoustic modelling which can be used to handle Sepedi-English code-switching speech. We present the first study which relied solely on the mixed monolingual speech corpus of Sepedi and English but was evaluated using a code-switched speech corpus. Furthermore, we investigated which phoneme clustering method yields better ASR accuracy. We also examined how a multilingual acoustic model can impact LID classification accuracy in a mixed-language corpus. The novel approach proposed in this study is the first to offer a framework that integrates acoustic features and phonotactic information to achieve the LID system for mixed-language speech. This is a relevant study since it is common in South Africa for more than one language to be spoken in the same region.

2. RELATED WORK

In Singapore, Mandarin and English are often mixed in spoken conversations [1], in Hong Kong code-switching between Cantonese and English takes place on many occasions [8] and in Taiwan, Mandarin-Taiwanese code-switching speech has been reported [9]. Mixed-language speech has also been found to occur in India between Hindi and English [10]. Code-switching is also observed in South Africa, and two South African indigenous languages, Xhosa and Zulu, were studied for LID and multilingual speech recognition. Recently, Modipa et al. [11] reported a context-dependent modelling technique of English vowels in Sepedi code-switched speech where the process of obtaining phone mapping from embedded language to the matrix language was investigated.

There are few reported approaches in code-switched speech. One approach is to integrate multiple cues such as acoustics, prosodics and phonetics to distinguish between languages in a code-switched speech utterance [8]. A language boundary detection (LBD) method is applied to
detect multiple languages within an utterance [9]. The second approach, such as the delta-Bayesian information criterion (Delta-BIC) and latent semantics analysis (LSA), has been used to separate English, Mandarin and Taiwanese in code-switched utterances [9]. Lastly, an approach that uses maximum a posteriori-based estimation was used to jointly segment and identify utterances of a mixed language [13]. The above approaches use an LID module that incorporates an LBD module. The LID systems that incorporate an LBD module are usually not preferred due to incorrect assumptions that code-switched speech segments are independent of each other and as a result, errors in the LID module cannot be recovered [1]. Therefore, if the LBD module cannot achieve 100%, it will directly influence the performance of the LID module, thereby limiting the performance of the speech recognition module [1], [10].

On the other hand, a multilingual ASR approach can handle code-switched speech. It comprises a multilingual acoustic model, a multilingual pronunciation dictionary and a multilingual language model that allows the mixing or sharing of models across different language units [1], [10]. A multilingual ASR approach does not need an additional LID module to identify speech segments since language information is incorporated directly into the system [1]. One technique is to use a linguistic knowledge-based method to establish a multilingual phone set mapping or clustering of similar phonetic features that share the training data [7]. Common examples are the International Phonetic Alphabet (IPA), Speech Assessment Methods Phonetic Alphabet (SAMPA) and Wordbet [15]. Another technique is to map language-dependent phones using a data-driven approach such as clustering specific phones according to distance measured between similar acoustic models. Examples of data-driven methods are the Confusion Matrix, Bhattacharyya Distances and Kullback-Leibler Divergent which takes spectral characteristics into consideration [15].

Lyu et al. [16] propose a word-based lexical model LID system which uses the lexicon information to distinguish between code-switching speech within an utterance. A two-stage scheme system is used with a large vocabulary continuous speech recognition (LVCSR) system. Then a trained word-based lexical model is applied to identify languages via recognised word sequences. The approaches such as Parallel Phone Recognition and Language Modelling (P-PRLM) [4, 18] and parallel phoneme recognition vector space modelling (PPR-VSM) [17] are some of the most popular approaches to the LID system. The P-PRLM approach employs multiple phoneme recognisers that tokenise the speech waveform into sequences of phonemes. The resulting sequence of phonemes is then passed to the n-gram language model which determines the most probable language from the target languages [6], [18]. The supervised support vector machine (SVM) model has proven to be the best classifier [18]. A similar approach was used to distinguish between 11 officially spoken languages of South Africa [18]. It was implemented using P-PRLM architecture and techniques such as phoneme frequency filtering - where an SVM-based classifier is used to classify languages at the back end. The SVM classifier was able to achieve an average LID rate of 71.78% on test samples of 3-10 seconds long and an LID rate of 82.39% when clustering similar language families [18]. The diagram below shows the P-PRLM system employed for LID in South African languages. The Figure 1 below shows the PPRLM system employed for LID in South African languages. This work is similar to this current research work, but was employed for single-language identification.
3. Mixed-Language Corpus

The speech corpus in this study contained two monolingual speech sets of data for Sepedi and English. The third speech corpus was Sepedi-English code-switched speech data which was recorded during the speech data collection phase. The speech corpora were divided into training and testing datasets. The amount of mixed-language speech data that was used for the training and testing of the system is summarised in the sections below.

3.1. Training Dataset

The corpus used for training the acoustic model included recorded speech data and the respective transcriptions of locally produced Sepedi developed within the Telkom Centre of Excellence for Speech Technology (TCoE4ST) and freely available LWAZI South African English speech data. The TCoE4ST locally produced Sepedi speech corpus had 3465 utterances. From the LWAZI English speech corpus, 1680 recorded speech data and the respective sentences from utterances were selected. The training dataset contained a total of 5505 speech utterances and was 5.5 hours long.

3.2. Testing Dataset

The speech corpus used for testing the phone recognition contained 660 speech utterances which were not part of the training speech data. Code-switched speech is generally spoken but not formally written. However, it is not easy to find code-switched speech data. It is for this reason that simple finite loop grammar was used to generate 60 artificially code-switched sentences that were syntactically correct. These texts were recorded by 10 speakers to produce 660 utterances, 300 of which were used as a testing set and the remaining 300 were included in the training set. The quality of the utterances was manually improved by removing dysfluencies such as long pauses, laughs and hiccups. The average ratio of code-switched English words within each utterance was not more than 0.5. The testing utterances were 1 hour long.

4. Phoneme Mapping Methods

In this research project, two different phone mapping strategies are proposed to determine the similarity between the target languages. The first mapping strategy is based on an IPA-based scheme which requires linguistic experts, and the other strategy is a data-driven method derived by measuring a confusion matrix.
4.1. Linguistic-Knowledge Phoneme Mapping

The methods which are used to deal with similar phoneme inventories have been studied [1], [8], [9]. A single-pass speech recogniser on two languages with a multilingual acoustic modelling technique for the available speech corpus was proposed in this study. The multilingual acoustic model was developed by mapping the English phonemes to the Sepedi phonemes. This approach was motivated by the occurrence of similar phonemes from the target languages and also aimed to reduce a larger number of phonemes. The criteria that were used to construct the linguistic-knowledge strategy are described below.

<table>
<thead>
<tr>
<th>Phoneme Mapping Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-1. If the IPA classification is like a Sepedi phoneme, then the English phoneme is mapped directly to the Sepedi phoneme.</td>
</tr>
<tr>
<td>C-2. Each English phoneme is mapped to its closest matching Sepedi phoneme.</td>
</tr>
<tr>
<td>C-3. If no closely matching phoneme is found, then the English phoneme that occurs most frequently in the phoneme inventory is extended to the phoneme set.</td>
</tr>
<tr>
<td>C-4. If none of the above criteria are applicable, then each phoneme is mapped to the Sepedi phoneme that it is mostly confused with, according to a confusion matrix.</td>
</tr>
</tbody>
</table>

The above criteria resulted in the phoneme mapping list indicated in Table 1 below. Phonemes such as /au/ and /e@/ from the LWAZI dictionary were decoupled to a single phoneme /a/, /u/ and /e/, /@/ respectively.

<table>
<thead>
<tr>
<th>Phoneme mapping list</th>
</tr>
</thead>
<tbody>
<tr>
<td>from</td>
</tr>
<tr>
<td>{i</td>
</tr>
<tr>
<td>3:</td>
</tr>
<tr>
<td>a:</td>
</tr>
<tr>
<td>au</td>
</tr>
<tr>
<td>ai</td>
</tr>
<tr>
<td>d</td>
</tr>
<tr>
<td>D</td>
</tr>
<tr>
<td>e@</td>
</tr>
</tbody>
</table>

In our case, the diphthongs of the English language were separated into vowels using the traditional IPA-based strategy in the mixed phoneme set. Each phonemic vowel was mapped to its equivalent Sepedi phoneme directly using C-2 criteria.

4.2. Data-driven Phoneme Mapping

The data-driven mapping which is based on the confusion matrix was built by including all the Sepedi and English phonemes [10, 11]. The confusion matrix was generated when the acoustic models of the source language were applied to the speech utterances of the target language. The recognised phoneme sequences of the source phoneme candidates were then mapped to phoneme sequences of the target phoneme candidates as indicated for Table 2. This mapping method consists of the counts of the confusion pairs when aligning the speech recognition output and transcriptions of the speech data. The advantage of this approach is that it is fully data-driven and does not require a linguistic expert, which can be time-consuming. For each phoneme of the
English language, the most often confused phoneme with the Sepedi language was selected for mapping. For each phoneme $P_{L1}$ from the target language $P_{L2}$, the best respective source candidate phoneme was matched. The similarities were measured by selecting the number of phoneme confusions as $C(P_{L1}, P_{L2})$. The target phoneme was matched as follows:

$$P_{Ln} = \max\{P_{L1}, P_{L2}\}$$

(1)

where $L1$ denotes the target language (Sepedi) and $L2$ the source language (English). Thus, for each target phoneme, a source candidate phoneme with the highest number of confusions was determined. If the same number of confusions occurred on two or more source candidate phonemes, the decision on the choice of the target phoneme was made by a knowledge expert. The same strategy was followed even when there were no confusions found between target and source candidate phonemes.

Table 2. Examples of the phoneme list achieved with data-driven method.

<table>
<thead>
<tr>
<th>Phoneme mapping list</th>
</tr>
</thead>
<tbody>
<tr>
<td>From</td>
</tr>
<tr>
<td>{a}</td>
</tr>
<tr>
<td>3:</td>
</tr>
<tr>
<td>a:</td>
</tr>
<tr>
<td>au</td>
</tr>
<tr>
<td>ai</td>
</tr>
<tr>
<td>d</td>
</tr>
<tr>
<td>D</td>
</tr>
<tr>
<td>e@</td>
</tr>
<tr>
<td>G</td>
</tr>
<tr>
<td>@l</td>
</tr>
<tr>
<td>i:</td>
</tr>
<tr>
<td>i@</td>
</tr>
<tr>
<td>k</td>
</tr>
<tr>
<td>O:</td>
</tr>
<tr>
<td>@</td>
</tr>
<tr>
<td>h_b</td>
</tr>
</tbody>
</table>

5. PROPOSED MULTILINGUAL ASR-LID SYSTEM

The multilingual ASR-LID system is targeted to identify only two languages. A multilingual recognition system takes speech waveform and outputs the corresponding phone sequences. This is done when an ASR system estimates the likelihood score of the optimal phone sequences given the acoustic features extracted from the speech utterance waveform. To achieve this, a multilingual acoustic and language model was employed to estimate the likelihood scores for the spoken utterance. The phoneme mapping technique was applied to generate the shared phoneme set for robust multilingual acoustic modelling. Figure 2 shows the proposed multilingual ASR system.
Multilingual acoustic models are used to perform HMM-based parameter re-estimation. For recognition purposes, the multilingual acoustic features were compared with the HMM-based multilingual acoustic models as well as the language model. The sequences of phone strings were decoded by the Viterbi decoding algorithm, which searches the optimal sequence of the phones using the combined likelihood scores from the multilingual acoustic model and language model.

For each phone sequence generated from the ASR system, the bi-phone occurrences were extracted from the phone sequences and converted into a suitable SVM format with a unique numerical representation. This approach is like vector space modelling [5]. As a final step (see Figure 3), the SVM-based classifier was used to identify only two class feature samples; languages outside the targeted range were not classified. For each phoneme sequence generated from the ASR system, the phoneme occurrences were extracted from the phoneme sequences and converted into a suitable SVM format with a unique numerical representation. The classification model with the highest log-likelihood score was chosen to be the most likely sample for classification. The bi-phone vectors were then used as an input to the SVM-based classifier to build the classification model. The phoneme feature vectors have the following numerical
attributes: a label is the class label in a numerical representation, a feature index represents ordered feature indexes - that is, the location of that particular phoneme feature, usually integer representation, and in our case, a feature value represents the frequency count or occurrences of each phoneme feature attribute. The SVM classification model was used to separate vectors in a binary classification and hypothesise the maximum likelihood score of the bi-phone frequencies of each language [18].

6. Model Development and System Setup

This section describes the experimental setup, the tools used to develop the ASR systems, LID system and the configurations of each system setup. All the multilingual ASR systems were developed, and experiments were performed using the hidden Markov Model Toolkit (HTK) [12]. The experimental results obtained from these ASR and LID systems are later analysed and discussed.

6.1. Baseline Acoustic Models

To build multilingual acoustic models, we applied a Hamming window of 25ms length with an overlapping window frame length of 10ms. Acoustic features were obtained using 39-dimensional static Mel-frequency Cepstral Coefficients (MFCCs) with 13 deltas and 13 acceleration coefficients. The Cepstral Mean and Variance Normalization (CMVN) pre-processing and semi-tied transformations were applied to the hidden Markov Models (HMM). The CMVN was used to overcome the undesired variations across the channels and distortion. Figure 4 shows the configuration file that was used for extracting speech features. The HMM-based ASR system was created with a widely used standard HTK [12]. The acoustic model used a three-state left-to-right HMM. The HMM-based system consisted of the tied-state triphones clustered by a decision tree technique. Each HMM state distribution was modelled by eight Gaussian mixture models (GMM) with a diagonal covariance matrix. Furthermore, the optimal phone insertion penalties and language scaling factors were properly tuned to balance the number of inserted and deleted phones during speech decoding.

| CEPLIFTER | 22 |
| ENORMALISE | FALSE |
| NUMCEPS | 12 |
| NUMCHANS | 26 |
| PREEMCOEF | 0.97 |
| SAVECOMPRESSED | TRUE |
| SAVEWITHCRC | FALSE |
| TARGETKIND | MFCC_0_D_A_Z |
| TARGETRATE | 100000.0 |
| USEHAMMING | TRUE |
| WINDOWSIZE | 250000.0 |
| ZMEANSOURCE | TRUE |
| LOFREQ | 150 |
| HIFREQ | 4000 |

Figure 4. The configurations used for mfcc feature extraction

6.2. Language Modelling

To build the multilingual language model, many data texts had to be collected and normalised. The word coverage of the multilingual speech was improved by applying language-aware context-based text normalisation. Thus, for example, digits, temperature, time, currency amount, percentage, etc., were converted to appropriate words. A phone language model was incorporated in the speech recogniser for the purpose of robust speech decoding. The training transcriptions,
together with the generated code-switched texts, were formatted into phone transcriptions and were used to develop the multilingual language model. The combined vocabulary that was used to train the language model consisted of over 85,000 unique word tokens for both Sepedi and English. The language model that was used for multilingual ASR experiments was implemented using the Stanford Research Institute language model toolkit [13]. It was trained independently with discount interpolation. The interpolation weights were optimised using the training set perplexity as a performance measure.

6.3. Multilingual Dictionary and Phoneme Set

The experimental bilingual pronunciation dictionary used was achieved by merging several monolingual pronunciation word lexicons without retaining duplicate words. For the primary Sepedi language, we used a limited vocabulary of a freely available Sepedi pronunciation dictionary that was locally produced within the TCoE4ST and LWAZI. For the English language, we used a freely available LWAZI English pronunciation dictionary often used for speech technology research tasks. All the words in the pronunciation dictionary were manually verified and checked for redundant phone representation. There were 7,176 Sepedi and 78,722 English words in the bilingual dictionaries. The dictionaries were further redesigned and rectified where necessary.

The combined bilingual dictionary contained 85,898 unique words. The representation used in the bilingual pronunciation dictionary followed the SAMPA notations based on IPA rules and also taking into consideration the pronunciation rules [8], [14]. Some 67 phones were combined into a mixed phone set, attained by combining Sepedi and English phones directly without silent phonemes. In this case, phones with similar phonetic features were mapped into one best phone candidate representation to lower confusion within the combined phone set. Some of the English vowel phones were left unmapped since they did not match any Sepedi vowel phones.

The combined mixed phone set included all phonemes of Sepedi and English that were used during the training phase without performing phoneme mapping. We used a knowledge-based IPA method to construct linguistically motivated phonetic pairwise mappings. The IPA-based phoneme set, and data-driven phoneme set contained 38 phonemes, excluding the silent phonemes. In this case, to train our multilingual acoustic model that effectively handled Sepedi-English code-switched speech, we adopted the technique used by Biswas et al. [6], Shan et al. [7] and Bhuvanagiri and Kopparapu [8]. Lastly, problematic words of Sepedi or English origin were manually reviewed for correct pronunciation prior to training the HMMs.

6.4. Language Identification Classifier

The SVM-based classifier based on bi-phone frequencies as an output was used to classify only two class feature samples; languages outside the targeted range were not classified. For each phone sequence generated from the phone recognition, each bi-phone occurrence was extracted from the phone sequences and converted into a suitable SVM format with a unique numerical representation called a bi-phone feature vector. Therefore, the phoneme features were calculated for every utterance. The bi-phone frequency vectors were then used as input to the back-end SVM classifier. The SVM classification model was used to separate vectors in a binary classification and hypothesise the maximum likelihood score of the bi-phone frequencies of each language. The bigram phones were trained to create the classification model.

The SVM-based classifier was implemented using LIBSVM library [15]. The SVM training dataset size was 12,147 KB of phone tokens. The training dataset that was used for training the SVM-based classifier was extracted from the phone-based transcriptions. The phone sequences
were used to train the SVM classifier, which resulted in support vectors from models. The training process was also aimed at maximising the margin as well as minimising the training errors. The bi-phone vector attributes for both testing and training were scaled in the range of [0, 1]. The benefit of scaling datasets is to speed up the training and classification process in order to obtain the best model performance and to avoid numerical differences that could lead to over-fitting if the training data attributes are in a large range [16]. A grid search was used to estimate the SVM parameters such as $C$, $\gamma$, $\text{margin error}$, $\text{trade-off parameter}$ and kernel width before training the classifier [5], [17]. The Radial Basis Function (RBF) kernel was used for training the classifier. We obtained the optimal parameter for this kernel and applied five-fold cross-validation to the training set and estimated each grid point for the accuracy of the classifier.

### 7. RESULTS AND DISCUSSION

For experimentation, three ASR and LID systems were developed. The baseline ASR system was achieved by directly combining monolingual ASR systems for Sepedi and English into a multilingual ASR system. The baseline (i.e. directly mixed) ASR-LID system was evaluated and compared with the multilingual ASR-LID systems that were developed using the two phoneme mapping techniques. No specific phoneme mapping was performed in the phoneme set. The phoneme set size was large with 67 phonemes. The HMM-based acoustic models trained on these systems contained eight Gaussian mixtures per state.

In this experiment, we modified a mixed recognition system by applying two different phoneme mapping techniques. We trained the front-end acoustic models on both Sepedi and English speech data and performed modelling of code-switching at the pronunciation dictionary level. Linguistically motivated and data-driven phoneme mapping methods were applied to determine the similarity between the phonemes of our target languages. We first applied a linguistically motivated phoneme mapping method using an IPA-based scheme. Our experiments were performed on the same speech data which was used for developing the directly mixed LID system. As a result of phoneme mapping, the number of phonemes in the directly combined phoneme set were reduced. The results obtained from the three systems using mixed-language speech are shown in Table 3.

The experimental results presented in Table 3 show that phone error rate (PER) and LID classification accuracy improved when the phoneme clustering methods were applied. The quality of the correct phoneme recognition output was typically captured by the PER metric formulated as:

$$PER = \frac{(S+I+D)}{N}$$

where $(N)$ is the total number of labels, $(D)$ is the number of phone deletion errors, $(S)$ is the number of phone substitution errors and $(I)$ is the number of phone insertion errors.

In Table 3, the SVM classifier yielded a promising and acceptable LID accuracy rate of 95.2% on directly mixed speech utterances with a total of 3 201 support vectors. In this case, mixed speech utterances included both monolingual and code-switched utterances. The experimental results of the SVM-based LID classifier were also obtained using RBF kernel. The SVM-based classifier was trained using a five-fold cross-validation and RBF kernel which yielded an estimation rate of 99.75% on the trained classification models. Both phoneme mapping approaches achieved a significant improvement over the baseline system results. The data-driven approach outperformed the baseline directly mixed system and the IPA-based system. The IPA-based approach performed better with a PER of 4.5% but LID classification accuracy was about 9% lower. The data-driven approach performed better with a PER of 14.5% as well as a LID classification
The IPA-based LID system was able to achieve a better PER reduction of 4.5%, outperforming the directly combined mixed LID system. The best performance of the PER reduction of 19.2% was achieved by the data-driven LID system. The data-driven LID system achieved a PER difference of 9.4% compared to the IPA-based LID system. We also observed that the ASR system with a larger number of phonemes in the phoneme set performed badly compared to when a phoneme mapping method was engaged to reduce the phoneme set. The amount of quality training speech data can also improve the multilingual ASR system performance significantly.

Table 3. Experimental results showing the PER of the multilingual ASR and LID classification accuracy with 8, 16, 32 and 64 Gaussian mixtures per state.

<table>
<thead>
<tr>
<th>Number of Gaussian Mixtures</th>
<th>ASR-LID Systems</th>
<th>PER(%)</th>
<th>LID Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Directly mixed</td>
<td>33.2</td>
<td>95.2</td>
</tr>
<tr>
<td></td>
<td>IPA-based</td>
<td>28.7</td>
<td>85.8</td>
</tr>
<tr>
<td></td>
<td>Data-driven</td>
<td>19.2</td>
<td>87.3</td>
</tr>
<tr>
<td>16</td>
<td>Directly mixed</td>
<td>21.4</td>
<td>83.8</td>
</tr>
<tr>
<td></td>
<td>IPA-based</td>
<td>17.8</td>
<td>89.7</td>
</tr>
<tr>
<td></td>
<td>Data-driven</td>
<td>15.6</td>
<td>89.5</td>
</tr>
<tr>
<td>32</td>
<td>Directly mixed</td>
<td>12.9</td>
<td>83.8</td>
</tr>
<tr>
<td></td>
<td>IPA-based</td>
<td>12.9</td>
<td>84.7</td>
</tr>
<tr>
<td></td>
<td>Data-driven</td>
<td>7.3</td>
<td>96.7</td>
</tr>
<tr>
<td>64</td>
<td>Directly mixed</td>
<td>5.4</td>
<td>83.9</td>
</tr>
<tr>
<td></td>
<td>IPA-based</td>
<td>7.3</td>
<td>83.7</td>
</tr>
<tr>
<td></td>
<td>Data-driven</td>
<td>5.1</td>
<td>94.5</td>
</tr>
</tbody>
</table>

Table 3 shows the PER and LID accuracy or rate that was attained on the four LID systems when the HMM-based acoustic models contained 16 Gaussian mixtures per state. The use of context-dependent HMM-based acoustic models with increased Gaussian mixtures per state was adopted during training of the acoustic models as they tend to improve the performance of the phoneme recognition systems. The PER has a direct proportionate relationship to Gaussian mixtures per state. The triphone models were then improved by gradually increasing the number of Gaussian mixtures and performing four iterations of embedded re-estimation after each increase. This procedure was continuously repeated until the acoustic models had 32 Gaussian mixtures per state, after which the phoneme recognition results no longer improved significantly on the test set. The performance of the PER and LID classification accuracy was significantly better on both IPA-based and data-driven LID systems. Both systems were able to outperform the directly mixed LID system only in the LID classification accuracy. A slight difference of 0.12% in LID classification accuracy was observed between the IPA-based and data-driven LID systems. This was due to a larger number of the phoneme occurrences that were observed within the testing set.

Table 3 shows the PER and the LID classification accuracy attained on the four LID systems when the HMM-based acoustic models contained 32 Gaussian mixtures per state. The PER reduction was better, but the LID accuracy was a bit lower than expected for the data-driven LID system. We observed that a better performance of the PER does not necessarily result in a positive bias of the LID accuracy on both directly mixed and IPA-based LID systems, since the

accuracy of 2.3%. These methods allow sharing of the parameters in the HMM-based acoustic models of the target languages.
phoneme recognition systems are used only to obtain phoneme strings for SVM-based classifier training.

A slight reduction of the PER was achieved with eight Gaussian mixtures, but a better PER reduction was achieved with 32 Gaussian mixtures. This clearly shows that a data-driven LID system achieves a better PER with all Gaussian mixtures per HMM state represented in Table 3. The directly mixed LID and IPA-based LID system nearly achieved the same PER with 32 Gaussian mixtures per HMM-based acoustic model state. However, a slight improvement of 0.3% was achieved. The phoneme recognition results in the experiment show that the application of phoneme mapping methods to our targeted languages and the increase of Gaussian mixture per shared HMM-based acoustic model significantly improve the performance of the phoneme recognition and LID system.

We also observed that by applying IPA-based and data-driven phoneme mapping techniques, these could yield extreme results such as increased sentence and phone correctness, phone recognition and LID accuracy of the proposed mixed-language integrated LID system, as well as reduced PER when 32 Gaussian mixtures per HMM state are considered. However, both the directly mixed ASR-LID system and data-driven system show a significant reduction of PER with 64 Gaussian mixtures but no further increase in the LID classification accuracy as indicated in Table 3.

8. Conclusions

This paper presents an integration of multilingual speech recognition into LID for code-switched speech using phonotactic features as language information. In this research work, two strategies are reported on to perform similar phoneme mapping of the target official languages. We have shown that existing monolingual corpora can handle code-switching utterances. The IPA-based approach is derived from linguistic knowledge, whereas the data-driven approach is based on the confusion matrix. Appropriate phoneme mapping approaches across the target languages offered robust context-dependent multilingual acoustic models which tended to produce acceptable ASR-LID system performance. Our proposed IPA-based and data-driven approaches have shown a significant improvement in both PER and LID classification accuracy. The data-driven method outperforms the IPA-based approach. An acceptable PER was achieved with the data-driven approach when multilingual acoustic models were employed that were trained with 32 Gaussian mixtures per state. Again, the 64 Gaussian mixtures do improve the PER, but has no impact on the performance of LID accuracy. In future, we hope to train the multilingual ASR-LID system with more robust context-dependent code-switched acoustic models for further evaluation and performance analysis. We also aim to collect more code-switched speech for ASR and LID research in future. As part of extending this research work, we aim to investigate more South African languages where speakers use code-switching in their daily conversations.

Acknowledgements

We acknowledge the team from Council for Scientific and Industrial Research (CSIR) that developed LWAZI speech data and the University of Limpopo for allowing us to use their Sepedi speech corpus. We also acknowledge Telkom SA for funding this project.
REFERENCES


Authors

Mr. Ronny Mabokela holds an MSc. degree in Computer Science from the University of Limpopo. Mr Mabokela has vast industry experience, having worked for Telkom and Vodacom South Africa. He was one of the remarkable team that established the formation of high-speed fibre-based internet. He contributed to the successful development of Vodacom internal systems, API integrations and business process automation. He received numerous awards, including being an exceptional performer in both Telkom & Vodacom and seconds prize award of research excellence at University of Limpopo (2013). He became a session chair and peer reviewer of the Southern Africa Telecommunication Networks and Applications Conference (SATNAC) and International Conference on Computing and Communications Technologies (ICCT) in 2014 and 2015, respectively. He has presented his work on numerous platforms including International Workshop on Spoken Language Technologies (SLTU) in Russia. He has a keen research interest to broadband network services, computational linguistics, natural language processing, speech technologies and machine learning.

© 2020 By AIRCC Publishing Corporation. This article is published under the Creative Commons Attribution (CC BY) license
RESOLVING CODE SMELLS IN SOFTWARE PRODUCT LINE USING REFACTORIZATION AND REVERSE ENGINEERING

Sami Ouali
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ABSTRACT

Software Product Lines (SPL) are recognized as a successful approach to reuse in software development. Its purpose is to reduce production costs. This approach allows products to be different with respect of particular characteristics and constraints in order to cover different markets. Software Product Line engineering is the production process in product lines. It exploits the commonalities between software products, but also to preserve the ability to vary the functionality between these products. Sometimes, an inappropriate implementation of SPL during this process can conduct to code smells or code anomalies. Code smells are considered as problems in source code which can have an impact on the quality of the derived products of an SPL. The same problem can be present in many derived products from an SPL due to reuse. A possible solution to this problem can be the refactoring which can improve the internal structure of source code without altering external behavior. This paper proposes an approach for building SPL from source code. Its purpose is to reduce code smells in the obtained SPL using refactoring source code. Another part of the approach consists on obtained SPLs's design based on reverse engineering.
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1. INTRODUCTION

Software Product Line (SPL) is a family of related software systems with common and variable functions whose first goal is reusability [1]. The SPL approach intends at upgrading software productivity and quality by relying on the similarity that exists among software systems, and by managing a family of software systems in a reuse-based way. SPL aims to minimize effort and cost of development and maintenance, to reduce time-to-market and to ameliorate quality of software [2], [3], [4]. Unsuitable development of a SPLs may give rise to bad programming practices, called code anomalies, also referred in the literature as "code smells" [5].

Code smell is often considered as key indicator of something wrong in the system code [5] or undesired code source property. Like all software systems, artifacts of a SPL may contains several code anomalies [6]. Therefore, if these code smells are not systematically removed, the SPL’s quality may degrade due to evolution. Code Smells are very-known in classic and single software systems [7]. However, in the context of SPL, Code Smell is a young topic. [8] proposed a specific SPL’s smell, called “Variability Smells”. [9] discussed two types of bad smells related on SPL: Architectural Bad Smells and Code Bad Smells. [6] and [10] proposed detection strategies for anomalies in SPL.
The main goal of this work is to propose a solution to reduce code smells in SPL. Unsuitable development of a SPLs may give rise to bad practices such as architectural smells and code smells. Our work tries to reduce development problems through the source code analyze of product variants to detect and correct code smells, identify the variability and build the variability model of SPL. Detecting and refactoring code anomalies in source code from the start give us a chance to develop a SPL with a high quality. Thus, the reverse engineering is a preliminary strategy for a clean SPL and to obtain the variability model of SPL.

This paper is organized as follow. Section 2 provides background on code smells, SPL and reverse engineering. Section 3 presents the related work. Section 4 shows the proposed approach. The last section concludes and presents future work.

2. BACKGROUND

2.1. Software Product Lines

The evolution of software development and the growth of product numbers have motivated the emergence of many reuse concepts. Software development communities recognize SPL as a successful approach for reuse [11], [12]. This success results from the reduction of production costs and time to market. SPL is a software development paradigm that share common feature to satisfy the specific needs of particular market segment [13].

Software product line’s approach focus on the sharing of a reference architecture between products. These products can differ and the approach allows this variation with respect of particular characteristics and constraints. This difference is the variability present in SPL, which is the ability of a core asset to adapt to usages in the different product contexts that are within the product line scope [14]. Variability must be anticipated and continuously maintained to obtain wished results. The production process of product lines is well known as software product line engineering (SPLE) which tries to maximize the commonalities and reduce the cost of variations [15]. The SPLE process focuses on two levels of engineering [14]: Domain Engineering (DE) and Application Engineering (AE). DE focuses on developing reusable artifacts which are used in AE to construct a specific product. Fig. 1 presents the SPLE process.

Figure 1. Domain Engineering and Application Engineering [14]
2.2. Code smells

A software system evolves over time. Its evolution is one of the critical phases of the process of its development. Moreover, the software system changes, moreover the structure of the program deteriorates. So, complexity increases until it becomes more profitable to rewrite it from the scratch. Which can involve threats on the software quality.

Software system’s bad quality is a key indicator of existing bad programming practices, also known in the literature as source code flaw, code smells or code anomalies [5].

Code smells are usually symptoms of low-level problems such as anti-patterns. They are indicators of something wrong that structures in the source code [5], their presence can affect in maintenance and slow down software development.

In literature, different Code Smells have been defined. For instance, in Fowler’s book [5], Beck define a list of 22 code smells, for example “Long Method” is a method that is too long and has too many responsibilities, so it makes code hard to maintain, understand, change, extend, debug and reuse. “Large Class” is a class contains many fields, methods or lines of code, means that a class is trying to do too much. “Duplicated Code” has negative impacts on software development and maintenance. For example, they increase bug occurrences: if an instance of duplicate code is changed in one part of the code for fixing bugs or adding new features, code may require various changes in other parts all over the source code simultaneously; if the correspondents are not changed inadvertently, bugs are newly introduced to them [16].

2.3. Reverse Engineering

Reverse Engineering is the process of analyzing a system. The purpose is to identify system structure, its components and the relationships between them [17].

Reverse Engineering can create representations of the system through transformations between or within different abstraction levels. It can also extract design information from source code [17] and may be used to re-implement the system.

The reverse engineering process can be done through automated analysis or manual annotations. The next steps concern the identification of program structure and the establishment of traceability matrix.

2.4. Refactoring

Refactoring’s purpose is to improve the quality of an existing code [5]. This process tries through the software system changing to improve its internal structure without having an impact on the external behavior of the code.

Refactoring can be a solution for code smells. This process takes as input a source code with problems and outputs good ones. The resulting code can be reused. The refactoring allows the code smells identification. Also, it offers the possibility to change the original code containing these code smells by code restructuration to get an output code without code smells.
3. RELATED WORK

Common industrial practices lead to the development of similar software products, then they are usually managed to each other using simple techniques, e.g., copy-paste-modify. This is bad practice leading a low software quality, as we mentioned above the “Duplicated Code” code smell. During the past few years, several studies have investigated two things: how to detect code smells [18], [19], [20], [21], [22], [23] and how to correct [5], [18], [24] them in a single software. To the best of our knowledge we found few studies [6], [8], [9], [10], [25], [26] that can be considered related to our research.

[9] performed a Systematic Literature Review (SLR) to find and classify published work about bad smells in the context of SPL and their respective refactoring methods. They classified 70 different bad smells divided in three groups: (i) Code Smells; that are symptoms of something wrong in the source code, (ii) Architectural Smells; that are an indication of problem in higher levels of abstraction and (iii) hybrid Smells; that are a combination between architectural smell and code smells. [26] proposed a method to derive metric thresholds for software product lines. The goal is to define thresholds values that each metric can take in order to identify potential problems in the implementation of features. They use 4 software metrics: Lines of Code (LOC) counts the number of uncommented lines of code per class. The value of this metric indicates the size of a class. Coupling between Objects (CBO) counts the number of classes called by a given class. CBO measures the degree of coupling among classes. Weight Method per Class (WMC) counts the number of methods in a class. This metric can be used to estimate the complexity of a class. Number of Constant Refinements (NCR) counts the number of refinements that a constant has. Its value indicates how complex the relationship between a constant and its features is. Their study is based on 33 SPLs which are divided into three benchmarks according to their size in terms of Lines of Code (LOC).

Benchmark 1 includes all 33 SPLs. Benchmark 2 includes 22 SPLs with more than 300 LOC. Finally, Benchmark 3 is composed of 14 SPLs with more than 1,000 LOC. The goal of creating three different benchmarks is to analyze the results with varying levels of thresholds. In term of that they illustrate a detection strategy to detect two types of code smells, God Class and Lazy Class. Figure 2 presents the way to identify God Class and Lazy Class.

Figure 2. Code Smells identification.

Apel et al. [8] proposed bad smell specific to SPLs called variability smell; that is an indicator of an existing undesired property in all kinds of artifacts in an SPL, such as feature models.

Fernandes and Figueiredo [6] investigated code anomalies in the context of SPLs, they propose new detection strategies for well-known anomalies in SPL such as God Class and God Method, ultimately they propose new anomalies and their detection strategies and they propose supporting tool for the proposed detection.
De Andrade et al. [25] conducted an exploratory study that aims at characterizing architectural smells in the context of software product line.

Abilio et al. [10] proposed means to detect three code smells (God Method, God Class, and Shotgun Surgery) in Feature-Oriented Programming source code, FOP is a specific technique to deal with the modularization of features in SPL. They performed an exploratory study with eight SPLs developed with AHEAD; which is an FOP language, to detect code smells in a SPL by using 16 source code metrics. These metrics corresponds to the detection of three code smells mentioned above. Table 1 presents some of these metrics.

Table 1. Metrics used to detect code smells [10]

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOF</td>
<td>Number of Features</td>
<td>Number of Features which has code artifacts</td>
</tr>
<tr>
<td>NCR</td>
<td>Number of Constant Refinements</td>
<td>Number of refinements which a constant has</td>
</tr>
<tr>
<td>NMR</td>
<td>Number of Method Refinements</td>
<td>Number of refinements which a method has</td>
</tr>
<tr>
<td>TNCt</td>
<td>Total Number of Constants</td>
<td>Number of constants (classes, interfaces - constant)</td>
</tr>
<tr>
<td>TNR</td>
<td>Total Number of Refinements</td>
<td>Total of refinements (classes, interfaces - refinement)</td>
</tr>
<tr>
<td>TNMR</td>
<td>Total Number of Method Refinements</td>
<td>Total of refinements of a method</td>
</tr>
<tr>
<td>TNRC</td>
<td>Total Number of Refined Constants</td>
<td>Total of refined constants</td>
</tr>
<tr>
<td>TNRM</td>
<td>Total Number of Refined Methods</td>
<td>Total of refined methods</td>
</tr>
</tbody>
</table>

Considering the discussed related work, we propose an approach aiming to develop an SPL with minimal code smells risks.

4. PROPOSED APPROACH

The main goals in our study are to (i) investigate the state of the art on code smells in the context of SPLs as we show above, (ii) propose a solution to decrease code smells in developing software product lines.

Unsuitable development of a SPLs may give rise to bad practices such as architectural smells and code smells that induce maintenance and development costs problems. Therefore, we propose to build an SPL from the scratch using reverse engineering methods, which can help us to detect and correct code smells from the start. Thus, we can guarantee great quality of SPL.

The main challenge in this task is to analyze the source code of product variants in order to (i) detect and correct code smells, (ii) identify the variability among the products, (iii) associate them with features and (iii) regroup the features into a variability model. The proposed approach is object-oriented language and only uses as input the source code of product variants.

First of all, we use as input source code of product variants then we apply detection strategies for code anomalies as duplicated code, uncovered code by unit tests and too complex code, after that we correct them using an automated bad smell correction technique based on the generation of refactoring concepts. Refactoring is a change made to the internal structure of software to rewrite the code, to “clean it up”, to make it easier to understand and cheaper to modify without changing its observable behavior [27]. In step 2 and after having a clean code, we are interested in the determination of the semantic relations between the names of the classes, the names of the methods and the attributes of all the source codes of the existing products having different terminologies and not necessary having the same meaning. In term of that we are interested in the harmonization of names, and more particularly in unifying fragments of source codes. During unification, we determine the semantic correspondences between the source code elements based on semantic knowledge base YAGO [28].
YAGO is a semantic knowledge base derived from many data sources like Wikipedia, WordNet, WikiData, GeoNames, and other. Aside YAGO, we will base on Machine Learning methods to get better semantic correspondences between source code elements. In fact, Machine Learning algorithms can be helpful in the classification of the features. Machine Learning proved his efficiency in many complex domains like Predictive Analytics [29], image processing [30], and signal processing… At the end of this step, all names with a semantic relationship would be harmonized and can be further analyzed in the next step of identifying commonalities and variability. Thus, we extract features by identification of common block (CB) and variation blocks (VB). CB groups the elements present in all the products while VB groups the elements present in certain products and not all of them. The role of these blocks is to group subsets to implement features. Once the common block and the variation blocks are completed, the extraction of mandatory elements and variation atomic blocks is supported, we associate them to features. Once the common properties and variability of product variants are identified, the feature model(s) will be constructed. Consequently, we can obtain one or more than one SPL. Our approach is presented in Figure 3.

5. CONCLUSIONS

Software reuse is an important challenge in software engineering. Software Product Line is one of the technique used to ensure the success of this challenge. The obtained products can contain reused parts or components. These parts can include some problems in their source code more known as Code Smells. These problems can propagate between the different products.

A solution to avoid the Code smells in source code, is refactoring which can improve the internal structure of software system by trying to find the problem and avoid it using some restructuration techniques.

In this paper, we try to present an approach which combines refactoring to eliminate code smells and reverse engineering to propagate modifications to the design level. Our purpose is to obtain a software product line model free from code smells.

Our future works will be the refinement of the different parts of the approach. Also, we will choose the appropriate tools to use in our prototype.
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DATA DRIVEN SOFT SENSOR FOR CONDITION MONITORING OF SAMPLE HANDLING SYSTEM (SHS)
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ABSTRACT

Gas sample is conditioned using sample handling system (SHS) to remove particulate matter and moisture content before sending it through Continuous Emission Monitoring (CEM) devices. The performance of SHS plays a crucial role in reliable operation of CEMs and therefore, sensor-based condition monitoring systems (CMSs) have been developed for SHSs. As sensor failures impact performance of CMSs, a data driven soft-sensor approach is proposed to improve robustness of CMSs in presence of single sensor failure. The proposed approach uses data of available sensors to estimate true value of a faulty sensor which can be further utilized by CMSs. The proposed approach compares multiple methods and uses support vector regression for development of soft sensors. The paper also considers practical challenges in building those models. Further, the proposed approach is tested on industrial data and the results show that the soft sensor values are in close match with the actual ones.
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1. INTRODUCTION

Adverse impacts of rapid industrialization on world’s environment are acknowledged worldwide which are mostly irreversible. Hence, various government agencies along with industries have started monitoring emissions to control associated environmental pollution. Continuous emission monitoring (CEM) devices are used across industries for monitoring real-time pollutant content in flue gases [1] [2]. As governments across the globe becomes more vigilant and stringent on emission norms, reliability and availability of CEM systems have become very crucial. Reliability of CEM systems are dependent not only on CEM devices but also on associated sample handling systems (SHSs). As reported in [3] majority of failures in CEM systems are due to issues in SHSs. Therefore, manufactures have started offering sensors for condition monitoring of SHSs, which helps in improving reliability of these systems and hence reliability of overall CEM systems.

Performance of any condition monitoring system depends on sensors and is adversely impacted by sensor failures. Therefore, many studies have discussed methods for sensor fault detection and isolation. In [4] autocorrelation is used to detect sensor failure of pitot static system in airplanes. Spectral clustering technique based faulty sensor detection and deletion from wireless sensor network is proposed in [5]. [6] provides a detailed review on sensor fault detection methods and report that 40% of literature on sensor fault detection are based on either principal component
analysis (PCA) or artificial neural network (ANN). [7] is one of the earliest and most cited paper on using PCA for sensor fault detection. In [8] feed forward neural network and Locally weighted regression are proposed for sensor fault detection in Predictive Emission Monitoring System (PEMS) unlike traditional CEMs, pollutant concentration is estimated using process data and parameters instead of measuring them directly. Once faulty sensor is detected and isolated using fault detection technique, data driven soft sensor model is used to estimate the true value of the faulty sensor. These estimates can be used in place of faulty hardware sensor measurement which adds fault resilience characteristics to condition monitoring systems [9]. Recently [10] has proposed a deep learning-based vision sensing applied to printing quality control. Online adaptive ensemble PLS approach is proposed for a chemical process in [11] A Gaussian probabilistic regression approach [12] is proposed to develop soft sensor. A hierarchical clustering method is proposed in [13].

However, in literature there is not enough material which provides a detailed framework for development of data driven soft sensor for SHS. This is essential as there are practical constraints which are important to be considered during development of soft sensors.

This work focuses on a framework to develop data driven soft sensor for condition monitoring of SHSs. There are few practical assumptions/constraints which are considered during development of the framework. They are mostly related to SHS system and are discussed in the upcoming sections. Rest of the paper is organized as follows. Section 2 introduces Sample Handling System, Section 3 discusses the objective of the work, Section 4 details on the proposed framework, Section 5 provides the results with an use case and Section 6 concludes the study.

2. SAMPLE HANDLING SYSTEM

The main objective of SHSs is to (1) Provide a path for sample collection (2) Transport collected sample without contamination (3) Remove particulate matter and moisture present in the gas sample (4) Maintain desired temperature and regulated flow of gas sample to CEM device.

There are multiple stages to ensure above objectives are achieved. Figure 1 provides a block diagram of SHSs. Each stage in Figure 1 will have one or more components and to monitor functioning of these components there are multiple sensors placed across SHS. The SHS considered in this analysis has 2 temperature sensors, 3 pressure sensors and one flow sensor.

The first stage of SHS consists of sample probe and filter components which are responsible for collecting sample gas and to filter particulate matter present in it. Normally this stage is placed close to exhaust stack and away from remaining stages of SHS. The distance between first stage and remaining stages varies from plant to plant and in some cases can reach values close to 500 meters. The second stage of sample processing consists of temperature treatment which ensures that temperature of collected sample does not drop below certain threshold value to prevent condensation of available moisture. The third stage is responsible for removing moisture by cooling the incoming gas sample. This stage also removes the collected condensate from the process. Fourth stage contains sample pump which is the heart of the SHS. Sample pump produces a pressure difference to ensure enough flow of sample gas to CEM devices. Control valves present in fourth stage regulate the flow as per design specification.
3. **Objective and Assumptions**

The objective of this work is to build a framework/pipeline to develop soft sensors for SHS such that each soft sensor can model measurement of a faulty hardware sensor using measurements from other hardware sensors. In order to do so there are few assumptions which were made considering practical experience.

Assumption 1. The framework was developed for single sensor failure only, which means developed soft sensors will only work if there are single sensor failures. This assumption was considered as simultaneous failure of multiple sensor are rare in field. Secondly the time between two successive hardware sensor failures is large enough to schedule a planned shutdown of process to replace failed sensor.

Assumption 2: Availability of training data will be less (~4000 samples). As developed framework utilizes machine learning approach, historical data from all hardware sensors are required for training. For a new installation getting a large amount of training data is not feasible. Therefore, in this study we have not considered machine learning algorithms which need large volume of data for its training.

Assumption 3: The available training data is collected during normal operation of SHS. For a new installation with all testing done, it is extremely rare to encounter fault/failure and therefore, this assumption should be validated before developing soft sensor.

4. **Framework**

The proposed framework for soft sensor development can be divided into two major modules.

1. Data Pre-processing module

4.1. **Data Pre-Processing Module**

This is the first module in the framework which ensures quality of data for modeling of soft sensor. This module performs 5 data preprocessing steps, and the details of each step are given in the following.
4.1.1. Missing Value Imputation

Missing observations are common in any data and there are many imputation methods available in literature [14]. Each method has its own advantage and disadvantage and the best imputation method mainly depends on amount of missing data and its type. In this work we have considered time series data from SHS and hence central tendency-based imputation methods (mean/median imputation methods) are not suitable. Imputation by last observation carried forward, imputation by next observation carried backward and imputation by interpolation are three popular methods used for imputation in time series analysis. In this study imputation by interpolation is considered as it considers both previous and next observation value for imputation.

4.1.2. Removal of Off Condition and Outlier

In the training data there are off conditions where SHS is offline. These samples with off condition should be removed before proceeding for further analysis as these samples may impact soft sensor models adversely. The off condition can be checked using sensor measurement. In this study, SHS is considered off-line if all pressure measurements are 0.

Given a sample from an unknown population a point is labeled as outlier if it is located away from majority of the samples. This is known as distance-based outlier definition. According to density-based outlier definition, a point is labeled as outlier if the point is present in a low-density region in multidimensional feature. There are many approaches for outlier detection and removal. In this work we have considered a two-stage outlier removal process in which stage 1 removes distance-based outliers whereas stage 2 removes density-based outliers.

In stage1, quartile-based univariate thresholds for each variable are calculated as in the following

\[
\begin{align*}
\text{Upper Threshold} & = Q_3 + 1.5 \times IQR \\
\text{Lower Threshold} & = Q_1 - 1.5 \times IQR
\end{align*}
\]

Where \(Q_1\) and \(Q_3\) represents first and third quartiles and \(IQR\) is the inter quartile range calculated as \(IQR = Q_3 - Q_1\). This is a simple distance based univariate approach and is performed first to remove outliers which are far away from majority of population.

In stage 2, density-based local outliers are removed using Local outlier factor (LOF). LOF assigns an outlier score to each sample based on relative density of that sample with respect to its K nearest neighbors. More details on LOF can be found in[15].

4.1.3. Removal of Features with Multicollinearity

Multicollinearity is a phenomenon in which one or more independent variables can be expressed as a linear combination of other independent variables. In the presence of multi collinearity influence of independent variables on target variable cannot be estimated accurately. Therefore, interpretation of trained models becomes difficult.

Correlation among independent variables can be calculated using Pearson correlation or Spearman correlation coefficient. These correlation coefficients calculate correlation among two independent variables at a time, which is a major limitation. Therefore, in proposed framework, Variable inflation factor (VIF) score is used to identify and remove correlated variables. VIF score for an independent variable is calculated by regressing it against every other independent variable in the model according to the below equation:
\[ VIF_i = \frac{1}{1 - R_{i}^2} \]

Where \( VIF_i \) is the VIF score for \( i^{th} \) independent variable and \( R_{i}^2 \) is the coefficient of determination (R_squared value) obtained by regressing \( i^{th} \) independent variable against every other independent variable. A VIF score of 1 indicates no correlation. A VIF score of more than 10 is considered as extremely correlated and corresponding variable /feature should be dropped. However, dropping all variables with VIF score more than 10 at once is not a good strategy. For example, let’s take a regression with 4 independent variables \([X_1, X_2, X_3, X_4]\) and assume that \( X_1, X_3 \) and \( X_4 \) not correlated. However, \( X_2 \) can be expressed as \( 3X_3 + 4X_4 \). By rearranging this equation we can show that there is multicollinearity among \([X_2, X_3, X_4]\). Therefore, for this set up, VIF score for \( X_3 \) will be minimum and will be higher for \([X_2, X_3, X_4]\). Let’s assume that VIF score for \( X_2, X_3 \) and \( X_4 \) is greater than 10 and if all variables with VIF >10 are dropped at once loss of uncorrelated variables may happen ( in this case \( X_3 \) and \( X_4 \)). This is not an efficient way. Therefore in this framework an iterative removal of features based on VIF score is proposed and detailed steps are shown in Figure 2.

![Figure 2 Flow chart of Iterative feature removal method](image)

### 4.1.4. Time based Data Split

It is a standard practice to divide data into three sets namely train, validation and test datasets. Popularly this is done at random with each sample having uniform probability. This is not a suitable strategy for splitting time series data. In case of time series there is an inherent temporal dependency and hence the test accuracy obtained by random splitting will be misleading. There for in this framework, time-based data splitting is used. A visual representation of random and time series splitting is provided in Figure 3.

![Figure 3: (a) Random splitting and (b) Time-based splitting](image)
4.1.5. Data Normalization

Data normalization is the process of transforming each independent variable such that transformed variables will have 0 mean and 1 standard deviation and normalization step should follow data splitting step. The sequence of last two preprocessing steps is important as normalization of test data should happen based on training data distribution otherwise data leaking issue will arise.

4.2. Machine Learning Algorithm Evaluation and Selection Module

Considering assumption 2 (in Section 3), we have considered 5 algorithms in this framework. Details of these algorithms can be found in [16] and [17].

1. Linear regression
2. K nearest neighbour
3. Decision Tree
4. Random Forest
5. Support vector regression

There are other machine learning algorithms like ensemble models (GBDT, stacking) and Neural network which are proven accurate for learning complex relation between independent and dependent variable. However, due to their higher flexibility they are prone to overfitting. Considering low volume of training data overfitting issue will worsen. Therefore, these algorithms are not considered in the framework.

In this module hyper parameter tuning for each of the algorithms is done using grid search. In order to evaluate these algorithms, mean square error is considered in this framework. After evaluation, the best model is considered for modeling of soft sensor.

5. RESULTS AND DISCUSSION

In this section results of soft sensor models built using proposed framework are presented. Process data from one of the CEM system installation in India was used for evaluation of the proposed approach. One month of process data with 4,320 data points with 6 features is used for building regression models for soft sensor. The feature values are standardized to 0 mean with 1 standard deviation. In this work temperature measurements are represented as $T_1$ and $T_2$. Similarly, pressure measurements are represented as $P_1$, $P_2$ and $P_3$ and flow measurement is represented as $F_1$.

After removal of missing values and off conditions from available dataset, two stage outlier removal is performed. As discussed, earlier distance-based outliers are removed in the first stage followed by removal of density-based outliers using LOF scores in second stage. In order to visualize identified outliers, multidimensional feature space is embedded into two-dimensional space using t-distributed Stochastic Neighbour Embedding (t-SNE). In Figure 4, scatter plot of dataset with identified outliers is shown. In this plot inliers/normal data points, outliers identified using IQR method (distance based) and outliers identified by LOF score (density based) are represented with circular, star and square markers respectively. Number of data point belonging to normal, distance based outlier and density based outlier are provided in Table 1. Distance based outliers are located towards outer edges of the scatter plot, whereas density-based outliers are present towards inner side of the plot.
Figure 4: Outliers in the given data set

Table 1: Number of normal data points and outliers

<table>
<thead>
<tr>
<th>Point type</th>
<th>Number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>3813</td>
</tr>
<tr>
<td>Distance based Outliers</td>
<td>312</td>
</tr>
<tr>
<td>Density based Outliers</td>
<td>21</td>
</tr>
</tbody>
</table>

Next step in data pre-processing is the removal of features with multicollinearity using a recursive method. In order to showcase results of proposed method let’s consider the case of modeling of soft sensor for $T_2$ where, remaining 5 measurements are considered as predictors and multicollinearity is evaluated for these 5 predictors. Feature-wise log VIF scores are plotted in Figure 5 and absolute VIF scores are provided in Table 2. VIF score of 10 is considered as threshold for feature elimination. From the plot it is evident that $P_1$ and $P_2$ have VIF score more than the threshold.

Using recursive feature elimination method first $P_1$ is removed from predictor list as it has highest VIF score and VIF scores for remaining 4 predictors are evaluated again. VIF scores in second iteration are presented in Table 2. As evident from this table, after dropping $P_1$, VIF scores for remaining 4 predictors including $P_2$ are less than 10, which indicates no severe multicollinearity. Therefore, as discussed earlier, dropping $P_1$ and $P_2$ at once based on threshold is not a good strategy as multicollinearity in $P_2$ can be eliminated by dropping $P_1$ only.
To demonstrate impact of features having severe multicollinearity on regression model, modelling of soft sensor for $P_3$ is considered. Two different models were trained using decision tree algorithm. All 5 features are considered for training of model 1 whereas, feature $P_4$ is dropped from feature list while training model 2. Model 1 identified $P_1$ and $P_2$ as top two important features for prediction of $P_3$. However, order of feature importance and their corresponding values change drastically when training dataset was changed slightly. This makes interpretation of feature importance difficult in presence of multicollinearity. $P_2$ and $F_1$ are identified as top two important features by model 2. Order and value of feature importance are consistent compared to model 1 which makes interpretation easier. This problem becomes even more significant for systems with large number of features and therefore it is a good practice to remove feature with severe multicollinearity.

After removal of features with multi collinearity first 2,860 ($\sim 75\%$) samples are considered as training data set and remaining as test dataset. These datasets are used to train and evaluate soft sensor models developed using 5 different machine learning algorithms namely linear regression(LR), K nearest neighbour (KNN), support vector regression(SVR), decision tree(DT) and random forest(RF). Hyper parameter tuning for each algorithm is performed by further splitting training data into train and cross validation dataset. Table 3 provides tuned parameter values and comparison of aforementioned algorithms is performed using mean square error.
To compare above mentioned algorithms, modeling of soft sensor for T₁ is considered and the calculated mean square error values for both train and test datasets are given in Table 4. From this table it is evident that SVR has minimum test MSE followed by RF. However, the difference in train and test MSE for model obtained by RF algorithm has higher variance issue. This issue can be avoided by increasing number of base estimators in RF given higher volume of training data. Due to the constraint of low volume of training data (assumption 2) ensembling algorithms and neural networks are not used for this application. Plot of actual and predicted values by various algorithms is shown in Figure 6 for visual comparison. The prediction by SVR model is very close to actual values of T₁ followed by that of RF and DT. Predicted values of LR and KNN models could not capture peak patterns in T₁ which are captured by other three algorithms. From the above comparative analysis, SVR with RBF (radial basis function) kernel is selected for modeling of soft sensor in SHSs.

### Table 3: Parameter values after hyperparameter tuning

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression</td>
<td>L2 Regularization parameter = 0.1</td>
</tr>
<tr>
<td>K nearest neighbour</td>
<td>Number of nearest neighbour = 50</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Maximum depth = 5</td>
</tr>
<tr>
<td>Random forest</td>
<td>Maximum Depth = 50, Number of estimator = 500</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>Regularization parameter (C) = 10,</td>
</tr>
<tr>
<td></td>
<td>Kernel = “RBF”,</td>
</tr>
<tr>
<td></td>
<td>Kernel coefficient (gamma) = 0.2</td>
</tr>
</tbody>
</table>

### Table 4: MSE values for different ML Algorithms for T₁ Soft Sensor Model

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Linear Regression</th>
<th>KNN</th>
<th>SVR</th>
<th>Decision Tree</th>
<th>Random forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train MSE</td>
<td>0.403</td>
<td>0.214</td>
<td>0.134</td>
<td>0.310</td>
<td>0.111</td>
</tr>
<tr>
<td>Test MSE</td>
<td>0.307</td>
<td>0.306</td>
<td>0.134</td>
<td>0.289</td>
<td>0.236</td>
</tr>
</tbody>
</table>

(a) (b)
Performance of SVR with RBF kernel is superior as it can learn complex nonlinear function by projecting data to higher dimension using Kernel trick. This advantage becomes more significant when amount of training data is limited. Impact of tuning parameters on performance of SVR is shown in Figure 7. Two parameters of SVR with RBF kernel are considered in this analysis. Parameter C is the regularization parameter of SVR, and strength of the regularization is inversely proportional to C. Parameter gamma represents spread of radial basis function. A range of values for C and gamma are selected and a grid search approach is used for parameter tuning. From Figure 7 it is evident that minimum MSE on cross validation data was obtained for C = 10 and gamma = 0.2. Hence a soft sensor model for $T_2$ using SVR with RBF kernel, C = 10 and gamma = 0.2 is developed and plot of actual and predicted value by this model is shown in Figure 8. From this figure it can be observed that predicted values could capture overall trend, however model is not able to capture extremely peak patterns in actual data.

Similar approach is adapted for modeling soft sensors for other measurements/physical sensors and obtained test and train mean square error along with R square values are provided in Table 5.
### Table 5: R Square and MSE values for Different Sensors

<table>
<thead>
<tr>
<th>Physical sensor</th>
<th>Test MSE</th>
<th>Train MSE</th>
<th>Test R square</th>
<th>Train R square</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>0.23</td>
<td>0.13</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>$T_2$</td>
<td>0.15</td>
<td>0.20</td>
<td>0.78</td>
<td>0.80</td>
</tr>
<tr>
<td>$P_1$</td>
<td>0.011</td>
<td>0.008</td>
<td>0.83</td>
<td>0.93</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0.006</td>
<td>0.007</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>$P_3$</td>
<td>0.002</td>
<td>0.001</td>
<td>0.85</td>
<td>0.90</td>
</tr>
<tr>
<td>$F_1$</td>
<td>0.04</td>
<td>0.02</td>
<td>0.746</td>
<td>0.83</td>
</tr>
</tbody>
</table>
Figure 7: Plot of MSE for various Gamma and C values of SVR for 6 Soft Sensor Models
6. CONCLUSIONS

In this study a framework is proposed for developing data driven soft sensor for sample handling system in CEMs. The framework consists of two modules: (i) Data Preprocessing module (ii) Machine learning algorithm evaluation and selection module. In module (ii), 5 machine learning algorithms which includes Linear Regression, KNN, SVR(RBF), Decision Tree and Random Forest are evaluated on industrial data that consists of 6 SHS measurements. From the comparison SVR is found to be better than other methods in predicting the values for all the 6 SHS measurements. The future work would involve exploration of Deep ML approaches and compare their performance against the proposed approach when data availability is not a constraint.
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ABSTRACT

Face Recognition is most used for biometric user authentication that identifies a user based on his or her facial features. The system is in high demand, as it is used by many businesses and employed in many devices such as smartphones and surveillance cameras. However, one frequent problem that is still observed in this user-verification method is its accuracy rate. Numerous approaches and algorithms have been experimented to improve the stated flaw of the system. This research develops one such algorithm that utilizes a combination of two different approaches. Using the concepts from Linear Algebra and computational geometry, the research examines the integration of Principal Component Analysis with Delaunay Triangulation; the method triangulates a set of face landmark points and obtains eigenfaces of the provided images. It compares the algorithm with traditional PCA and discusses the inclusion of different face landmark points to deliver an effective recognition rate.
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1. INTRODUCTION

1.1. Face Recognition and Principal Component Analysis

Face recognition has always been a topic of keen interest for computer vision researchers. It is extensively studied to advance the system's efficiency and minimize errors. Notably, PCA is one of the prominent approaches applied by the researchers to develop user-authentication system; it allows a user to train programs in distinguishing individual faces by providing a set of training and testing data. Using mathematical functions such as Singular Value Decomposition (SVD), the approach obtains eigenvalues and eigenvectors to project an image onto the eigenspace. The projected images, called Eigenfaces, helps to determine the Euclidean distances between the testing and training images, recognizing the training image with the least distance.

According to studies [1] and [2], employing PCA generates fewer errors when comprehensive training data is provided, such as variations in face illumination, expressions, and angles. However, when insufficient data are trained on, this approach fails to retain an accurate recognition rate. In most applications, all imagery data are set to be in a grayscale format with a preferred dimension. Colored images and images with varying dimensions can often be tedious to process leading to increase in computation time.
1.2. Alternate Variants of Principal Component Analysis

To mitigate the limitation of traditional PCA based face recognition, several alternative versions of PCA have been proposed in the past decade. For instance, Article [3] proposes a modular PCA algorithm that divides an image into smaller sub-images which are least affected by variable changes such as a change in pose and illumination. The algorithm implements PCA on these 2 unaltered sub-images. Using the Yale Face, ORL, and UMIST datasets [4], the study concludes an improved efficacy of their proposed algorithm, unaffected by face pose, lighting, and face tilt.

Article [5] examines the implementation of a composite Kernel PCA algorithm which successfully deals with a large training database by outlining the data into high dimension vector space with non-linear transformation. Using the ORL and FERET [4] face database, the algorithm outputs better processing and recognition rates of above 90% for a large sample size but falls short on effective time consumption.

1.3. Other Notable Techniques

Besides PCA, different unique techniques have been executed for the development of a robust face recognition system. In [6], the implementation of Delaunay Triangulation for face verification is discussed. The approach sets the image in a triangular plane where the triangulation would distribute the entirety of the face into normalized triangles. A squared difference between the training and testing image's triangular area is calculated to determine the closest recognized image in the database. The article experiments the technique with 15 frontal, 256 x 256 images, observing an improved recognition rate with illumination and pose change.

Article [7] proposes a novel technique that uses a Radial basis function neural network to acquire the centers of hidden neuron layers for face recognition. From the experimental results using Yale Face, ORL, AR, and LF dataset [4], it shows a clear advantage of combining the firefly algorithm with the neural network that significantly optimizes the feature selection and speeds up the convergence rate. Article [8] proposes an algorithm that utilizes a combination of three different algorithms: Wavelet Transformation, Local Linear Embedding, and Support Vector Machines. The proposed algorithm breaks the face image into four components using wavelet transformation, then uses local linear embedding to analyze the key features of the four components, after which a weighted fusion is determined to perform face recognition. Lastly, SVM will be utilized to train the eigenvectors of the face data and the face classifier class. The algorithm is tested on three different image dataset and the algorithm yields an improved accuracy rate among all the mentioned datasets. However, one key area of improvement needed is to determine a reasonable weight among different face image weights. In the article [9], Gabor filter is used to obtain Gabor amplitude of face images after which Uniform Local Binary Histogram is obtained. Then, a dictionary is implemented using Fisherion criterion and an image is classified using spare representation coding. Using the Yale B and AR image datasets, the amalgamations of all these algorithms yielded an improved recognition rate in variable image environments such as change in lighting, illumination etc.

1.4. PCA integrated with different techniques

Some studies combine PCA with different novel techniques to achieve a better computational and accuracy rate. Namely, researchers at [10] and [11] integrates PCA with Delaunay Triangulation, Fisherface algorithm, and Convolutional Neural Network respectively to provide increased accuracy with minimal time needed for computation.
In [10], a face model is derived by implementing a synthesis of PCA, Delaunay Triangulation, and Fisher face algorithm. It procures the shape and the texture of the face by acquiring key information from both the triangulation of face landmarks and the Fisher faces using PCA. It applies a collection of 22 points for face landmarks. Colored images from the AR database are used for testing the proposed algorithm. It yields an average of 95% and above when a large sample is trained for biometric verification.

In [11], a combination of Color 2D-PCA with Convolutional Neural Network (CNN) is developed which integrates feature extraction of CNN and 2D-PCA into one decision-level fusion. The algorithm uses the CNN model for depth features, and Color 2D-PCA for detailed image color and spatial information. The experiments, conducted using LFW and FRGC database, show a reduced training time and increased accuracy of above 90% for various image noise levels.

### 1.5. Integration of PCA with Delaunay Triangulation

This paper investigates the combination of PCA with Delaunay Triangulation to accomplish an enhancement in the face recognition system. The amalgamation of the two approaches demonstrates a slight improvement in the recognition rate when a certain number of landmarks are employed.

The program acquires a set of training images and converts the given images into a triangular mesh of key face landmark points while also projecting all the images onto the eigenspace. The information is stored in the database by conjoining both the Euclidean distances and the average relative area of the following images, weighing both the values equally. The research draws a comparison between the traditional PCA and three different variations of landmarks in the investigated approach to see which approach and variation produces an improved recognition rate.

The following sections are organized as follows: Delaunay triangulation implementation, Principal Component Analysis, integration of PCA with Delaunay triangulation, experiment and results, and conclusion.

### 2. DELAUNAY TRIANGULATION IMPLEMENTATION

#### 2.1. Introduction and Application

In computational geometry, Delaunay Triangulation refers to the triangulation of a set of distinct points such that no point in the set is inside the circumcircle of any triangle. It maximizes the minimum of angles of the triangles. The triangulation does not occur when the given points are in the same line. The condition that should be met when performing the triangulation, often referred to as the ‘Delaunay condition’, is that the circumcircle of any triangle should have empty interiors.

Figure 1 describes the steps for conducting Delaunay triangulation where a set of point is first plotted. A triangle is drawn using any of the three points, and a circumcircle of the triangle is drawn to check the Delaunay condition. After the condition is satisfied, a triangle is drawn including the leftover point. Once Delaunay condition is satisfied for the second triangle, this mathematical function provides a final triangulation of four points.
In computer vision, Delaunay Triangulation generates a triangular mesh of key face landmark points such as the eyes, nose, mouth, and the shape of the face. Its application underlies within face swapping, face effects seen in social media app filters, and emotion detection [12] based on the triangulation of different expressions. For face recognition, the approach can provide key information about the change in average relative area of the triangulation when different expressions are posed.

2.2. Developed Step-by-Step Implementation of Delaunay Triangulation

- Establish a training dataset for Delaunay.
- Convert all the images in the training dataset into vector to get pixel value information.
- Divide all the image vectors by 255 to simplify the mathematical calculations.
- Find face landmarks from the vectors. There are various techniques to find face landmark points. Some techniques [13] use neural network that train a classifier by feeding numerous images with manual hand drawn face landmarks on numerous faces whereas some techniques find face landmarks by finding a face that minimizes the deviation with its mean shape [14].

- Perform Delaunay Triangulation on the face landmark points. A plethora of different algorithms exists for the triangulation. In this case, the Sweep hull algorithm is used where a sweep-hull is created in an ordered manner by looping over a set of two-dimensional points, connecting the triangles in the visible area of the convex hull.
• Obtain the set of vertices of all the triangles in the triangulation. This can be done by obtaining the simplices of the triangulation.
• Find edge lengths of all the triangles. The equation used for finding an edge length is as follows:

\[ L = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2} \]

where \( L \) is the edge length

• Obtain areas of all the triangles from the previously calculated edge lengths.

\[ S = \frac{L_1 + L_2 + L_3}{2} \]

\[ A = \sqrt{S(S - L_1)(S - L_2)(S - L_3)} \]

where \( S \) is the semi-perimeter, and \( A \) is the area

• Calculate the relative area of each triangular area.

\[ RA = \frac{A_i}{A_{max}} \]

where \( RA \) is the relative area, \( A_i \) is each triangular area, and \( A_{max} \) is the largest area in the triangulation

• Obtain the average relative area of all the relative areas

\[ RA_{avg} = \frac{RA_1 + RA_2 + RA_3 + \cdots + RA_e}{N} \]

where \( N \) is the total number of average relative areas in the triangulation

• Perform Delaunay Triangulation on a test image and acquire its average relative area. Save the average relative area of all the image in the database for error estimation and face comparison.

3. **Principal Component Analysis**

3.1. **Introduction and Application**

Principal Component Analysis (PCA) is a dimensionality reduction method that reduces the dimensionality of a large dataset by transforming the given dataset into a smaller one that contains enough information to represent the large dataset. It is used in many fields such as medical and technological field to analyze a large chunk of data by extracting only the vital information from the data and discounting the surplus data.

In face recognition, the method is used to reduce the dimensions of the pixel value of the image in a manner that, after the reduction, the compressed image should have ample information to represent the majority of the unique features of the image.
3.2. Step by Step Implementation of PCA

The following section elaborates the steps followed in developing PCA.

- Establish a training dataset to perform Principal Component Analysis.
  
  ![Figure 4: Images taken from Yale Face Dataset](image)

- Convert all the images into vectors.

- Find the mean of all the image vectors.
  
  \[ M = \frac{\sum_{i=1}^{n} x_i}{n} \]
  
  where \( M \) is the mean image, \( x_i \) is the individual image, and \( n \) is the total image

  ![Figure 5: Mean face of all images from Figure 4](image)

- Subtract the mean image vector from each individual image vector in the dataset.
  
  \[ I = M - x_i \]
  
  where \( I \) is the subtracted image vector

- Perform Singular Value Decomposition to calculate the eigen vectors and eigen values.
  
  \[ SVD = U \Sigma V^T \]
  
  where \( U \) and \( V^T \) are orthogonal matrix of eigenvector, and \( \Sigma \) is the diagonal matrix of eigenvalues

- For \( k \) best eigen values, reconstruct the image vectors and project them onto the eigen space. In this research, \( k \) is set to 25 for the projection of image vectors onto the eigen space.
Figure 6: Eigenfaces of all images from Figure 4

- Store the information of the eigenfaces in the training database.
- Establish a testing dataset.
- Perform the same steps by converting all the testing images into image vector.
- Subtract the testing image vectors from the training mean image vector.
- Calculate the eigen values and eigenvectors of the subtracted test image vectors.

Figure 7: Reconstructed images for k = 9

- Project the images onto the eigenspace to find the closest image associated with the testing image 7
- Calculate the Euclidean distances of the testing image in the eigenspace with all training images and recognize the image with the least distance

4. **INTEGRATION OF PCA WITH DELAUNAY TRIANGULATION**

The following section discusses the step by step integration of PCA with Delaunay Triangulation.
Perform Delaunay Triangulation on a set of test images and acquire their average relative areas. Calculate the difference between test and training images’ average relative area.

\[
D = \sqrt{(T_{avg}^t - T_{avg}^n)^2}
\]

where D is the positive difference, and \( T_{avg}^t \) and \( T_{avg}^n \) are the average relative areas for test and train image.

Add the Euclidian Distance from PCA and difference from Delaunay Triangulation to acquire the image with least result value.

\[
RV = ED + \frac{D}{0.001}
\]

where RV is the resultant value, ED is the Euclidian distance and D is the difference from the triangulation.

5. EXPERIMENTS AND RESULTS

Three experiments were conducted for testing the traditional PCA with DT (Delaunay Triangulation) integrated PCA. For each experiment, different amount of training and testing images are used. Furthermore, different number of landmark points such as 68, 79 and 194 landmarks as shown in Figure 8, are also used for the triangulation to further test the efficiency of each landmark combination to determine which landmarks work best with the discussed integration.

![Figure 8: Triangulation of different landmarks](image)

5.1. Images used for the Experiment

For all experiments, 135 frontal, 320 x 243 images from the Yale Face dataset are used. Each image is in grayscale format. The dataset contains 9 total variations per individual and the variations are as follows – sleepy, happy, sad, wink, glasses, surprised, left-light, right-light, and
8 normal. The different conditions in the dataset help assess the accuracy of the two approaches being analyzed.

5.2. Variation in Landmarks

The paper tests three different variation in landmarks: 68, 79, and 194 landmarks [Figure 8]. The 68 landmark contains the basic shape of the eyes, nose, and the mouth. The 79 landmark contains only eyes, nose and overall shape of the face. This landmark point help in differentiating individuals if they wear a mask, but is less helpful when comparing faces without mask because of discounting width of the mouth and the location of eyebrows. The 194 landmarks contain detailed landmark points of the eyes, nose, eyebrows, and lips. This can help differentiate other individuals from the depth in eyebrows, distance of the eyes from the nose and such.

5.3. Experiment 1

In experiment 1, 105 images are trained. 7 variant images of each 15 individuals were considered. The remaining images are used for testing. From the results, the recognition rates are improved for DT integrated PCA using 68, 79, and 194 face landmarks.

5.4. Experiment 2

In experiment 2, 75 images are trained on, from which 5 images are variants. The rest of the images are utilized as test images. The recognition rate for DT-PCA 68-L, DT-PCA 194-L is higher comparatively higher than traditional PCA. DT-PCA 194-L, especially, yields a significant improvement out of all the three different variation of landmarks in the integration.

5.5. Experiment 3

In experiment 3, 45 images are trained on, from which 3 image are variants. 90 images are tested. It can be observed that the accuracy of DT-PCA 79-L is less than the traditional PCA. This is because the landmark does not account for expression change and individuals that closely resemble each other in terms of geometrical configuration. This shows that the recognition rate of this landmark combination tends to decrease as less training dataset is provided and therefore, the combination is inefficient for use in the current integration.

<table>
<thead>
<tr>
<th></th>
<th>Traditional PCA</th>
<th>PCA with Delaunay Triangulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>68-L</td>
<td>79-L</td>
</tr>
<tr>
<td>Train – 105</td>
<td>86.7 %</td>
<td>93.3 %</td>
</tr>
<tr>
<td>Test – 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train – 75</td>
<td>85.0 %</td>
<td>88.3 %</td>
</tr>
<tr>
<td>Test – 60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train – 45</td>
<td>82.2 %</td>
<td>87.8 %</td>
</tr>
<tr>
<td>Test – 90</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

On the other hand, DT-PCA 194-L has retained a better percent accuracy compared to the traditional PCA and all the combination of other landmarks. Thus, from the above experiments,
the DT integrated PCA efficiently works with 194 face landmark points as it shows considerable improvement in the accuracy rate compared to the traditional PCA.

6. CONCLUSIONS

Principal Component Analysis can help build a robust face recognition system if it is modified or used with another approach. The algorithm has the level of versatility that enables it to be used with different techniques. This research shows one such example of the combination as it discusses the slight improvement in recognition rates when a DT integrated PCA is utilized. Moreover, the results can be improved further if appropriate face landmarks are used in the integration as seen in the results above. It can be used in an attendance marking system which could clock in and clock out employees or mark a student present or absent for a class. For future work, the face landmark detection could be fine-tuned to detect the very intricate edges of the face to give a detailed statistical view of the face and to acquire a more precise triangulated data. However, there is a trade-off in using face recognition of any approach because factors like image clarity and certain face angle are always going to remain an issue. The system cannot efficiently recognize if there is an overhead or side view of the face and there is always a factor of a person undergoing various sort of surgery that could completely change the look of the face, causing the system to not authenticate the face.
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OBSTACLE AVOIDANCE AND PATH FINDING FOR MOBILE ROBOT NAVIGATION
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ABSTRACT

This paper investigates different methods to detect obstacles ahead of a robot using a camera in the robot, an aerial camera, and an ultrasound sensor. We also explored various efficient path finding methods for the robot to navigate to the target source. Single and multi-iteration angle-based navigation algorithms were developed. The theta-based path finding algorithms were compared with the Dijkstra’s Algorithm and their performance were analyzed.
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1. INTRODUCTION

After a disaster like a hurricane or a tornado has hit and left the area, often the roads are blocked by debris and people can be trapped in the rubble. Additionally, the areas are often littered with dangers that make it unsafe for humans to navigate. Dangers can include live wires in water or unstable foundations. An ideal approach is to use a robot that can autonomously navigate to a target location. A cohesive program is needed with efficient image processing, obstacle avoidance, and path finding algorithms to create a path between the robot and a target.

An autonomous mobile robot is a machine that operates in a partially unknown and unpredictable environment. Mostly, mobile robots are used for surveillance, inspection, and transportation tasks. The robot must operate safely, i.e. it must stay away from hazards such as obstacles or operating conditions dangerous to the robot itself, and it must pose no risk to humans in the vicinity of the robot. For any kind of mobile robots, navigation is a fundamental capability. One of the most challenging tasks for the mobile robot is to understand the information provided through various sensors, which will guide the robot in the environment and reach the destination by avoiding obstacles in the environment. One important task of a mobile robot intelligence program is environment perception and navigation. Environmental perception enables the robot to be aware of its environment.

There are two kinds of navigational environments for the robot to navigate. Completely known Environments and partially known environments. In the completely known environment, the robot knows complete information about all objects in the robot environment before navigation starts. The status of an obstacle is said to be static when its position or orientation are relative to a known and fixed origin that does not change with time. The status of the obstacles in the environment change with time may be in position or orientation or both according to its origin. In this paper, static obstacles are considered.
Robot path planning is the determination of how the robot navigates in the environment to reach its target. The path planning involves computing the collision-free path between two locations. Path planning takes a significant part of the computation time for many simulations, mainly in high time-dependent environments where most of the agents are moving. Path planning is typically performed on one agent at a time.

In general, there are two path planning techniques namely, global and local path planning. In global path planning the complete information about the environment is known, and obstacles should be static. In this approach, the algorithm generates a complete path from the start point to the destination point before the robot starts its motion. Local path planning is done while the robot is moving. The robot needs to change the path if there is a change in the environment. If there are no obstacles in the environment the path would be the straight line. The robot will head straight until it detects an obstacle. If it detects an obstacle, the robot will use path planning algorithm to find a feasible path to reach the target. In our research, the latter approach is employed.

2. RELATED WORK

The following section highlights some of the relevant search work carried out in robot navigation, path finding and obstacle avoidance.

2.1. Driver Assistance System based on Raspberry Pi [1]

This research paper describes how to navigate a robot when there are boundary lines present that can guide the robot. An edge detection is performed, and Hough line transform is applied to detect the lines on a road. These lines are then used to create a frame of reference for the robot to navigate.

2.2. Intelligent Surveillance Robot with Obstacle Avoidance Capabilities Using Neural Networks [2]

This paper explores how neural networks can be used to detect obstacles ahead and then avoid them appropriately. They used a combination of ultrasound sensors and camera. This method has shown great results to avoid obstacles to the right, left, and in the front of the robot.

2.3. A Comprehensive Study on PathFinding Techniques for Robotics and Video Games [3]

Various techniques of path finding algorithms that are being used within the realm of robotics and video games are investigated. This paper reports that using a traditional grid technique, it takes up considerable memory compared to hierarchical techniques that give more accurate representation near obstacles and less detail to large open fields where a lot of processing power is not needed.


This paper highlights the issues of the dynamic environment in robot navigation. The paper details a 2-step approach in which they first use image segmentation to separate different parts of the image. A Balanced Histogram Thresholding was developed to find an optimal thresholding value that divides the image into a foreground and background. Edge detection is used to
partition an image on abrupt changes in intensity between pixels. They also discuss how the Hough line transform method is used to highlight boundary lines.

2.5. Online Aerial Terrain Mapping for Ground Robot Navigation [5]

This research combines UAV (Unmanned aerial vehicle) and UGV (Unmanned ground vehicle) in a coherent system with user access from a ground station. The robots use GPS to track positions relative to each other. Processing is split among 4 computers, 2 being on the drone and the robot, and the other two as the base stations. One computer focuses on telemetry and the other as the mission planner and directly controls the drone. The program initiates by receiving images from the drone, creates an orthomosaic map which is stitched from all the images. The UAV creates a terrain map from which a path finding algorithm is used to create a path the UGV follows. The UGV does a lidar scan and creates an obstacle map and then send commands to motors to turn the robot wheels.

2.6. Shortest Path Finding and Tracking System Based on Dijkstra's Algorithm for Mobile Robot [6]

This research paper explores the Dijkstra’s Algorithm specifically for mobile robot navigation. The research used a car-like robot with front-wheel steering. There were three different classifications of the shortest path algorithm which are single-source shortest path algorithm, single destination shortest path algorithm, and all-pairs shortest path algorithm.

2.7. Deep Learning using Rectified Linear Units (ReLU) [7]

This paper explored the performance of Rectified Linear Units with neural networks. They stated that certain neurons do not get activated properly and eventually die. This will affect the training of the algorithm and can often impede it. However, even with that drawback ReLU generally is seen as an effective method to prevent returning a negative value.

2.8. Image-Based Segmentation of Indoor Corridor Floors for a Mobile Robot [8]

A novel approach was proposed by combining three different parts of the image and using those visual cues to isolate the floor. The method proposed is extremely effective with the algorithm detecting 90% of the wall floor boundary. This algorithm is also optimized well for real time mobile robot navigation. A limitation has been stated if the floor is highly textured it can then become very difficult to detect. This can be a potential problem with carpets being potentially hard to detect.


This paper explored a method where a singular camera is used to navigate outdoor environments. This approach was compared to RTK GP. A 3d map was created to help the robot navigate. The paper states there has been difficulty updating the 3d map as the localization algorithm is not capable of a monitoring dynamic environment efficiently.

2.10. Obstacle Avoidance of Mobile Robot Based on HyperOmni Vision [10]

This research paper combines two approaches which are IDWA (Improved Dynamic Window Approach) and artificial potential field to avoid obstacles. The robot uses a concept of attraction
and repulsion that would create a repulsive force when near an obstacle. This would cause the robot to move out of the way of the obstacle. The robot also establishes a dynamic window and predicts trajectories using the OmniHyper camera.

One approach for robot navigations is to employ an aerial camera to capture images over the targeted area and create a 2D map to trace a path between the robot and the target. A raspberry pi-controlled robot with a camera can be programmed using image processing techniques to identify obstacles and traverse around them. This research paper follows the above-mentioned approach for autonomous robot navigation. Various algorithms are developed in three main areas namely: robot navigation, path finding, and obstacle avoidance. Robot navigation focuses on interpreting the signals as well as processing the information that the robot will receive. The robot is programmed to detect the lines on a road and then calculates a path to navigate to the target. This was done using Hough line transform method. The next portion of the research paper highlights a different path finding techniques that can be used. A neural network model is developed and trained using YOLO object identification system to detect objects encountered in the navigation path. Data from an ultrasound sensor and imagery data from the robot camera are processed for obstacle detection. Combining the techniques of time of flight principle and ray tracing from the camera improves the efficacy of obstacle avoidance. These methods are built on a framework that uses a client-server protocol that allows communication between the robot and a workstation.

The remaining part of this paper is organized as such: robot navigation, path finding, obstacle avoidance, a combination of systems, results, and conclusions followed by references.

3. ROBOT NAVIGATION

In order for the robot to navigate the map and get to the target, a 10-foot by 10-foot square testbed was created with lines the robot needed to follow. These lines lead the robot to the target. A lane keep assist program was developed to run on the workstation and send signals to the raspberry pi robot.

3.1. Lane Keep Assist Algorithm

Figure 1: Lane Keep Assist Process

Figure 1 shows the step by step process in lane keep assist program. In step 1, the program received imagery data or a live stream video from the raspberry pi. After reading the image in step 2, the canny edge detection algorithm is applied to highlight the contours of the lines of the road. In step 3, a Region of Interest (RoI) is identified based on where the lines from the floor are in the image, and it was highlighted and isolated. This is done to reduce the processing time and is important especially for the Hough line transform method. RoI is altered based on changes in the environment. Factors to consider while calibrating the RoI is the width of the road, the height of the camera relative to the ground, and the focal length of the camera. In step 4, the Hough line transform method is used to identify the lines on the image. This returned the endpoints for each line on the floor to guide the robot. In step 5, the distance between the endpoints was calculated
to get the midline of the road. Using the endpoints of the midline, a theta value was calculated for
the robot to make necessary turns following the path. Figure 2 below shows the detection of the
lane and path for the robot to navigate.

![Figure 2: Lane Keep Assist Detections](image)

3.2. Techniques of Angle Based Navigation

**Multi iteration-based theta value:**

In the first step, data from the previous iteration of the endpoints are saved; this has been done by
using a FIFO data structure or a queue. In the second step, after the program passed the data
values from the previous two iterations, the top endpoint and the bottom endpoint of the previous
iteration and the top endpoint of the current iteration are used to calculate the theta value as
shown in Figure 3. Also, note that the top endpoint has an x and y value, however, the program
takes the value from the previous iteration for the top endpoint and writes it over the current
iteration’s y value for the top endpoint. This is done to reduce computing power.

![Figure 3: Diagram for Multi-Iteration theta values](image)

The third step calculates the theta value as shown in equation 1 which combines the distance
values and the law of cosines.

\[
EQ 1: \theta = \cos^{-1} \left( \frac{a^2 + b^2 - c^2}{2ab} \right) \times \frac{180}{\pi}
\]
In the fourth step, the slope of the line is calculated. If the slope is negative the theta value is negative. If the slope is positive, then the theta value is positive. Finally, the calculated theta value is sent back to the raspberry pi.

**Single iteration-based theta value:**

The program takes the endpoint values for the midline and creates a straight line from the x value of the bottom end point.

![Diagram for Single-Iteration theta values](image)

In the fourth step, the slope of the line is calculated. If the slope is negative the theta value is negative. If the slope is positive, then the theta value is positive. Finally, the calculated theta value is sent back to the raspberry pi.

**Single iteration-based theta value:**

The program takes the endpoint values for the midline and creates a straight line from the x value of the bottom end point.

Equation 1 is used once again however different equations are used to find the variables c and b. The variable a however uses the same equation 2.

\[ EQ 2: \ a = \sqrt{(y - u)^2 + (x - v)^2} \]
\[ EQ 3: \ b = \sqrt{(w - u)^2 + (x - v)^2} \]
\[ EQ 4: \ c = w - y \]

The third step is to find the slope needs to be calculated. If the slope is negative, then the theta value is negative. If the slope is positive the theta value is positive. The calculated theta value is sent to the raspberry pi to control the robot.

**3.3. Advantages and Disadvantages of each technique**

The advantages of the multi iteration-based theta value are that it gives the ability for the robot to correct itself when one or both of the lines are not detectable as it can use the previous values to gauge how far the robot has moved out of the line. The advantage of the single iteration-based theta value is that it is much more efficient and faster at returning a theta, something that is important when a robot is moving and needs to make quick decisions. However, the system was not accurate especially when the camera loses sight of one of the lines on the road. A future test is to use a combination of both ideas to retain the accuracy of the multi iteration-based theta value with the simplicity of the single iteration-based theta value. A proposed system can store previous iterations of midline while processing theta values in real-time by using the single iteration theta method. The two systems can verify each other with a margin for error.
3.4. Steering the robot with theta values

Before a mathematical model is developed, an experiment was run to find out how much the robot turns in one second. To find the theta value the robot was placed on a line of tape in the testbed. The robot turned for 1 second, and the tape was placed where the robot turned. A protractor was used to measure by what degree the robot has turned. This was done 5 times to find the average of theta values. This returned the result that the robot turned 23 degrees every second. Therefore, a relationship can be stated that for every degree the robot needs to turn for 0.0435 seconds.

\[ EQ\ 6: \ t = \frac{1}{23} |\theta| \]

An absolute value was used to prevent returning a negative time. After finding the seconds needed to turn, the robot then needs to find which way it will turn. A simple if-else statement is implemented where if the theta value was negative it will turn left but if the theta value was positive it will turn right.

4. Path Finding

Path finding is the method of formulating a path from one spot on the map to another spot on the map. Path finding will enable the program to determine the best path the robot should take to reach the target location. For the pathfinding algorithm originally, a camera was attached to moving platform on top of the area of interest. This moving platform could move in the x, y, and z-direction simulating the changing conditions of an aerial vehicle. Instead, a smartphone camera took a picture which is then sent by email to the workstation. Then the image is manually uploaded to the program. Numerous methods were used and tested keeping in mind of processing power and speed of the program.

4.1. Path finding algorithm using yolo object identification

Figure 6: Block Diagram for theta-based path finding algorithm
In step 1, image data from the smartphone is manually inputted into the program. In step 2, to identify the start and stop positions the YOLO object identification was used. To identify the two objects a training program was run to train the machine learning and adjust the weights. The input nodes for the neural network were the pixels of the image. The algorithm learned by changing the weights of the hidden layers to get the desired outcome. Initially, pictures of the robot were taken to be used as the data set for the training algorithm. However, later on, it was found the algorithm was not identifying the robot consistently. The problem was found that there were not enough images of the robot. Instead, a JavaScript program was run that can download images of the raspberry pi. Then using the new dataset, a new set of weights was calculated that can be used to detect the raspberry pi on top of the robot. The same was then done to the target as well. To train the machine learning algorithm, GPU space was rented for free using Google Collab. The algorithm was trained for the maximum amount of time that google provided for free which was 12 hours. In step 3 once the start and end objects were identified the objects needed to be given a coordinate so a path can be formed.

![Figure 7: shows the theta angle calculation.](image)

In step 4, once the coordinate values are given the path needs to be created for the robot. This was done by creating a straight line between the robot (start point) and the target (end point). Then using trigonometry, the angle theta was calculated to find how far the robot needs to turn to face the target. Once the robot has faced the target the robot went in a straight line until the robot encountered an obstacle which it will navigate around.

### 4.2. Advantages and Disadvantages

One of the big advantages of this method is simplicity. This method requires very little processing power and time is and is easy to code as well. The step which requires the most processing is the YOLO object identification. The process takes less time and processing power than alternatives like Dijkstra’s Algorithm. Additionally, with Dijkstra’s Algorithm, the value returned needed to be interpreted differently as it will not return a theta value which meant that an interpreter needed to be made to convert the values to GPIO signals for the robot to understand.

A major disadvantage of the program is its ability to not detect obstacles and create a path around it. This meant that the robot needed to perform the obstacle avoidance and there were no further redundancies. Also, if a hole was present in the ground it would be difficult for the robot to detect it compared to an overhead camera that can see it. Dijkstra’s Algorithm with Yolo object identification, however, would be able to navigate around a hole.
5. OBSTACLE AVOIDANCE

5.1. Navigating with a ultrasonic sensor

![Block Diagram for obstacle avoidance program](image)

In step 1, sensory data is received to the robot from the ultrasound sensor in the form of distance in cm from the obstacle. In step 2, the robot receives the distance from the robot and will be inputted into the program. In step 3, if the robot encounters an obstacle, the robot will keep moving forward until the obstacle is less than 30 cm away. The robot will then move 30 degrees to the right and then check the distance again to repeat the process.

If the obstacle is 30 cm away still, it will once again turn right by 30 degrees. If the obstacle is still 30 cm away from the robot after 90 degrees of motion. The robot will then turn left 120 degrees. The robot will continue to do the same to the left as well. This process will be repeated. Once the robot has navigated the obstacle the theta value at which the target is saved, and the robot will once again face the target and move straight.

6. HARDWARE

![A sample of experimental set up.](image)

The hardware used as an edge device is the raspberry pi 4b+. This particular model was chosen as it is the fastest raspberry pi. This speed helped greatly in making the program run faster. Another reason this was chosen is so the raspberry pi can act as an edge device that will be able to run its own programs. The robot chosen was Freenove 4WD Smart Car Kit for Raspberry Pi. The robot includes LEDs, speaker, lane detector, 4 motors for the wheels, an ultrasound sensor, and a camera. The lane detector was not used as the camera was used instead to detect lanes. A MacBook 15 inch was used as the workstation. The specification of the MacBook is an intel core i9 and 16 GB of ram. The overhead camera used was from a smartphone. To train any neural networks, google colab was used.

7. COMBINATION OF SYSTEMS

The program used yolo object identification to identify the target and the robot. Afterward, the program acquires the coordinate and calculates the theta between the two objects. The information is sent to the raspberry pi.
7.1. Socket Programming

The program sends the theta value from a server-class running on the workstation to the client that is running on the raspberry pi. The client first established a connection with the server on a specific port. The client will then listen to any data packages coming from the workstation. Once the client has received a package of data from the server, the program on the raspberry pi will start.

Once the theta value has been received, the robot will turn theta degrees to the left or right towards the target and start heading straight. The robot will check the distance sensor to see if an obstacle is detected within 30 cm of the robot. The camera will then be activated, and a picture is taken and further processed. The program will check for the target using Yolo object identification. If a target has not been detected the program returns a null and will navigate around the robot. The robot will then move towards the target and proceed straight, navigating around the obstacle when needed. Once it reaches the target the robot will first identify it using Yolo object identification. Afterward, the robot will stop and flash its LEDs and make a sound indicating that it has finished and reached the target.
8. RESULTS

Comparisons have been made between Dijkstra’s Algorithm and theta-based path finding. Dijkstra’s Algorithm on average takes 0.112 seconds while theta-based pathfinding algorithm took on average about $1.249 \times 10^{-5}$ seconds. Dijkstra’s Algorithm had 108 function calls compared to theta-based path finding had 9 function calls. The program was measured using cProfile which is a library in python. Theta based path finding had a lot less process running which contributed toward the program itself completing much faster. Theta based navigation is good at taking the best of multi computer processing and single computer processing. Since the robot only has to communicate with the workstation once to get the necessary theta value. Once the robot has that information it can navigate through the obstacles. This gives the robot the advantage of being able to utilize the resources of the workstation to find a clear path and also increases the range of the robot while not having to deal with the issue of an unreliable connection to the workstation. However, if there is an uneven surface (example: apit) in the path, the robot would not detect it and would interpret it as an even surface ground. Another disadvantage is that due to the robot performing image processing using the raspberry pi, the reaction time of the robot slows down which can be potentially delay the rescue process in disaster ridden areas.

9. CONCLUSION

The research paper explored various techniques and how these techniques can be used together to form a coherent system. Lane keep assist and theta-based navigation system was developed and differences between single iteration and multi iteration lane keep assist were explored. It was found that with multi iteration the robot can remember its relative place even if one of the lines is not showing however with a single iteration-based system the program can be executed faster which lead to a faster response from the robot and follows the line more accurately. Path finding was another method investigated. A comparison was made between Dijkstra’s Algorithm and a theta-based path finding algorithm where it was found that the theta-based path finding algorithm had a quicker run time which increased responsiveness time.
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ABSTRACT

SCRUM framework is an agile technique that is widely used by development teams in order deliver incremental value to customers and dynamically react to project needs. SCRUM framework might be adapted to conform the development team specificities. In the context of an industry project, we have found that an inexperienced development team frequently faced difficulties with estimating the time needed to complete tasks, which led to missed deadlines in most of the projects. Such problem hampers the risk management and degrades the relationship with the customer. Upon closer analysis, it was identified that the main reason to this issue was the team's inability to breaking down a larger task into smaller sub-tasks and associate a realistic workload to each part. Then, based on traditional techniques, a structured approach to workload estimation was introduced in the SCRUM planning meeting to leverage the team's estimation skill. This approach was implemented in two development projects and increased the accuracy in the estimate defined by the team, yielding realistic schedules and increasing technical visibility.
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1. INTRODUCTION

Novel business models, strategies, technologies, and global transformations have changed the way companies manage their businesses in an increasingly competitive market. This scenario thrives the companies to adopt agile-oriented attitudes in most aspects of their workflow, e.g., project and team management. The search for efficiency in management activities has assumed a fundamental role to overcome daily faced challenges and strengthen success chances. Nevertheless, off-the-shelf strategies frequently were unable to meet all requirements and internal policies of large companies, leading to novel management models.

In a scenario of sustained unpredictability, where projects suffer from constant scope changes, agile methods tend to reflect stakeholders' requirements along the project course. During the last few years, the Scrum framework becomes standard for most companies in the software industry, despite presenting challenges in the planning phase [1]. Another challenge is its dependency on empirical methods based on developers' experience to estimate project tasks accurately. Deriving and estimation tasks from backlog items are complex activities that are even more challenging to inexperienced teams, typically composed of recently graduated professionals with limited industry and software development experience. According to Cerpa et al. [2], Scrum's premises...
contribute to creating high-risk scenarios on projects developed by inexperienced teams since unrealistic schedules may result in unplanned costs that increase the probability of failures.

Another important factor of concern is the alignment with the client's expectations. Software clients typically expect developers to deliver high-quality projects, on the schedule, and at the lowest cost [3]. Most of Scrum's ceremonies are related to these expectations, mainly those designed to create a well-defined product and sprint backlogs. The product backlog is a document that contains all required features of a project that later was refined and collected into the sprint backlog. Inexperienced teams may have difficulty creating the backlogs since it also depends on the ability acquired on previous projects. A delay, or even poorly documented backlogs, can consequently impact the perceived quality associated with project deliveries and the result.

In order to improve workload estimation in inexperienced teams during the development of complex software projects, we designed and evaluated a hybrid agile approach that combines both (i) Scrum agile-oriented principles and (ii) PMBOK (Project Management Body of Knowledge) planning practices. This combination decreases the risk of missing deadlines due to inaccurate workload estimation. In addition to theoretical guidance in designing our approach, we took advantage of the lessons learned on two real-world projects from a large software company with well-defined policies and high client expectations about the development course deliveries.

Our paper is organized as follows: Section 2 presents the background information about traditional, agile, and hybrid project management approaches and discusses related work. Section 3 provides the context of our proposal. Section 4 describes our hybrid model and how it combines both PMBOK and Scrum aspects to produce a structured workload estimation that can be used by inexperienced developers. Section 5 discusses the lessons learned while implementing our model in real-world projects from a sizeable mobile-related software development company. We conclude the paper with a discussion of results and possible avenues for future work in Section 6.

2. RELATED WORK

In the last two decades, agile methods increased their popularity and were established as primary software development methodologies. A large number of efforts [4-7] were focused on studying their application under different circumstances and evaluate their advantages and shortcomings. Felker et al. [8] evaluated the implementation of the Scrum framework for both UX and software development in an undergraduate team without Scrum's previous experiences. Felker et al. describe multiple challenges the team faced, such as difficulty deciding Sprint length, balancing the amount of new functionality and a bug fix in each sprint, and estimating the time required to complete each task. Most of these problems are due to the team's lack of experience with the Scrum framework. To cope with these issues, the authors suggest allocating more time than the team initially suggested for some tasks and planning each task in a detailed fashion.

An approach to deal with estimating effort during planning sessions is to use computational models that automatically predict the required effort. Bilgaiyan et al. [9] review the most relevant works with this common goal and found that most of them use machine learning techniques, such as neural networks and support vector regression. These models can achieve accurate results. However, they require an extra effort of model training and fine-tuning its hyper-parameters. Besides, these approaches do not help an inexperienced team develop the team's skill in estimating task complexity and effort.

Another way to handle the challenges during Scrum implementation is to adapt and modify the standard process. This approach has the advantage of engaging team members in improving the team's deficiencies. Graphenthin et al. [1] facilitates task breakdown by using a meeting room
with four whiteboards. Each board is used to analyze a single aspect, i.e., business, integration, data, and interaction) of a backlog item. Hayata et al. [10] propose a hybrid methodology that uses traditional software life cycle methodologies during the initial (e.g., requirements analysis, documentation) and final (e.g., testing phases of a project), whereas using Scrum for the design and implementation phases. These methods have the advantage of developing a team's skills; however, they add overhead to the usual process, e.g., an interaction room, detailed documentation, and still depend on expert's participation for success, e.g., waterfall practitioners.

In [12], the authors assess review recommenders ensuring expertise during the review, reducing the core team's review workload, and the turnover risk. For this, they implement a recommender system that combines learning and retention; the aware recommenders effectively reduce the risk of turnover. In [13], the authors propose a hypothetical work commitment model to agile programming improvement groups. Utilizing auxiliary condition demonstrating, we found that agile practices lessen work requests (saw remaining task at hand and job vagueness) and backing position assets (saw importance and occupation self-governance). In [14], it is investigated how to improve the information on the best way to quantify productivity being developed groups where many inconstancies may exist because of the human factor. The primary spotlight is on disclosing the entire cycles and analyzing them as far as proficiency and adequacy. Like this, the authors uncover conceivably shrouded expenses and dangers to make remedial moves practically during the product venture life cycle. This work uses PMBOK's Work Breakdown Structure definition to provide a structured approach for workload estimation that can be used by inexperienced developers.

3. FROM SCRUM TO A HYBRID MODEL: TEAM PROFILE

The design of our hybrid model was based on projects that ran in a large mobile-related company that is mainly responsible for customizing the Android Operating System to Latin American countries with the requirements of its clients, e.g., device manufacturers and mobile carriers.

In this experience report, we focused on two projects that were performed during 2019 and were developed by two different developers' teams, as shown in Table 1. Each team was composed of four developers responsible for carrying out all technical activities, with an average of six months of experience in software development, and a member in the Scrum Master's role. As suggested in the Scrum framework, both teams were multidisciplinary and had all the necessary technical skills to carry out all the projects. Another premise was that both teams worked in a self-organized way: themselves defining, within the organization's context and the Scrum structure, how to perform the tasks and how to manage the progress towards the goals agreed with the Product Owners.

Table 1: Overview of different projects using (i) scrum only, (ii) transitioning from scrum to hybrid model, and (iii) hybrid model

<table>
<thead>
<tr>
<th>Project</th>
<th>Team</th>
<th>Project Start Date</th>
<th>Project End Date</th>
<th>Framework/Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project A</td>
<td>1 Scrum Master</td>
<td></td>
<td>+5 Weeks</td>
<td></td>
</tr>
</tbody>
</table>

The first project, hereafter called Project A, consisted of 3 phases, where each one was associated with a release with well-defined functionalities. In July 2019, at the beginning of Project A, the development team defined an initial Sprint backlog that estimated 2 Sprints (4 weeks) to deliver the first project phase. However, during Sprint 1, unforeseen tasks were added to the planned stories, which increased their complexity. This led to the Sprint failure and increased the number
of stories that needed to be completed in Sprint 2 to meet the defined deadline. During the Sprint retrospective, the team could not detect the leading cause of the deadline missing and assumed that increasing working hours would be enough to complete the Sprint 1 remaining tasks and Sprint 2 planned stories. Nevertheless, Sprint 2 occurred, and the did not planed tasks were added to the Sprint, causing another failure. Such behavior led to an increasing of 2 weeks in the first phase and three weeks in the second phase of the project, representing a 50% error in the development team's estimation. In the first two phases, it is possible to observe sufficient technical knowledge to meet the project's development demand. Scrum ceremonies performed according to the recommended guideline, the correct scope definition, task duration, and effort estimates were insufficient.

In this context, we designed a hybrid model to mitigate the workload estimation errors that were typically committed by an inexperienced team of developers. We detail the design of our hybrid model in Section 4. We also considered the lessons learned through the transition of Scrum only to our hybrid project management approach, as illustrated in Table I. Note that, in every transition to the hybrid model, both the scope and schedule of the projects were revised. The revised scopes consisted of product backlog reviews and WBS (Work Breakdown Structure) creations. In comparison, the revised schedules were concerned about the definition, sequencing, and estimation of the tasks.

4. DESIGNING A HYBRID MODEL

Scrum is a framework based on empirical theories of process control. The knowledge comes from both experience and evidence manners, and their progress is formed on observations of reality, thus generating a solid premise that the team needs to be multidisciplinary and formed by experienced people.

Chow et al. [11] surveyed multiple software projects and concluded that agile techniques are one of the critical factors for project success. Thus, our goal designing a hybrid model was two-fold: i) Minimize the changes to the Scrum guidelines that were necessary to cope with the team’s inexperience in order to retain Scrum’s advantages and ii) improve the team’s estimation skill so that, eventually, the team was capable of returning to Scrum original guidelines.

Therefore, our proposal consists of using concepts from the PMBOK, a globally recognized guide to the best practices in project management, and applying it to the agile-oriented principles and ceremonies of the Scrum Framework to design a hybrid project management model offers a structured workload estimation to inexperienced developers. By combining both PMBOK and Scrum, we aimed to provide a more elaborated project scope by using SCRUM best practices during initial phases, e.g., Initiation and Planning, and Scrum ceremonies during execution, as shown in Figure 1.

![Model Lifecycle with PMBOK and SCRUM.](image-url)
Our hybrid model combines both (i) PMBOK best practices of project management during initial phases with (ii) Scrum agile-oriented principles and ceremonies of execution to provide a structured approach for workload estimation that can effectively assist teams of inexperienced developers. An essential aspect of our proposal is that it prevents the definition of workload without ensuring the correct task prioritization and knowledge of critical paths that are not under the development team's responsibility, which is difficult to promise on empirical methods of estimates when conducted by inexperienced teams. A concern while designing the hybrid model was to maintain Scrum's premises, such as:

1. not bureaucratizing the process.
2. not excessively and unnecessarily documenting, and
3. not creating or using unnecessary processes to avoid adding slowness to the project's execution is a commonly criticized aspect of traditional methodologies.

In this context, our hybrid model attempts to avoid traditional project management's main disadvantages that are often so bureaucratic that a project's requirements may change even before development begins [12]. To refine our approach, we also considered the lessons learned through the transition of Scrum only to our hybrid project management model, as illustrated in Table 1. Note that, in every transition to the hybrid approach, both the project's scope and schedule were revisited. The revised scopes consisted of product backlog reviews and WBS creations. Simultaneously, the revised schedules were concerned about the definition, sequencing, and estimation of the tasks.

As depicted in Figure 2, our hybrid model implements a set of tools and techniques suggested by PMBOK during the Planning Phase to ensure a more reliable project scope definition by structuring the (i) scoping and (ii) schedule generation processes:

1. **Work Breakdown Structure (WBS) Creation:** developed to establish a common understanding of the project scope by creating a decomposition of the work into easily manageable parts called work packages, estimated with further exactness.
2. **Activities Definition:** creates the activities list (the work packages broken down into the activities needed to produce them) and the list of activity attributes (information related to the activities). These activities can be considered as actions that need to be performed to execute each work package.
3. **Activities Sequencing:** Studies of the relationship between project activities determine the logical Sequence that serves as the basis for the project schedule.
4. **Activities Duration Estimation:** estimates the duration of each activity based on a three-point method (PERT), i.e., the best-case, most likely, and worst-case estimates.

![Figure 2: Set of tools and techniques suggests by PMBOK that are implemented in our hybrid model to provide a structured approach for workload estimation.](image-url)
The designed model provides a structured approach to planning sessions while the remaining Scrum ceremonies (daily meeting, sprint review, and sprint retrospective) are performed without changes. The team does not need to have an extensive knowledge of PMBOK to apply these changes. Besides, given that PMBOK is a widely known process management guide, many companies may use existing collaborator knowledge to leverage such a hybrid model.

5. LESSON LEARNED

We applied the hybrid model in the phase 3 of the Project A. During the planning meeting, the WBS creation activities definition helped the team in obtaining a more detailed vision of required tasks, whereas activities sequencing helped them visualize inter-dependency among tasks that were not obvious at first sight. The PERT approach to effort estimation also assisted the team by leading them into thinking of all possible scenarios.

Using this model, the team estimated this project phase would require 5 weeks (3 sprints) to be completed. The team was able to meet the planned deadline and no additional tasks were observed during this period. In contrast to the observed in previous phases of the project, we noted that the designed model helped to leverage the team's estimation skill and yield planning sessions with improved accuracy.

The same pattern of task underestimation was observed in another development project, hereafter called Project A. After consecutive sprint failures and unforeseen tasks being added to the sprint, when there were 5 weeks remaining until the next release, it was clear that the project would miss its initial deadline. The hybrid model was applied to generate a new deadline and improve the detailing of product backlog and estimates. During the planning session, the team anticipated unforeseen tasks and interdependence, and estimated that it would require 10 weeks to complete the remaining stories. The team was able to meet the new deadline with only a few tasks being added to the sprints.

By combining (i) the best practices suggested by the PMBOK Guide for task definition and estimation and (ii) the Scrum agile-oriented principles and ceremonies, we notice that our hybrid model was able to effectively provide a more elaborate project scope during the initial phases of Initiation and Planning.

We also observed that our hybrid model helps to verify that companies with agile-oriented environments can benefit from the use of more traditional concepts brought by the PMBOK Guide without having to necessarily ignore the SCRUM's dynamism, thus being able to add a layer of maturity to the planning stage of the projects by eliminating the necessity to have self-managed and experienced teams.

Another important gain was to provide a win-win model for the team, in which the technical members can improve their task estimation skills in a structured approach, with no need of an external tool for effort estimation such as those discussed in Section 2. On the other hand, the Project Manager can benefit from mature and precise planning that guides the development team into producing within an agile structure.

6. CONCLUSIONS

This work addressed the challenge of accurately estimate effort during the Scrum planning meeting when there are no experts in the development team. We presented a hybrid project management model that assists inexperienced teams in workload estimation and minimizes the
risk of missing deadlines. This model was implemented in two real-world software projects, and it was effective in improving the accuracy of effort estimation. We evaluated that traditional software development models can be useful in tackling Scrum challenges in a structured way and might be reproduced by other teams with similar issues. Besides improved accuracy, we also observed that this hybrid model retains Scrum qualities, such as dynamism and teams’ autonomy, whereas developing teams’ estimation skills leads to increasingly accurate planning meetings. Finally, another contribution was the understanding that new hybrid approaches to project management can be built and used to meet the most diverse demands, without needing to be limited to a single software development model.

In the future, we intend (i) to study how our model copes with developing a team of inexperienced developers in the long-term; (ii) to combine the PMNOK with other agile methodologies, for example, Extreme Programming-XP; (iii) validate our model with others contexts of applications and companies.
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