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Preface

The 9th International Conference of Security, Privacy and Trust Management (SPTM 2021), April 24 - 25, 2021, Copenhagen, Denmark, 7th International Conference on Image Processing and Pattern Recognition (IPPR 2021), 8th International Conference on Computer Science and Information Technology (CSIT 2021) and 2nd International Conference on Big Data and Applications (BDAP 2021) was collocated with 9th International Conference of Security, Privacy and Trust Management (SPTM 2021). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The SPTM 2021, IPPR 2021, CSIT 2021 and BDAP 2021 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.

In closing, SPTM 2021, IPPR 2021, CSIT 2021 and BDAP 2021 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the SPTM 2021, IPPR 2021, CSIT 2021 and BDAP 2021.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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Role-Based Embedded Domain-Specific Language for Collaborative Multi-Agent Systems through Blockchain Technology

Orçun Oruç

TU Dresden, Software Technology Group, Nöthnitzer Straße 46, 01187, Dresden

Abstract. Multi-agent systems have evolved with their complexities over the past few decades. To create multi-agent systems, developers should understand the design, analysis, and implementation together. Agent-oriented software engineering applies best practices through mainly software agents with abstraction levels in the multi-agent systems. However, abstraction levels take a considerable amount of time due to the design complexity and adversity of the analysis phase before implementing them. Moreover, trust and security of multi-agent systems have never been detailed in the design and analysis phase even though the implementation of trust and security on the tamper-proof data are necessary for developers. Nonetheless, object-oriented programming is the right way to do it, when implementing complex software agents, one of the major problems is that the object-oriented programming approach still has a complex process-interaction and a burden of event-goal combination to represent actions by multi-agents. Designated roles with their relationships, invariants, and constraints of roles can be constructed based on blockchain contracts between agents. Furthermore, in the case of new agents who participate in an agent network, decentralization and transparency are two key parameters, which agents can exchange trusted information and reach a consensus aspect of roles. This study will take the software agent development as a whole with analysis, design, and development with role-object pattern in terms of smart contract applications. In this paper, we aim to propose a role-based domain-specific language that enables smart contracts which can be used in agent-oriented frameworks. Furthermore, we would like to refer to methodology, results of the research, and case study to enlighten readers in a better way. Finally, we summarize findings and highlight the main research points by inferencing in the conclusion section.

Keywords: Software agents, Domain-specific languages, Blockchain technology, Smart contracts, Role-based programming languages.

1 Introduction

Agent-oriented programming (AOP) can be considered as a subset of object-oriented programming by showing the state of an object with human-like features such as belief, desire, intentions, and goals. Moreover, an agent should be in the interaction with other agents, in this way, agents are able to play roles as human-being does. AOP specializes the object-oriented programming methodology by fixing state and
modules (called agents) to consist of features that are coming from agent behaviors \[1\]. Besides, agents can handle the message passing between other agents internally.

Agent-based systems have changed their characteristics over the past few decades aspect of design, analysis, and implementation. Although one can find out the difficulty of exact definition in terms of the multi-agent system, multi-agent systems are used broadly in the application areas such as supply chain management, distributed systems, smart grids, robotic motion planning. Multi-agent systems are strongly dependent on contexts and roles. Each agent plays a role and it has a minimal set of attributes that represents the environment. Moreover, agents should have behaviors that are, in essence, related to implementing deterministic or nondeterministic behaviors of an agent that operate a role that can be in sequential order, cyclic order, or parallel order.

Agents must be in a relationship with external trusted parties to provide privacy and consistency in multi-agent systems. However, the trust was mostly provided by different logic interpretations and cumbersome ontological definitions in multi-agent systems. Blockchain technology offers a credible and private data pool that can be used with programmable contracts (smart contracts) as a shared database. As we solved the credibility problem with blockchain technology, we can enforce the data layer security, which is vital for data-driven multi-agent system communication, by implementing smart contracts on the application layer of the blockchain protocol. A smart contract is a piece of code that is stored on a blockchain by triggering coin-based transactions with saved data and which reads and writes data in a blockchain database \[1\]. In addition, smart contracts can ensure the testability of role features, secure transactions within the blockchain database, and separation of the business logic (model) and application logic (system architecture).

Role-based programming can be integrated into the agent concept, which is useful to reduce the complexity of the agent system design by categorizing the roles played by agents and describing the collaboration among agents \[2\]. We should consider equally grouping roles together in a collaborative relation or a compartment. Roles are essentially defining context-oriented software, which is an explicit data model of roles or objects that combine conditions, activated relationships of roles, and deactivate relationships of roles \[3\]. For instance, an agent may produce different results under different contexts, hence the given agent behaves differently in a specified environment or a collaborative agent simulation.

Compartments belong to the research of the Compartment Role Object Model (CROM) that establishes subtypes of natural types and relationship types between combined roles \[4\]. CROM combines the behavioral, relational, and context-dependent nature of roles in a common framework \[4\]. It is a research project that points out a framework for conceptual modeling that incorporates roles, graphical

modeling language, and a set-based formalization of roles, which has been conducted by TU Dresden Software Technology [4].

Roles can make the design of multi-agent systems easier by implementing the composition of role attributes, role invariants, role methods, and binding-interfaces. The difference between roles and objects is whether or not the roles can move hosts that exist in an environment [5]. Role-based software agents are related to context-aware multi-agent systems. Context is any information that is accessible to the program, where an entity is a person, place, or another agent that is considered relevant to the determination of behavioral variations [6]. Agents can dynamically collaborate with roles, create coalitions of trusted partners as an effective mechanism to communicate with service requestors, find services requested by them, and determine trusted services and provide services to the applicants without violating the privacy of the predefined environment [7]. A domain-specific language in an agent-oriented language can map abstraction of role-compartment to particular composition in an agent-oriented architecture. By adding design-by-contract language such as Solidity, agent-oriented language can assure role constraints regarding role-compartments.

1.1 Research Problem

Principally, multi-agent systems have been used as a software design methodology for software application problems over a few decades. Frameworks and agent communication languages that were proposed are still hard to understand and use effectively in a decentralized and centralized network. Lack of standardization in the area of analysis, design, and implementation increases software design complexity as we plan to deploy decentralized agents.

Agent communication languages such as KQML, KIF, FIPA-ACL, AgentSpeak, and major agent deployment frameworks JADE [8], JADEX [9], JASON [10], GOAL [11], JACK Framework [12], JaCaMo [13], 3APL [14], and 2APL [15] do not offer any solution for privacy, security, and trust at the level of deployment of agents. Furthermore, a variety of these languages creates a burden for language mapping. Moreover, previous solutions have no practical design-by-contract approach so as to establish the goals and actions of agents.

Researchers who deal with multi-agent systems still offer limited modeling solutions for the aforementioned problems. A domain-specific modeling language that merges general-purpose language, agent communication language, and blockchain-based design-by-contract language can make the developers’ and researchers’ life easier and we can map roles and goals at the analysis phase to the deployment phase through smart contract language.

Thus, current challenges of the programming aspect of the multi-agent systems lead us to create a new approach and a solution as we named role-based blockchain-enabled domain-specific language for collaborative multi-agent systems.
To conclude up regarding the research problem, we have defined research questions (RQ) as below:

- **RQ1**: Can a domain-specific language that comprises the main features of agent communication language, agent framework, and smart contract language be created?
- **RQ2**: How can roles, goals, and compartments be implemented with the domain-specific language?

### 1.2 Motivation and Challenges

The main motivation of this study is to create a goal-driven (so-called cognitive) agent-oriented language with blockchain technology to provide goals, desires, and intentions in multi-agent systems. The current challenges of programming in multi-agent systems lead us to create a new approach and solution in order to solve the aforementioned problems in the Introduction section.

- Multi-agent systems or swarm management should assign trust and privacy levels for new agents that consist of roles, goals, and plans to increase efficiency in the network.
- Multi-agent systems should ensure trust and privacy in data-driven domains. A human operator or an external participant should see it as a black-box process.
- System planning with the belief-desire-intention reasoning engine suffers the vulnerability of critical decisions. Such decisions may be capabilities, role assignment between agents, limitations of follower agents, and leader agents while changing positions.
- Protection against malicious agents is dependent on mostly language virtual machine environments. A developer should know the specifications of a language that relies on a virtual machine such as Java, which is a cumbersome and error-prone task. If an agent is allowed to communicate with external agents, the smart contract can alleviate the complexity of the security task.

### 1.3 Outline of Objectives and Contributions

**Goal**: The main goal of the present study is to implement a domain-specific language to demonstrate role constraints, types, invariants, and relationships using design-by-contracts, which can be done by external blockchain programming language such as smart contracts, with a secured and trusted environment for software agents.

**Objectives**:

- Identify existing roles from Compartment Role Object Model (CROM) in the context of compartments.
– Mapping from natural types, role types, compartment types, and relationship
types to the data structures to a smart contract language such as Solidity. We
would like to write a code generator from a general-purpose language to create
a smart contract language so that we will have a common language with the
agent-oriented programming language.
– Implementing role-definition to agent containers because entities can be bounded
to devices on which agents are able to move, create, and deploy.
– Defining collaborative goal-driven roles for agents themselves that reside in
agent containers.
– At the implementation phase, we defined the above-mentioned roles’ and goals’
specifications in a smart contract language for design-by-contract to combine
with an agent-oriented programming framework.
– If we have enough time in the course of Ph.D., we will deploy a real multi-agent
system such as a multi-agent unmanned air vehicle or robotic arm collaboration.

We will contribute to different aspects inducting from different research ar-
eas such as smart contract programming in the blockchain, multi-agent system
development frameworks and communication languages, and decentralized agent
networking. We have listed our conceivable contributions in this study:

– We introduce a new role-based agent-oriented domain-specific language that is
capable to use blockchain technology at the application layer through smart
contracts.
– We will evaluate the new language with existing agent-oriented languages aspect
of performance, usability, fault tolerance, adaptability, and cost of communica-
tion between agents.
– We will reduce the overhead of software agent design, analysis, and implementation
for the belief-desire-intention framework by proposed domain-specific lan-
guage.

2 Background

Although software agents are not a new concept, there has not been found specific
definition regarding what exactly should be. In essence, an agent can be either
physical, software-based, or a combination of them. This kind of feature brought
us to define that the software agents must be in a new category. In this study, we
will implement software agents with role-oriented programming that works with
role-constraints, role-invariants, role-relationship, and compartments using smart
contracts in blockchain technology.

Role-based systems are autonomic systems, which means that the role-based
multi-agent systems design planned capabilities and collaborative skills to delegate
tasks to components [10]. Roles are an abstract concept of objects that can be
transferable between software agents; however, liveness is much longer than an object. Moreover, roles can have compartments that consist of states of roles, contexts in a software agent, and events. A software agent can connect with other software agents. While an agent is transferring a message to other agents, it should have two unique features which are:

- **Self-awareness**: States and context can be adaptable according to the environment. Software agents should adjust their contexts according to the environment.
- **Self-configuring**: When a new software agent has joined into the network, the agent should configure and reconfigure itself.

Context-dependency refers to the self-awareness and self-configuring definitions to provide agent awareness in a dynamic and high-flexible environment in multi-agent systems. Roles can be assigned to a specialized context and one can use multiple contexts in multiple compartments. Since contexts are strictly bounded by runtime evaluation, design-by-contract can be more useful than test-driven development which is the compile-time metaprogramming feature.

The idea of usability of the blockchain technology for multi-agent systems will be tested and implemented with this study. Commonly, trust and privacy should be provided by external components, application programming interfaces, or other intrusive technologies. In this study, we want to implement the application layer of blockchain so that one can easily employ a multi-agent system in a non-intrusive secure decentralized computing platform.

Design-by-Contract (DbC) is a software testing and correctness methodology. Principally, it uses preconditions, postconditions, asserts statements, and invariants. However, general-purpose language-based creates heavyweight code dependency while realizing the design-by-contract approach. A domain-specific language for this purpose is an elegant way to implement unit testing with test-driven development. In the aspect of the multi-agent systems, contracts may have states and changeable contexts so that developers can apply the design-by-contract into the blockchain-based domain-specific language. Actually, this programming approach is called defensive programming, because the application is responsible for figuring out what has occurred an error in postconditions or preconditions. For instance, when an agent planned a goal in a collaborative relationship, we should decide assumptions (precondition) and the effect of these assumptions (postcondition) that are valid. In this case, the effect should be the agent’s goals. If the procedure that has been defined as a precondition is executed correctly, then it will terminate successfully to complete the given goal as achieved. Normally, there are a couple of ways to do it, but we will use Solidity stateful blockchain language to do so.

Embedded domain-specific language stands for incorporating a domain-specific language in a general-purpose language such as Java, Scala, or Kotlin. Despite that
it restricts language extensibility, in this study, we will use the advantage of a host language such as annotation-based code generation, runtime, or compile-time metaprogramming.

Last but not least, even though the solution consists of different types of languages such as an agent communication language, general-purpose language, and smart contract language, we believe that the embedded domain-specific language can ensure the design and analysis, and implementation layer compact in terms of agent deployment. We will reduce the complexity of the design, analysis, and implementation layer as much as possible and also maintain existing agent-oriented programming languages at the implementation layer.

3 Methodology and Expected Outcome

In the Ph.D. journey, we will focus on the different domain-specific language approaches. To this end, we will use the simplified methodology called Prometheus methodology as shown in Fig. 1. We will separate the research into layers to create a simple application.
In the Analysis Layer, we should define domain entities and roles regarding the application. This will be likely a planning phase for large-scale applications when each agent involves in the network, there will be a dynamic model to create roles, goals, and domain entities. This step is a necessity to abstract computation behavior for realizing as software agents or programs. In the analysis layer, we need to implement the role-object pattern for agent applications because role-oriented languages have no direct connection with object-oriented applications.

We will design the agent features without considering the environment that is uncertain, unpredictable, time-sensitive, and highly dynamic. Having identified these abstraction characters of the planned environment, let us give a desirable definition of agents to perform in the implementation layer. The design and Analysis layer is a kind of requirement engineering phase because we should understand and specify the requirements of the given environment through a dynamic model. As shown in Figure 1, we can assign rules, activities, and perception features with an agent object so that we can implement role-oriented programming features such as constraints and relationships between agents. Agent rules can be assigned with beliefs (Information about the environment) and desires (agent’s wishes), which means that the agent can define objectives by starting from an internal state to accomplish a goal.

Deployment of a software agent contains fundamental features such as communication languages, software components, users, hardware elements connecting to software agents. The deployment layer is closely related to the implementation layer of software agents, which is why practical frameworks follow up the design pattern that provides a recurring solution in a particular design problem. Design patterns such as Belief-Desire-Intention (BDI) or Reactive Agent Frameworks have no restrictive specifications and it has not been implemented with the design-by-contract approach. However, most of the agent-oriented practical frameworks have followed the BDI approach, but agent frameworks do not have to be dependent on the BDI approach. Agents should be synchronized with behaviors that show concurrent operations such as atomicity, thread prioritization, and lock-based synchronization.

As shown in Figure 1, agents may have interaction with a database in order to keep data in persistent storage. Blockchain technology provides smart contracts (programmable code snippets that work in the blockchain database) and database functionality in a deterministic way. Determinism means that a copy of a particular blockchain database should work in the exact same way in another environment. The database can accept stateful (Turing complete) or stateless (non-Turing complete) smart contracts to operate transactions from agent applications. Once an agent triggered action, the action performs a transaction into the blockchain database. Security and privacy of agent smart contracts can be provided by Merkle trees that present zero-knowledge proof and verifiable data structure.
Agent-Oriented Libraries and Frameworks can be applied to role-object pattern in order to connect between agents’s and roles’ world. In this proposal, we implement role and natural types in a stateful contract with a contract wrapper as below:

4 Proposed Solutions

![Fig. 2. System Architecture of Role-based Blockchain Enabled Language](image)

In order to ensure all kinds of functionalities in Figure 2, we create a domain-specific language runtime interpreter with existing technologies. In the first step of implementation of the proposed language, we would like to focus on a stateful contract language, which is called Solidity, Agentspeak with Jason, and parser generator such as Another Tool for Language Recognition (ANTLR). We are planning to do language translation with various technologies such as ANTLR so that we will create the Abstract Syntax Tree to transform into the Concrete Syntax Tree. Due to the nature of agent-oriented programming, it seems to have a necessity of runtime-metaprogramming, which is allowing us to generate code from meta-objects at the runtime, we might have a solution with compile-time metaprogramming. In this case, one of the biggest challenges is to select general-purpose language because the language can identify annotations either is in a runtime-time or compile-time role type checking.
Fig. 3. Code Snippet from Role-Object Pattern in a Stateful Smart Contract

```java
public static final String FUNC_ADDROLES = "addRoles";
public static final String FUNC_GETADDRESSES = "getAddresses";
public static final String FUNC_GETALIAS = "getAlias";
public static final String FUNC_REMOVEROLES = "removeRoles";

public RemoteFunctionCall<TransactionReceipt> addRoles(String addr, String aliases) {
    final org.web3j.abi.datatypes.Function function = new org.web3j.abi.datatypes.Function(
            FUNC_ADDROLES,
            Arrays.asList(new org.web3j.abi.datatypes.Address(160, addr),
            new org.web3j.abi.datatypes.Utf8String(aliases)),
            Collections.<TypeReference<?>>emptyList());
    return executeRemoteCallTransaction(function);
}

function addRoles(address addr, string memory aliases) public {
    _addresses[msg.sender].push(addr);
    _roleAliases[msg.sender][addr] = aliases;
}
```

Fig. 4. Data from the Merkle Hash Tree in the Blockchain

```
private final static String PRIVATE_KEY = "d9c5e395978994db552a4486d192e011bd575f8018178a811ceb010ea81f21";
// TODO: Generate a new
private final static BigInteger GAS_LIMIT = BigInteger.valueOf(6721975);
private final static BigInteger GAS_PRICE = BigInteger.valueOf(20000000000L);
private final static String RECIPIENT = "0xd0d207a94a527446c1e9ac5f5009f8515dea8f1n" +
```
The red rectangle in Figure 3 shows the address aliases that have been specified for smart contract functions need to call contract wrappers that were written in a general-purpose language. The blue rectangle in Figure 3 shows a procedure from a stateful smart contract that adds address and provides constraints checking. The green rectangle in Figure 3 demonstrates a contract wrapper in a general-purpose language in order to control contract address from Java language. In this example, we would like to simulate role attributes by adding role types into a smart contract. Role types and natural types can be represented in the object-oriented data structures and we can use smart contract addresses in order for reaching out to contracts in the blockchain consensus network. Smart contracts provide trust and security because the data will be shown as below in Figure 4. TX value represents a transaction in the blockchain that has been processed by one of the smart contracts. Private keys are assigned to accounts as shown in Figure 4 and developers can use accounts like a shared memory to realize limited concurrent applications. In the end, all values are in a Merkle tree through the hashed data structure. Moreover, one of the important security features of a distributed system is the single point of failure can be prevented by gas costs. A typical gas cost consists of an operation and a transaction cost that can prevent the consumption of general system resources to the end.

5 Limitations

In this section, we will list our limitations regarding the process of writing the thesis.

- We will present examples regarding autonomous and collaboration features. In context with collaboration, supply chain simulation between participants would be enough. As for the autonomous feature, robotic motion planning can be simulated with our proposal.
- We will focus on the existing meta-model such as CROM for specifying communicative entity types. In the context of CROM research, we will follow the guideline regarding roles and compartments that have been specified before.
- We will develop an application based on a stateful smart contract language such as Solidity the following design-by-contract approach that interacts with different agents in the context of role-oriented programming.
- This research is limited to the KQML and FIPA agent communication languages and it does not comprise stateless blockchain language. Due to the nature of the stateless blockchain language, it does not purely suitable for the object-oriented approach.
- As for ontological representation, semantic heterogeneity between agent-oriented frameworks will not be taken into consideration. So we basically will handle existing ontologies and will not advance to ontology engineering.
6 State of the Art

When we conduct a literature review, we have been investigated the following two literature research questions (LRQ):

- **LRQ 1**: How can Blockchain and Multi-agent System improve each other?
- **LRQ 2**: How does role-based programming affect collaborative multi-agent systems?
- **LRQ 3**: Can the context of agents be an affiliated aspect of role-oriented programming through blockchain technology in multi-agent systems?

ALAADIN is one of the oldest metamodels to define models of organizations for agents and this model defines a very simple description of coordination and negation schema [18]. The authors determine that the role is an abstract representation of an agent or service function within a group. Groups are a set of features that behave as an atomic entity so that an agent dynamically joins, creates, or leaves groups [19].

When we focus on behavioral roles for agent interaction, (Cabri et al. 2003) proposed that an agent system defines a role as a set of capabilities and expected behaviors. BRAIN is an approach that covers a role-based interaction model, where agents’ interactions and behaviors are embedded in roles [19]. Moreover, they achieved and advise to realize agent-oriented features, separation of concerns, and reuse of solutions [20]. To describe agents semantically, they defined a language called XRole that exploits built-up definitions of roles. These definitions consist of name, description, addresses, role description, and contents of the agents with relational features such as MinOccurs and MaxOccurs. RoleSystem is an interaction infrastructure that implements the model of BRAIN [21]. Roles defined by XRole can be read by humans as well as by agents and tools [21]. The RoleSystem provides two main components which are: reqRegistration, to register an agent in the system with a specified role; searchForRoleAgent, to search for agents playing a given role between agents and server agents [21].

The planning capability of multi-agent systems is one of the key features that the blockchain should take care of it. After assigning roles, plan execution of the multi-agent systems should complete distributed ordering actions. To do so, a smart contract can be used which are essentially collections of distributed code and data representing some business logic that works with the blockchain distributed consensus protocols [22]. The main idea of this paper is to coordinate the steps of multi-agents through the smart contracts aspect of distributed plan execution. In this plan execution, multiple smart contracts can be used such as oracle contract, which is allowing to exploits data in the off-chain storage, or contract of preconditions and postconditions to provide the design-by-contract pattern.

Gaia is one of the methodologies at the design and analysis phases in multi-agent systems. The main goal of this methodology is to model multi-agent systems for an
organization where different roles interact \cite{19}. The Gaia methodology defines the features of roles as below:

- **Responsibilities**: They specify the functionalities of agents that play roles.
- **Permissions**: They are a set of rights associated with roles in which agents play.
- **Activities**: Internal computation of an agent. This does not take into consideration the relationship between agents.
- **Protocols**: This is related to interaction roles indicating agent-to-agent communication.

The role-based evolutionary programming (RoleEP) presents cooperative mobile agents to collaborate in achieving a common goal \cite{19}. The authors of RoleEP state that an object becomes an agent by binding itself to a role that is defined in a dynamic environment \cite{5}. The authors have defined the basic concept as below \cite{5}.

- **Environment**: An environment is composed of environment attributes, methods of environment, and roles.
- **Roles**: A role, which can move between hosts that exist in an environment, contains role attributes, role methods, and binding interfaces.
- **Objects**: An object, which cannot move between hosts, is composed of attributes and methods.
- **Agents**: An object or mental identity that binds itself with some roles and acquires traveling/collaboration functions.
- **Binding Interface**: A binding interface, which looks like an abstract method interface, is used when an object binds itself with a role.

Implementation of a domain-specific language may have metamodel design paths at the level of M1 (User Model), M2 (Unified Modeling Language), M3 (Meta Object Facility). For instance, AgentDSL is a domain-specific language for crosscutting concerns for agents, which is supporting aspect-oriented programming, and non-crosscutting concerns \cite{23}. The authors of AgentDSL defines a code generator that maps abstractions.

### 7 Research Plan

During this research, we will try to answer the research questions that we have asked in the Research Problem.

- In the first year, we will deal with the design and analysis phase from the previous studies that have been conducted by various researchers from the department of Role-based software infrastructures for continuous-context-sensitive-systems (ROSI) at TU Dresden. Roles, compartments, negotiation, and collaboration parameters will be defined and domains of case studies may expand or narrow down.
In the second year, the design of agent architecture, topology, and sample applications of the domain-specific language will be proposed. A prototype will be shown in accordance with the supervisorship’ requirements.

In the third year, the implementation layer will be completely finished, and then we will agree on a final version of the thesis with the supervisor. If we have enough time at this stage of the research, we will develop the implementation further for the practical solution with regard to the robotic applications.

At the end of our Ph.D. journey, it is believed that developers or experts can implement role-based agent-oriented applications in the blockchain network by having an embedded domain-specific language.

The complexity of this research can easily increase because a couple of approaches should be used in the end. However, we have limited the approach with collaborative software agents either can work on hardware solutions or enterprise applications.

8 Case Study

Manufacturing scheduling is the process of assignment of timing for order, manufacturing, and delivery. So we should provide a good quality per unit and the number of units should be maximized per slot in the production line. At the same time, we need to minimize the waste of resource requirements and potential failures. Moreover, the designed system sometimes collaborates with human operators because they need to get involved in some complex problems by collaborating with robotic cells [24].

Another case study that we want to focus on the collaborative multi robots scenario. Let us assume we have two robot agents and a human agent. The human agent should work with two robot agents. The first robot agent will do actions picking material from an assembly line, finding the next slot, dropping the material, and moving towards a new position, respectively. So the second robot agent will just do action welding with the material into some raw good. Human-agent is going to check the material quality before welding it. Welding and moving can be goals for us and they need to have preconditions and postconditions. The actions of robots are pick(), find(), drop(), and goal of the robots can be the result of checking slots. We will put the goals and actions into the smart contract language with their data and then we will evaluate in terms of preconditions and postconditions. We can use these features in a domain-specific language that has been generated from an agent communication language, a general-purpose agent framework, and a stateful smart contract language.
9 Result of the Research Study

As readers can see in Figure 5, we are bringing together three fields, which are blockchain technology (BCT), multi-agent systems, and role-oriented programming, into a domain-specific language. As shown in Figure 5, we have demonstrated blockchain technology as distributed ledger technology. Aside from it being implementation-agnostic, a distributed ledger can be in a form of private, public, federated, or consortium networks.

In the distributed ledger part, we have focused on smart contract development that can give us the ability to develop an application in a decentralized environment. Multi-agent systems are suitable for the decentralized environment and they can use role-oriented attributes. Contract-oriented approach with smart contracts can benefit from role-orientation, which principally represents relations in a given model implementing an embedded domain-specific language. The language supports the following distinctive attributes:

- Agents that were created by the template language can connect to each other in a peer-to-peer manner.
- Agents can behave autonomous and partly proactive by having relationships between roles. In addition, applications that have programmed by the domain-specific language is easy to use by making certain of obtaining belief-oriented architecture and action-oriented program.
– Agents can collaborate and develop social behavior in the context of role-oriented programming by keeping the data secure with smart contracts.

10 Conclusion

The paper addressed the challenge of compelling trust and security in multi-agent systems and their role-oriented features by realizing smart contracts regarding blockchain technology (BCT). The main purpose of the research is to give a new approach to the intersection between smart contract programming, role-oriented programming, and agent-oriented programming. The course of findings among various research areas guides us to design a domain-specific language to contribute to the multi-agent system area.

– There is no common understanding in terms of multi-agent system methodology, analysis, design, or implementation. This increases the complexity of the research in the multi-agent system area.
– The limited number of domain-driven agent-oriented languages have been provided so that one can notice that multi-agent system research is most likely conceptual and it does not provide prototype and result-evaluated research.
– Synthesized metamodeling from scratch in different research areas can be ambiguous; thus, we believe that embedded domain-specific language with blockchain can solve most of the problems for multi-agent systems.
– Role-oriented programming with smart contracts is challenging because the choices of technology can affect the result of the study. For instance, stateful and stateless contracts are not advanced technologies that can employ all of the features of the object-oriented paradigm. Turing complete and non-Turing complete technologies will be scrutinized in future work.

In a nutshell, this paper presented a new significant role approach with smart contract programming implementing hash data structure and providing data security regarding roles. Presenting our approach will simplify the application development process for further researchers.

11 Future Work

In future work, a tool will be developed for a role-based multi-agent system. This tool includes an annotation processor and template-based code generator for agent behaviors. By selecting a general-purpose language, the system will be evaluated with qualitative and quantitative tools. Smart contracts will be generated through annotation processing with customized annotations and agents will be generated with a template-based code generator tool for one of the selected frameworks which have been presented in the introduction section.
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ABSTRACT

Efficient identity management system has become one of the fundamental requirements for ensuring safe, secure, and transparent use of identifiable information and attributes. FIdM allows users to distribute their identity information across security domains which increase the portability of their digital identities. However, it also raises new architectural challenges and significant security and privacy issues that need to be mitigated. In this paper, we presented the limitations and risks in Federated Identity Management system and discuss the results and proposed solutions.
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1. INTRODUCTION

Federated Identity Management (FIdM) is a concept that helps to link user’s digital identities and attributes stored in several sites also allows cooperation on identity processes, policies, and technologies among various domains to simplifies the user experience. FIdM typically involves Identity Providers (IdPs) and Service Providers (SPs) in a trust structure called Circle of Trust (CoT) based on a business agreement where all the identifiable information of users are federated at a central location such as the Identity Provider IdPs who is responsible to pass authentication tokens to SPs, and SPs after that provide their resource to the user. FIdM is considered a promising approach to facilitate secure resource sharing among collaborating participants in heterogeneous IT environments [1].

Many advantages demonstrated by Federated Identity Management systems such as reduce the cost provide convenience for the users and interoperability among Identity Management systems in addition to support single sign-on SSO service and other valuable services. However, it has limitations that provide several real security and privacy risks Due to the valuable information shared across domains in The FIdM using loosely coupled network protocols. The risks and limitations in FIdM require to be introduced and explained to find Appropriate solutions to mitigate these risks.

In this paper, we discussed the concept of personal identity in a real-world and digital identity as a prelude to the identity management systems. The notion of Identity Federation was discussed in this work as well some Federated Identity Management Architectures such as Liberty Alliance,
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Security Assertion Mark-up Language SAML V2.0, WS-federation, and Shibboleth, etc. In this paper, we presented the limitations of Federated Identity Management based on how it affects the user. Finally, we discussed the solutions proposed to mitigate the risk of these limitations.

This paper is organised as follows: Section 2 gives background and basic information that needs to be understood before discussing the FIdM system. The concept of identity federation and the number of architectures that implement FIdM is given in section 3. Section 4 presented the limitation and risks in the FIdM. In section 5 provides a discussion of the solutions before the paper is concluded in section 6.

2. BACKGROUND

2.1. Identity

Human identity is a representation of an individual by several properties which indicates that person, reflecting its uniqueness, and distinguish that person from others. These properties could be intrinsic (e.g. DNA, retina scan, fingerprint), descriptive (e.g. name, birthplace, birthdate), demographic (e.g. gender, occupation), geographic (e.g. country, address, postcode) or psychographics (e.g. preferences, interests).[2]

The identity of an individual consists of a large number of personal properties. All subsets of the properties form partial identities of the person.[3] The person may have multiple different partial identities depending on the context. These partial identities could relate to roles the person plays. Identity involves all the primary characteristics that make each person unique but also all the characteristics that enable belonging to a particular group as well as established position within the group [4].

In today's world, living and working in the networked environment requires digital identity for each individual, it has allowed us to interact, transact, communicate, share reputations, and create trusted relationships with devices, people, and business electronically. Digital identity is the representation of identity in a digital system, Roussos et al [4] describe the digital identity as the electronic representation of personal information of an individual or organization (name, phone numbers, address, demographics, etc.).

Despite that there is a strong association between real life and digital identity, digital identity breaks from the restriction of everyday life, allowing users to exceed the boundaries of the real world[5]. clarify that digital environments granted the users the chance to get rid of the human qualities of age, race, gender, and disability.

2.2. Identity Management

Identity management (IdM) is defined as a set of procedures, policies and technologies that help authoritative sources as well as individual entities to manage and use identity information, it also provides access and privileges to end-users through authentication schemes [6]. Identity management procedures include management of the identity lifecycle, management of identity information, and management of entity authentication as an initial step for authorization.

Identity Management responsible for handling the lifecycle of identity, its creation, maintenance and eliminating a digital identity, by providing the credentials and means for identification during the preparatory process, through to authenticating and authorising access to resources, and to revoking access credentials and identities. Identity management is a crucial part of many security
services since it assures user legitimacy. Therefore, identity management is an integral part of any access management system [7].

There are numerous technologies, services and terms related to identity management such as Directory services, Service Providers, Identity Providers, Digital Cards, Digital Identities, Web Services, Access control, Password Managers, Single Sign-on, Security Token Services, Security Tokens, WS-Trust, WS-Security, OpenID, OAuth, SAML 2.0 and RBAC.

Identity management is particularly used to authenticate a user on a system and make certain whether that user is allowed or unauthorised to access a particular system. IdM also covers issues such as how users obtain an identity, the protection of that identity and the technologies supporting that protection. Digital identity management technology is an essential function in enhancing and customizing the network user experience, protecting privacy, underpinning accountability in transactions and interactions, and respecting regulatory controls [8].

3. IDENTITY FEDERATION

Federated identity management (FIdM) is when multiple enterprises allow individuals to use the same identification information or login credentials to obtain access to the services or networks of all the enterprises in the group. The partners in a FIdM system are accountable for authenticating their users and for insuring for their access to the networks.

![Figure 1. Component of FIdM system](image)

The federated identity model includes four logical components: [9]

- A user is a person who acquires a specific digital identity to interact with an online network application.
- The user agent is a software application or browser that runs on any device such as PC, mobile phone and medical device. The online interactions of a user always take place via an agent, which can allow identity information flow or mediate it.
The service provider (SP) site is a Web application that offloads authentication to a third party, which also might send the SP some user attributes. Because the SP depends on external information, it’s often called a relying party (RP).

The identity provider (IdP) is a Web site that users log in to and that occasionally stores attributes of common interest to share with several SPs.

In a Federated identity management system, the user might have one or more local identities issued by service providers (SPs), in addition to a single identity issued by the identity provider (IdP) within a specific domain called a circle of trust (CoT). A standard CoT composed of a single IdP and multiple SPs. In CoT, the IdPs must be trusted by all the SPs within it. Each SP could be a member of more than one CoT. A user can federate its IdP-issued identity with the local identities issued by SPs within the same CoT. [7]

With FIdM the user's credentials are always stored by the IdP. When a user registers into service, they do not have to provide their credentials to any of the SPs. Instead of authenticating directly with the user, the SP trusts the IdP to verify the user's credentials. The IdP then authorises the user to the application of SP, and the user is then allowed to access the service. Therefore, the user in FIdM systems never provides their credentials to anyone but the IdP.

FIdM presents numerous benefits to the various stakeholders, it offers users the single sign-on (SSO) capability that allows them to proceed between the various SPs with no need to authenticate or login again, it allows SPs to offload the cost of managing user attributes, passwords and login credentials to trusted IdPs, it provides scalability, allowing SPs to provide services to a greater number of users, it allows IdPs to maintain close relationships with end-users and sell them more services, as well as extract fees from the SPs they support [10].

Table 1. A Comparison between FIdM and SSO

<table>
<thead>
<tr>
<th></th>
<th>FIdM</th>
<th>SSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single access</td>
<td>To multiple system across various organization</td>
<td>To different services within a single organization</td>
</tr>
<tr>
<td>User credential</td>
<td>Given only to Idp</td>
<td>Given to any system the user logging into</td>
</tr>
<tr>
<td>Log-in to several services</td>
<td>Allow</td>
<td>Allow</td>
</tr>
<tr>
<td>Use of the same credential</td>
<td>Allow</td>
<td>Allow</td>
</tr>
<tr>
<td>Authentication process</td>
<td>Only once in the same working session</td>
<td>Only once in the same working session</td>
</tr>
<tr>
<td>Identity federation</td>
<td>Supported</td>
<td>Not supported</td>
</tr>
</tbody>
</table>

FIdM has aspects that are similar to single sign-on (SSO), but they are different at their core. FIdM gives you SSO, but SSO does not necessarily give you FIdM. Despite that the SSO and FIdM both allow users to log in to several services using the same login credentials, there are two things that FIdM does that SSO cannot: Firstly, SSO allows users to access multiple systems only within a single organization, whereas FIdM allows users to log into systems across various organizations. Secondly, FIdM is more secure than SSO. For SSO, the user credentials are still being provided to any system that the user is logging into. While with FIdM, user's credentials are only given to the IdP exclusively.
Certainly, FldM depends heavily on SSO technologies to authenticate the users across diverse websites and apps, however it has advanced these technologies further. Therefore, while FldM does provide users SSO, SSO does not offer all of the benefits that FldM does. Table 1 present a comparison between FldM and SSO.

Federated identity management presents economic and convenience advantages to both the users and the organizations that employ it. However, there are some serious security considerations, techniques like strong authentication must be implemented for a secure SSO because SSO system may introduce a single-point-of-failure. [9] Moreover, FldM requires a lot of trust and open communication between partners that choose to make use of it. Organizations that are considering creating or joining an identity federation need to assure that they agree upon all factors. [10]

3.1. Federated Identity Management Architectures

3.1.1. Liberty alliance

Liberty Alliance is a project presented first in 2001. according to the official web site of the project [11], it is a consortium of more than 150 member includes governments and companies from around the world. The consortium is committed to creating an infrastructure that provides support for all existing and emerging network access devices and has defined interoperability requirements developing an open standard for federated network identity for products that meet its specifications. The specifications developed by the Liberty Alliance Project enable individuals and organizations to control their identity information securely also it is providing conveniently by supporting single sign-on (SSO) service which is the service that enables users to interact with different service providers or Web sites with trust relationships by signing in just once.

The main objectives of the Liberty Alliance Project Specifications are to Serve as open standards for SSO, management of federated identity, and web services. Also, it aims to promote permission-based sharing of personal identity attributes and Enable consumers to protect their network identity information. Additionally, aims to create an open network identity infrastructure that supports all current and emerging user agents.

The specifications in the Liberty Alliance are enclouding the following components: Liberty Identity Federation Framework, Liberty Identity Web Services Framework, Liberty Identity Service Interface Specifications, Schema Files and Service Definition Documents, and Support Documents. They are developed to enable federated network identity management. Using web redirection and open-source technologies such as SOAP and XML, they enable distributed, cross-domain interactions [12][13].

For more information about Liberty Alliance: [14] [15] [16] [17]

3.1.2. Shibboleth

Shibboleth is a project created first by US-based Internet2 in 2003. It developed an open-source, standards-based system that provides access management for individuals to a resource depending on their role instead of their identities which means that Role-based attributes are used in the Shibboleth system. Shibboleth allows the affiliated institution of the user to authenticate the user to permit access to on-campus applications and the resources licensed by the library from service providers [18], to protect the user's privacy, Shibboleth sends anonymous identification to the service provider.
Additionally, Shibboleth provides authorisation service that helps sites to make decisions for individual's access and privileges in online resources by transport the role attributes securely between the Identity Provider site (affiliated institution) and Resource Provider site to determine whether the user has a right to access the resource or not. Single sign-on (SSO) feature is supported in the Shibboleth system which makes the system more flexible and convenient.

For more information about Liberty Alliance: [14] [19] [20] [21]

### 3.1.3. WS-Federation

The Web Services Security Framework is an identity management approach proposed by International Business Machines Corporation and Microsoft Corporation with other companies. As in Liberty Alliance, they provide several specifications such as WS-Security, WS-Trust, and WS-Security Policy. These specifications determine how to control the assertions (security tokens) that contain identifiable information about the user and issued by an identity provider. The security tokens help the service provider SP to decide to wither or not the user have a right to access the service resource.

According to [22] [23], WS-Federation builds upon the base WSS specifications to define mechanisms which enable resources to be shared securely between different domains. The specifications introduce many services include security token service STS which is the IdP service that issues identity tokens to users based on their authentication. Authorisation service which decides giving access right to the user.

For more information about WS-Federation: [24] [25]

### 3.1.4. Security Assertion Mark-up Language SAML V2.0.

The first release of the Security Assertion Mark-up Language SAML was in 2002 by the Organization for the Advancement of Structured Information Standards OASIS. SAML is standard based on Extensible Mark-up Language XML helps to manage the authentication and authorisation processes between identity providers and service providers. The SAML system includes four main concepts which are assertions, protocols, profiles and bindings. Where assertion is the declaration user information asserted by the identity provider IdP for a service provider SP. The SAML protocol is helping to determine the rules on how to embed the SAML elements inside the request/response packet and on how to process them.

Transporting protocol messages using existing widely deployed communication protocols like HTTP (Hypertext Transfer Protocol) or SOAP (Simple Object Access Protocol) was described by The SAML bindings specification (SAMLBind). besides, The SAML profile specification (SAMLProf) provides many profiles that describe how the SAML elements can be used to implement a use case and achieve interoperability. [26] [27] [28]

### 3.1.5. Other Architectures

In addition to the FIdM Architectures that we talked about above, there are other federated architectures that designed originally for relatively simple applications such as OpenID [29] Which is open source user-centric and decentralized Identity management system. OpenID connect [30] Which is a simple identity layer on top of the OAuth 2.0 specifications family. It is the third generation of OpenID technology. It helps the SP to authenticate the End-User based on the authentication performed by an Authorisation Server, as well as to obtain user attribute in an interoperable and REST-like manner. Besides, SCIM (System for Cross-domain Identity
In Table 2, we provide a comparison between Liberty alliance, Shibboleth, Security Assertion Mark-up Language SAML V2.0., WS-Federation, OpenID and OpenID connect about the target area, storage of Identity information, Single Sign-On, Single Log-Out, Identity Mapping, Security Tokens and Access to web applications. [32] [33]

<table>
<thead>
<tr>
<th>Identity mapping</th>
<th>Liberty alliance</th>
<th>SAML V2.0.</th>
<th>WS-Federation</th>
<th>Shibboleth</th>
<th>OpenID connect</th>
<th>OpenID</th>
</tr>
</thead>
<tbody>
<tr>
<td>By opaque identifiers</td>
<td>Via pseudonym service</td>
<td>Via pseudonym service</td>
<td>By short-term random IDs</td>
<td>Using (STS) chains and JavaScript mapping</td>
<td>Using (STS) chains and JavaScript mapping</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Area targeted</th>
<th>Liberty alliance</th>
<th>SAML V2.0.</th>
<th>WS-Federation</th>
<th>Shibboleth</th>
<th>OpenID connect</th>
<th>OpenID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business interactions</td>
<td>Business interactio ns</td>
<td>Business interactions</td>
<td>Digital academic resource sharing</td>
<td>Developer and programm er</td>
<td>Supporting developer and programmer</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Identity information storage</th>
<th>Liberty alliance</th>
<th>SAML V2.0.</th>
<th>WS-Federation</th>
<th>Shibboleth</th>
<th>OpenID connect</th>
<th>OpenID</th>
</tr>
</thead>
<tbody>
<tr>
<td>User info could be distributed and federated</td>
<td>User info could be distributed and federated</td>
<td>User info could be distributed and federated</td>
<td>Centrally located and only attributes sent to SP</td>
<td>Attributes and info are distribute d IdP</td>
<td>Attributes and info are distributed IdP</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Single sign-on</th>
<th>Liberty alliance</th>
<th>SAML V2.0.</th>
<th>WS-Federation</th>
<th>Shibboleth</th>
<th>OpenID connect</th>
<th>OpenID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Single log-out</th>
<th>Liberty alliance</th>
<th>SAML V2.0.</th>
<th>WS-Federation</th>
<th>Shibboleth</th>
<th>OpenID connect</th>
<th>OpenID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supported</td>
<td>Supported</td>
<td>Not supported</td>
<td>Not supported</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Security tokens</th>
<th>Liberty alliance</th>
<th>SAML V2.0.</th>
<th>WS-Federation</th>
<th>Shibboleth</th>
<th>OpenID connect</th>
<th>OpenID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extends SAML assertions for Communicating authentication And authorisation security Tokens between providers</td>
<td>Extends SAML assertions for Communicating authentication And authorisation security Tokens between providers</td>
<td>Builds on ws-security’s Profiles and Kerberos</td>
<td>Extend the IdP to support info card profiles using SAML assertions as security tokens</td>
<td>Use json security tokens (json web token) to communicate user attributes</td>
<td>Use json security tokens (json web token) for user attributes</td>
<td></td>
</tr>
</tbody>
</table>
Federated Identity Management (FIdM) is a technique that allows the participating entities i.e., Service Providers (SPs) and Identity Providers (IdPs), to collaborate, on identity operations, technologies, and policies. FIdM also enables users of heterogeneous IT environments to share each other’s resources. All the user identities in a FIdM system are federated at a central position, i.e., the Identity Provider (IdP). IdPs are responsible to proceed the authentication tokens to SPs, and after that SPs can provide their services to the requestor i.e., the user. It is also possible that the user has accounts with various IdPs, and the SP communicates with the relevant IdP for the set of attributes required. While FIdM is in general seen as a good thing, it does have some disadvantages. Based on how it effects user we determine the following limitations:

4.1. Trust

Any Federated Identity system is based fundamentally on mutual trust. The interactions in federated identity management systems occur only between pre-configured entities or closed circle of trust (CoT) due to the use of static establishment of trust which is the method where entities’ trust relationship such as that between IdPs or SPs has to be pre-configured that done either during the registration phase to the system or via a trust negotiation process offline. Such limitation especially for a huge number of participating (IdPs and SPs) makes the system impractical, unscalable, and hard to establish trust relationship at runtime.

In any identity federation, each participating member must create and identify policies and security protocols which poses another challenge. Every member then is obligated to follow these rules, which may cause problems when various companies have different rules and requirements. Furthermore, since an organization can be a member of different federations, following these several policies and rules may become a challenge.

Current specifications of FIdM provides only the basic technical mechanisms to establish trust between participating members. However, they do not detail the requirements that need to be met before establishing these relationships.

4.2. Privacy

Privacy and data protection are a major concern in FIdM system due to personally identifiable information that shared between entities where the premier goal of FIdM models is to share identity attributes there is no guarantee to prevent SPs and IdPs from misusing of identity information of users. Even though there are regulations such as and and privacy policies that protect the privacy of user’s sensitive data but unfortunately there are no requirements to enforce these regulations and policies. Furthermore, many studies proved that many SPs and IdPs sites are collecting, processing, and sharing data of users without user consent.
4.3. IdP discovery

The IdP discovery is the process of determining where authentication requests are going to be forwarded when a user wants to access an identity-based service. [40] One of the major significant security limitations in most of FldM standards such as Shibboleth, Liberty and OpenID is that IdP discovery is performed on the SP server. This limitation could be exploited by a malicious SP to redirect a user to a web site masquerading as the IdP, which could then acquire the user's security credentials. [42]

Furthermore, FldM systems rely on the constant communication between individual users and a centralized identity provider (IdP) for purpose of authenticating and grant authorisation. If the metadata used to authenticate a user to the IdP was compromised, through leaks, or any sort of attacks such as phishing attacks, an adversary would gain the same access to the federated identity provides to all other participating members.

4.4. Lack of Attribute-Aggregation Support

Another limitation of FldM systems is that users can only choose one of their IdPs in any single working session with an SP, after that the IdP sends authentication and attribute assertion to the SP. Therefore, authorisation is restricted to a subset of the user's identity attributes. This isn't sufficient especially for Web-based services. There is a huge need for a mechanism that allows users to aggregate attributes from multiple IdPs in a single service session. This model could effectively help to protect the user's identifiers and prevents IdPs from exchanging data about users without their permission. However, each IdP still know that a federated user has several attributes at the other IdP. [43]

In Liberty, only one IdP can be queried in a single working session, and for any IdP in shibboleth, the authorisation framework only allows a single attribute authority (i.e. the Attribute Authority Service (AAS)) to be queried for user attributes. OpenID is also suffering from a lack of attribute-aggregation support. [42]

4.5. Complexity for the User

The usage of online services and transactions is growing every day, it is becoming necessary to grant the users and the service providers the tools they needed to make more transactions and expand the available services and the level of interaction and trust. [44] A drawback of FldM based on SAML is the complexity of the protocol and resulting effort for configuration. Another limitation is the complexity for the user, especially because of the need from the user to choose their IdP at the Discovery Service (DS) and the users have to remember which federations they belong to, along with username and password. On the user side, the management of the identity is getting more complicated if the user uses multiple federations. [45]

4.6. Security

Identity theft is a serious concern in FldM. [1] Security issues regarding a stolen identity will affect all federation partners, credentials (e.g. username and password pairs) must be protected in federated systems.

Common attacks are the impersonation attacks with stolen credentials. FldM enabled systems to authenticate service requests by a security token attached to the request message. Therefore,
impersonation attack can also be conducted by stealing user's security token which has been authenticated, this token can be used to access resources in the federated environment. [34]

An important property of FIdM is single-sign-on (SSO). However, a crucial challenge was addressed by Madsen et al. [46] they claim that federated SSO makes the job of attackers easier. That because after the attackers conduct a successful identity theft within a federation, they could compromise resources of all federated SPs, which leads to exposure of critical data.

Another important aspect is message security, Improper message security result in concerns for identity theft. Regarding identity management, techniques to protect message confidentiality and integrity are crucial to protect sensitive identity attribute and prevent modification of identity attributes. According to Maler and Reed [40], systems are vulnerable if it does not provide security tokens to service request messages, through digital signatures, and check the message integrity before use.

OpenID does not support any proof-of-rightful-possession methods, while in shibboleth the use of proof-of-rightful-possession methods is optional. Therefore, an IdP might not provide a user with the means to prove rightful possession of security token to an SP. Such an approach increases the risk of an attacker using a stolen token to earn access to SP resources. [42]

4.7. Revocation

In FIdM, revocation means disabling identity data, often represented as identity attributes in security tokens, therefore they can't be used for identification and authorisation purposes anymore. Current FIdM systems lack practical and efficient revocation techniques, this may lead to security violations. Revocation is an important issue in credential-based systems [44].

5. DISCUSSION AND RESULTS

This section presents the existing solutions for the challenges and limitations that been discussed in the previous section. In table 3 we provide a summary of the solutions suggested to each limitation discussed in section 4:

<table>
<thead>
<tr>
<th>LIMITATION</th>
<th>SOLUTION SUGGESTED</th>
<th>REFERENCES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trust</td>
<td>Dynamic trust establishment</td>
<td>[47] [48] [35]</td>
</tr>
<tr>
<td></td>
<td>Independent trust establishment mechanisms</td>
<td>[34]</td>
</tr>
<tr>
<td></td>
<td>Ensure identity trust through SAML credential</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>Trusted Computing Technologies</td>
<td>[50]</td>
</tr>
<tr>
<td></td>
<td>Identity assurance</td>
<td>[51] [52]</td>
</tr>
<tr>
<td>Privacy</td>
<td>Pseudonyms</td>
<td>[40] [53]</td>
</tr>
<tr>
<td></td>
<td>Undetectability</td>
<td>[54]</td>
</tr>
<tr>
<td></td>
<td>Unlinkability</td>
<td>[54] [44]</td>
</tr>
<tr>
<td></td>
<td>Decentralized identity</td>
<td>[54]</td>
</tr>
<tr>
<td></td>
<td>Privacy by design</td>
<td>[55]</td>
</tr>
<tr>
<td>IdP discovery</td>
<td>List of IdPs</td>
<td>[56]</td>
</tr>
</tbody>
</table>
In systems like cloud computing systems or Web services trust relationship needs to be processed on-demand and at runtime which cannot be done in static trust establishment. So, the dynamic establishment of the trust relationship between entities (IdPs or SPs) in FIdM systems with the help of factors like data on the SLA and reputation of the IdP/SP could solve such issue. In [47] and [48] a FIdM systems with dynamic trust establishment was proposed.

In this paper [35.] the researchers identified a set of factors that are fundamental for developing a holistic FIdM framework or model. These factors are Trust Management, Trust Establishment, User Privacy, Consistent User Access Rights across CoTs, Continuous Trust Monitoring, and Adaptation to Environmental or Unanticipated Changes. Based on these factors, they also presented a comparative analysis that helps identifies challenges and areas of improvements in FIdM. Choosing a Trust Management and Trust Establishment scheme depends on the user requirement, however, user privacy and alignment of user access rights across different CoTs need to be handled with both Trust Management and Trust Establishment schemes.

In this paper, [49] presented a trusted federated identity management mechanism. This mechanism helps to ensure identity trust through SAML credential, to guarantee the trustworthiness of the federated identity management procedure.

Trusted Computing Technologies can help to solve authentication, privacy and trust concerns in federated identity management systems. Khattak et al. in [50] have presented three threats in federated systems: Identity theft, Misuse of Information gathered by malicious IdPs and SPs, and trust relationship issues due to no or weak trust among users, IdPs and SPs. A Trusted platform (TP) is presented that confirms the rules of the Trusted Computing Platform Alliance (TCPA) specification to counter these threats. The presented framework can help to secure user privacy; however, it doesn't help for situations that unidentified at requirements engineering time [35.].

For preserving privacy and protect user identities, pseudonyms are an important technique, especially when multiple web services cooperate to provide an aggregated offering that requires user-attribute sharing. [40]

If SPs are trusted to link authorisation requests to identities, Pseudonymous authorisation is implemented by Project Liberty, OpenID, Passport, and Client-Side Federation. [53] However, If SPs aren't trusted with links between authorisation requests and identities, then anonymous authorisation is employed. Anonymous authorisation implemented by eliminating all unique identifiers from messages or credentials that the service provider doesn't explicitly require. For
example, Shibboleth supports anonymous authorisation, although users can choose to reveal a persistent identifier. Project Liberty lets a service provider request an anonymous, temporary, identifier for a user if the service provider elects to support anonymous authorisation. [54]

Undetectability and Unlinkability are privacy properties that help to preserve user privacy. Undetectability means users' ability to conceal actions from other parties. While Unlinkability concerns hiding correlations between combinations of actions and identities either permanently or temporarily, making it impossible to recognize two separate usages of the same credential [44]. Whether the linking between two identities was between action and identity, or between two actions, the level of trust that users grant to other parties determine the most appropriate design choice. In Project Liberty, the IdPs with established business relations create Circles of Trust (CoT). Within a CoT, a user can choose to federate two identities, in this case, the IdPs exchange information and the identities are linked [54]

In [54] the researchers identify crucial design choices essential to current identity management systems. They adopt a privacy-driven approach, which focuses on three privacy properties: Undetectability of authorisation requests which is concealing the user actions, Unlikability which is concealing correlations between combinations of actions and identities, and Confidentiality which means enabling users' control over dissemination of their attributes.

The most appropriate choice if IdPs can be trusted only with attributes that are specifically issued to them but not trusted with identity linking is a decentralized identity management system in which various, distinct IdPs each function separately using different protocols and not aware of each other. This architecture lets users select which IdPs to trust with which attributes, and spread critical attributes across distinct IdPs, thus ensuring unlinkability of distinct identities. Most existing identity management systems, including Idemix, PRIME, Shibboleth, Higgins, CardSpace, OpenID, P-IMS, and U-Prove have adopted this approach.[54]

Though FldM has mitigated the significant privacy flaws of the current situation by a number of techniques such as pseudonymous authentication and limited attribute release, however at the same time it also introduces new privacy issues, essentially by centralizing user data and making the track of user behavior easy and to link data of the same user together.

To mitigate these privacy risks the design process of FldM systems needs to consider privacy requirements from the start. R. Hörbe and W. Hötzendörfer in [55] focus on privacy by design requirements for FldM systems. They presented a catalogue of privacy-related architectural requirements, joining up legal, business and system architecture viewpoints. Furthermore, the demonstration of concrete FldM models showing how the requirements can be implemented in practice.

A common solution to the problem of IdP discovery is to provide a list of IdPs to the user from which the user must select the proper IdPs. however, this is could be a problem especially when the list of possible IdPs gets extensive and the user, who usually ignorant about these issues, must conduct a choice. This is called the "where are you from" problem and is a significant concern regarding usability. Rieger [56] mentions this problem and adds that because the users can be part of numerous federations this will complicate the situation more.

Liberty solves this problem by using the Liberty-Enabled Client (LEC) profile. This profile requires the participation of Liberty-Enabled User Agent (LEUA) to handle the messages sent and received during the federation and authentication processes. [42]
It would enhance the practicality of FlIDM if SPs could acquire user attributes from multiple independent attribute authority to be used in association with a particular IdP. Supporting attribute-aggregation will help to solve the limitation which users is limited to choose one of their IdPs in any single working session with an SP. [42]

The Liberty Alliance was the first group to address the problem of attribute aggregation through its model of identity federation. In this model, the first IdP to authenticate the user inquires if the user prefers to be introduced to other IdPs in the federation. Afterwards, when the user authenticates to another IdP, it invites the user to federate its second identity with that from the first IdP. If the user consents, the two IdPs each create a random alias for the user and exchange secretly. Thus, neither IDP have knowledge of the user’s true login identifier at the other IdP, but each can refer to the same user through the random aliases, and thereby aggregate the attributes. [43]

One solution to mitigate privacy concerns and the complexity of the user is to empower users to control their identities. Increasing users control over their information is a good solution to avoid the misuse of information and data leakage. A user-centric identity management system is developed essentially from the perspective of end-users, it aims to make the user task of managing digital identities easy by providing them with more control over their identities. [42] User-centric approaches extend the users’ privacy as the user can decide which private information to send to the Consumer (e.g. SP) as in [56]. There are many advantages of user-centric identity management such as higher usability and privacy for the users, simplification of the protocol and the configuration compared to SAML-based federated identity management and helps to create trust among cloud service providers in a federated environment. [35]

In [44] the proposed system which enabling controlled access to and selective sharing of critical user attributes in FlIDM solutions by integrating authenticated dictionary (ADT) into FlIDM, this can help to develop a user-centric and user-friendly attribute sharing system.

In this work, [57] they presented an identity management system that provides FlIDM such that a user can authenticate and transfer attributes to a relying party (RP) without the involvement of a credential service provider (CSP). They accomplish this by leveraging a smart contract running on a blockchain5. Their approach can increase privacy and reducing costs.

Regarding identity management, techniques to protect message confidentiality and integrity are essential to prevent compromising sensitive identity attributes or modification of identity attributes. This can be achieved through mechanisms such as encryption.[ 34]

Message security is essential in FlIDM to prevent attackers and intermediaries from manipulating the messages that are in transit. Improper message security rises concern such as identity theft, false authentication, and unauthorised use of resources. Liberty Alliance specifications advised XML Digital Signature and Encryption [58] for encrypting a complete or a part of the SOAP message to preserve the integrity and confidentiality of its contents.

Bhargav-Spantzel et al. [1] recommended two kinds of techniques to protect the misuse of identity information: The distribution of user identity information among various entities and use techniques such as zero-knowledge proofs to prevent identity theft within an IdP or SP. They recommend that single central IdP is a problem in Shibboleth. Moreover, their work is also highlighting that Liberty does not consider untrusted SP or IdP within the specifications.

The availability of information in FlIDM models can be ensured by having a common protocol or mechanism for communicating authentication and other information between parties and securing
communication channels and messages. Channel security can be accomplished using protocols like TLS1.0/SSL3.0 or other protocols with security characteristics that are equivalent to TLS or SSL. However, these protocols can only provide security at the transport level and not at the message level. For channel security, Liberty specifications highly recommend TLS/SSL with well-known cypher suites [58].

FldM requires communicating parties to provide controlled access to information to authorised users. Authorisation goal is to deal with what information a user has access to or which operations a user can perform. A permission-based attribute sharing mechanism, which enables users to specify authorisation policies on the information that they want to share is recommended by Liberty specifications. [53]

A common way to mitigate revocation challenges is to limit the security token lifetime. By reducing the time-to-live to seconds or minutes the vulnerability window in cases of compromise of the token will minimise. However, this may reduce the systems’ usability as the user must reauthenticate to obtain a new valid security token. On the opposite side, when token expiration is set for a longer period user will benefit from the seamlessness, but the risk of identity theft and compromising information will increase. [34]

6. CONCLUSIONS

In our paper, we discussed the concept of identity federations well some federated identity management architectures such as liberty alliance, security assertion markup language SAML v2.0, WS-Federation, and Shibboleth with a comparison between these architectures. Furthermore, we presented the limitations of federated identity management based on how it effects the user. We determine the following limitations trust, privacy, IdP discovery, lack of attribute-aggregation support, complexity for the user, security, and revocation. Finally, we discussed the solutions that proposed to mitigate the risk of these limitations.

In future work, an in-depth analysis of privacy, security, and trust challenges in a federated environment will be conducted. Also, we will propose a FldM system taking into consideration the limitations and solutions we found in this paper.
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ABSTRACT

We propose a new method of multimodal image translation, called InfoMUNIT, which is an extension of the state-of-the-art method MUNIT. Our method allows controlling the style of the generated images and improves their quality and diversity. It learns to maximize the mutual information between a subset of style code and the distribution of the output images. Experiments show that our model cannot only translate one image from the source domain to multiple images in the target domain but also explore and manipulate features of the outputs without annotation. Furthermore, it achieves a superior diversity and a competitive image quality to state-of-the-art methods in multiple image translation tasks.
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1. INTRODUCTION

Image-to-image translation can be described as the general problem of mapping an image from one domain to another domain. This seemingly simple approach is the foundation of many applications in the field of computer vision such as colorization \(1\), style transfer \(2\), super-resolution \(3\), denoising, inpainting \(4\). Moreover, image-to-image translation has been also applied for data augmentation and achieved competitive results \(5\) \(6\) \(7\). Based on the availability of data, the problem can be considered as supervised learning where the dataset contains paired samples; or unsupervised learning where the dataset consists of two independent sets of images. This work focuses on the unsupervised image-to-image problem which is more applicable due to its ease of obtaining data but also more challenging in terms of training.

Unsupervised image-to-image translation leads us to the idea that an image in a domain can be translated into multiple images in the second domain, which means the translation can be multimodal. For example, in image colorization, one image can be colored in multiple ways. Some methods \(8\) \(9\) have been proposed to use a noisy vector as an additional input of the decoder. The style of the generated images can then be manipulated by changing the values of the style-vector. However, the style-vectors in existing methods are entangled and the translated images are not interpretable as a result. Lacking control over features of the output can be problematic when important information are linked to these features. In the work of Cohen et al. \(10\), it is shown that CycleGAN was adding/removing tumors from images when transforming MRI images from Flair to T1, especially when there is an imbalance among classes in the training data. Therefore, learning to control the features of the translated images is essential. In this paper, we
propose some improvements on MUNIT \cite{8} - a standard in the field of multimodal image translation - by applying the mutual information maximization technique. Our method, called InfoMUNIT, generates more diverse images and especially can manipulate their textural and structural features without requiring any annotation.

2. Related Works

2.1. Multimodal unsupervised image-to-image translation

The translation of images from one domain to another has been a challenging problem in computer vision. Thanks to the evolution of convolutional neural networks, especially generative adversarial networks (GANs) \cite{11}, many deep learning models have been recently proposed to address the problem of image translation and achieved impressive outcomes. The research of Isola et al. in \cite{12} is one of the earliest works on image-to-image translation based on GANs. In \cite{13}, the method is upgraded using multi-scale generators and discriminators to translate high-resolution images. These methods require paired data for training which is not usually available in practice.

Learning to translate images using unpaired data is more challenging than with paired data because we do not know exactly which data-point in the source domain corresponds to which one in the target domain. Thus, it is reasonable to add some constraints to the training when it is possible. One popular assumption in most image-to-image translation research is that the structure of an image must not be changed too much by the translation. This is similar to language translation, in which, a phrase must have the same meaning after being translated to another language. Shrivastava et al. \cite{14} propose a training strategy in which, a deep network learns to transform the style of synthesized images to make them look more real. To preserve the annotation, they add a pixel-wise loss between the input and output of the style transfer network. Similar approaches are applied in later works such as specific-task loss \cite{15}, semantic features \cite{16}, or distance between pairs of input samples \cite{17} and so on. These constraints are useful for some specific tasks and datasets but cannot be applied robustly.

Cycle consistency is another well-known loss function being used in many bi-direction image translation models such as DualGAN \cite{18}, CycleGAN \cite{19}, and DiscoGAN \cite{20}. In these networks, an image being translated from domain A to domain B can be also translated backward to obtain the original image. As this cycle loss is not domain related, it can be applied to most of the bi-direction translation models. In \cite{21}, Almahairi et al. extend CycleGAN for learning a many-to-many mapping by combining images with noises. Despite its ease of use, cycle loss does not assure any consistency in terms of annotation which means labels of images can be flipped by the translation. Hoffman et al. \cite{7} proposed to use both cycle consistency and semantic consistency during the training. However, this semantic constraint is not always accessible because it requires a pretrained classifier of a similar dataset.

Another way to preserve the structural information after the transformation is to define a shared latent space where domain-independent features are stored. In UNIT \cite{6}, Liu et al. propose to break the translation into two stages: encoding the source image to a latent code and then decoding this code to an image in the target domain. To gain some control over features of the translated image, Huang et al. develop MUNIT as an extension of UNIT, by splitting the latent code into two parts: content and style. With this network, multimodal translation can be done by combining a content code of an image with randomized style codes. The output images inherit content (or structure) from the input image but differ in style (Eg. textures or colors). In DRIT++ \cite{22}, a similar idea to
MUNIT is introduced but differs slightly in style transformation techniques. Both MUNIT and DRIT++ store image style in a completely entangled manner, they offer no control over the style of output images despite their diversity. In this work, we extend MUNIT by disentangling the style code without requiring any additional annotations or pretrained networks.

2.2. Unsupervised disentangled representation learning

Learning the features of images in an unsupervised fashion has received attention from the computer vision community for years.

Most methods in the early stage were based on restricted Boltzmann machines [23] and stacked auto-encoders [24]. Models in [25] and [26] were proposed for semi-supervised learning and achieved promising results on the MNIST dataset. In [27], a GANs-based method were shown to represent the dataset in a code space where basic linear structures are supported.

Another branch of research uses labeled data to learn disentangled representation. The representation is divided into two parts: one for the given labels and on for other features. Similar fashions of training can be found in different model structures such as bilinear models [28], multi-view perceptron [29], variational autoencoders (VAEs) [30] and adversarial autoencoder [31].

For minimizing the dependency on variation labels, weakly supervised methods were developed. Reed et al. [32] propose correspondence-based training strategies for a higher-order Boltzmann machine consisting of hidden units groups and each group represent a factor of variation. A similar technique is applied to VAE in [33] to manipulate brightness and pose in images of 3D objects. These two methods share one drawback that they require grouped data points which are difficult to collect in real-life applications.

There are not many works on completely unsupervised disentangled representation learning. In [34], hossRBM is introduced as a generalized version of spike-and-slab restricted Boltzmann machine, which entangles variation factors using its higher-order interactions on latent variables. However, the method is not effective in terms of computation cost.

In InfoGAN [35], Chen et al. develop an extension of GAN which maximizes the mutual information between certain variables in the latent code and samples from an unlabeled dataset. This technique enables the model to learn the disentangled representation of images without asking for labels. In this work, we upgrade MUNIT with the mutual information learning objective from InfoGAN to enable it to manipulate features of the translated images.

3. Method

Our objective is to translate images from a source domain A to a target domain B, and at the same time to learn the representation of the target domain. Following the idea called partially shared latent space in [9], we assume that each image can be encoded as a content code which contains general structural information and a style code which defines how the image will look like. In the state-of-the-art methods, this style latent code is entangled. In this work, we disentangle this style code by maximizing the mutual information between this code and the generated image.

3.1. Network architecture

Let $x_A$ and $x_B$ be two images from domain A and B respectively. Our objective is to learn a function $F_{A\rightarrow B}$ that projects images from domain A to domain B, $\hat{x}_{A\rightarrow B} = \text{...}$
Autoencoders are also used to reconstruct the content \( \hat{c} \) and style \( \hat{s} \) of the generated images. The style code \( s \) is a vector created by concatenating two parts \( s' \) and \( i \) where \( s' \) stores entangled style of the generated images, \( i \) contains disentangled features of the generated images. \( s' \) and \( i \) are drawn from a normal distribution \( N(0, I) \). The generator learns a function that links the points from a Gaussian distribution to the different ways to apply the style of domain \( B \) to a content code. In the same way, we define the function that projects images from domain \( B \) to domain \( A \) with generator \( G_A \) and encoder \( E_A^c \). Notice that the content space and style space are common to both domains. This is the generators that project a couple of points from these common spaces to the image sub-spaces corresponding to their domain.

For the learning of these functions, we need to complete our architecture with autoencoders and discriminators. Autoencoders are used to reconstruct the original images from their decomposition into a content code and a style code. Let \( E_A^s \) (resp. \( E_B^s \)) denote the encoder that extracts from an image of domain \( A \) (resp. \( B \)) its style code \( s_A = [s'_A, i_A] \) (resp. \( s_B = [s'_B, i_B] \)). The autoencoder of domain \( A \) is therefore defined by \( \hat{x}_A = G_A(E_A^c(x_A), E_A^s(x_A)) \). Autoencoders are also used to reconstruct the content \( \hat{c}_A = E_A^c(G_B(c_A, s)) \) and style codes \( \hat{s}_B = E_B^s(G_B(c_A, s)) \). The discriminator \( D_B \) is used to align the distribution of images produced by the generator \( G_B \) with the distribution of original images from domain \( A \). It is also used to disentangle the style variables contained in the vector \( i \). In the same way, we define the autoencoders \( \hat{x}_B = G_B(E_B^c(x_B), E_B^s(x_B)) \), \( \hat{c}_B = E_B^c(G_A(c_B, s)) \), \( \hat{s} = E_A^s(G_A(c_B, s)) \) and discriminator \( D_A \). Figure 1 shows the complete architecture of InfoMUNIT.

3.2. Model learning

The training of our model consists to minimize a combination of reconstruction losses and adversarial losses while maximizing the variational mutual information.

Similar to most auto-encoder based architecture, the encoders \( E_A^c \) and \( E_A^s \) compress input images to content code and style code while the generator \( G_A \) takes them to reconstruct the original image from domain \( A \). The image reconstruction loss \( \mathcal{L}_{rec}^{x_A} \) makes sure the encoder and decoder inverse each other. \( L_1 \) loss is chosen for the image reconstruction as it usually obtains well the sharpness of the reconstructed image. For the same reason, we have similar reconstruction losses for content code \( \mathcal{L}_{rec}^{c_A} \) and style code \( \mathcal{L}_{rec}^{s_A} \).

\[
\mathcal{L}_{rec}^{x_A} = E_{x_A \sim p(x_A)}[\| G_A(E_A^c(x_A), E_A^s(x_A)) - x_A \|_1] \tag{1}
\]

\[
\mathcal{L}_{rec}^{x_B} = E_{x_B \sim p(x_B)}[\| G_B(E_B^c(x_B), E_B^s(x_B)) - x_B \|_1] \tag{2}
\]

\[
\mathcal{L}_{rec}^{c_A} = E_{c_A \sim p(c_A), s \sim p(s)}[\| E_B^c(G_B(c_A), s) - c_A \|_1] \tag{3}
\]

\[
\mathcal{L}_{rec}^{s_B} = E_{c_A \sim p(c_A), s \sim p(s)}[\| E_A^c(G_A(c_B), s) - c_B \|_1] \tag{4}
\]
Figure 1: Overview of InfoMUNIT. In this structure, each image is encoded by two encoders into a style code and a content code, and reconstructed by a decoder (also called generator). For translating an image from a domain to another domain, we firstly extract its content code, then combine it with a random style code, and send them both to the generator of the target domain. A part of the style code is used to store disentangled features of output images. We also train a pair of discriminators to distinguish between generated images and real images for each domain. The generators are also trained to maximize the mutual information between features being extracted by those discriminators and the disentangled part in the style code.

$$
\mathcal{L}_{\text{rec}}^s = E_{c_A \sim p(c_A), s \sim p(s)} \left[ \| E_B^s (G_B(c_A), s) - s \|_1 \right] + E_{c_B \sim p(c_B), s \sim p(s)} \left[ \| E_A^s (G_A(c_B), s) - s \|_1 \right]$$

(5)

where $p(x_A)$ (resp. $p(x_B)$) is the distribution of images from domain $A$ (resp. $B$), $p(c_A)$ (resp. $p(c_B)$) is the distribution of content code extracted from images from domain $A$ (resp. $B$), and $p(s)$ is the distribution of style code that is the unit Gaussian distribution $N(0, I)$. Note that the distributions $p(c_A)$ and $p(c_B)$ are unknown and the learning set do not contains examples of $c_A$ and $c_B$. Thus, we need there fore to generate $c_A$ and $c_B$ samples from the encoders and training images $c_A = (E_A^r(x_A))$ and $c_B = (E_B^r(x_B))$. The objective of the adversarial losses associated to the discriminators is to align the distributions of the real images with the distribution of the generated images. Like in the GAN, the discriminators try to predict if an image is a real one or an artificial image produced the generator. When the generators are frozen, the generators try to fool the discriminators in generating images close to the real ones. The adversarial losses are
defined by:

\[ L_{adv}^A = E_{xB \sim p(x_B), s \sim p(s)}[\log(1 - D_A(G_A(E_B^C(x_B); s)))] + E_{x_A \sim p(x_A)}[\log D_A(x_A)] \]

(6)

\[ L_{adv}^B = E_{x_A \sim p(x_A), s \sim p(s)}[\log(1 - D_B(G_B(E_A^C(x_A); s)))] + E_{x_B \sim p(x_B)}[\log D_B(x_B)] \]

(7)

where the output of the discriminator \( D_A(x) \) (resp. \( D_B(x) \)) is the probability that the image \( x \) is a real image from the domain \( A \) (resp. \( B \)).

Inspired by the idea of InfoGAN [53], we want a part of the style code to be disentangled features of the output in order to control and improve the diversity of the translated images. The style code is split into two parts \( s = [s', i] \). To encourage the subvector \( i \) to represent disentangled features of the output, we maximize the mutual information between \( i \) and the generated images.

\[ I(i, G_B(c_A, [s, i])) \quad \text{and} \quad I(i, G_A(c_B, [s, i])) \]

(8)

In practice, maximizing this mutual information is not achievable without access to the distribution \( P(i|x) \) which is not available in our case. However, according to [36], we can define an additional distribution \( Q(i|x) \) as an approximation of \( P(i|x) \), and get a lower bound of the mutual information term. Thus we have:

\[ I(i, G_B(c_A, [s, i])) \geq L_{mi}(G_B, Q_B) = E_{i \sim p(i), x_A \sim p(G_B(c_A, [s', i]))}[\log Q_B(i|x_A \rightarrow B)] \]

(9)

Where \( p(i) \) is a normal distribution and \( P(G_B(c_A, [s', i])) \) is the distribution of the images generated by \( G_B \) with the style vector \([s', i]\). In practice, \( Q_B \) shares the same layers of the discriminator \( D_B \) as they both extract features from \( G_B(c_A, [s', i]) \). \( Q_B \) is implemented as a secondary output of the discriminator \( D_B \) that is notes \( i \). This means the closer the vector \( i \) and predicted vector \( \hat{i} \) are, the more mutual information between \( i \) and the generated image is achieved. In the same way, we define \( L_{mi}(G_A, Q_A) \).

The learning of our model consists both to minimize the total loss w.r.t the encoders and generators and to maximize it w.r.t the discriminators:

\[
\min_{E_A, E_B, G_A, G_B} \max_{D_A, D_B} \mathcal{L}(E_A, E_B, G_A, G_B, D_A, D_B) = \\
\mathcal{L}_{dis}^x + \mathcal{L}_{dis}^s + \lambda_x(\mathcal{L}_{rec}^x + \mathcal{L}_{rec}^s) + \lambda_c(\mathcal{L}_{rec}^c + \mathcal{L}_{rec}^{c'} \mathcal{L}_{rec}^s) - \lambda_m(L_{mi}(G_A, Q_A) + L_{mi}(G_B, Q_B))
\]

(10)

where \( \lambda_x \), \( \lambda_c \), \( \lambda_s \) and \( \lambda_{mi} \) represent the importance of each loss. In our trainings, we set \( \lambda_x = 10, \lambda_c = \lambda_s = \lambda_{mi} = 1 \) as the image reconstruction is the most important loss in our structure.

4. Experiments

4.1. Implementation Details

Our network consists of a content encoder, a style encoder, a generator, and a discriminator for each domain. We give the implementation details of each of these network.
4.1.1. Content Encoder
Input images are firstly led to the content encoder where they are down-sampled by strided convolutional layers and further processed by residual blocks. We apply Instance Normalization for all convolutional layers in the content encoder. The output of the content encoder is the content code in a form of a tensor.

4.1.2. Style Encoder
Similarly, the style encoder also down-samples input images using strided convolutional layers and a global pooling layer. A fully connected (FC) layer is applied to produce a style code as a vector consisting of 8 digits, in which, 2 final digits represent the information code (disentangled style) \(I_i\) of the image.

4.1.3. Generator
The generator takes content code and style code as inputs to reconstruct the initial input image. The content code goes through residual blocks and upsampling layers. These residual blocks are upgraded with Adaptive Instance Normalization (AdaIn) layers \[37\] which receive style parameters from a multilayer perception (MLP) which has the style code as its input.

4.1.4. Multi-purpose Discriminator
Our discriminator consists of two branches. The first branch is a traditional discriminator which can be found in most of the GAN-based models. The second branch consists of convolutional blocks to learn the Q distribution. These two branches share the first convolutional blocks.

4.1.5. Hyperparameters
In all our experiments in the paper, we apply Adam optimizer with \(\beta_1\) and \(\beta_2\) as 0.5 and 0.999 respectively. The learning rate is initially set to 0.0001, with a weight decay of 0.0001 applied every 100 thousand iterations. Our weight losses are \(\lambda_x = 10\), \(\lambda_c = \lambda_s = \lambda_{mi} = 1\).

4.1.6. Baselines
We compare our proposed method InfoMUNIT with following unpaired image-to-image translation techniques: CycleGAN \[19\], MUNIT \[9\] and DRIT++ \[22\]. The training procedures of those methods are done using official source code and configurations provided by their authors on GitHub.com.

4.2. Evaluation
We use three performance measures that estimate the quality and the diversity of the generated images, to compare InfoMUNIT with the baselines.

4.2.1. Conditional Inception Score
Based on Inception Score (IS) \[38\], Huang et al. \[9\] introduced Conditional Inception Score (CIS) specified for evaluation of multimodal image-to-image tasks. While IS measures the quality and diversity of all generated images at once, CIS focuses on the diversity of images that are translated from the same input image. Having multiple input images in the test set, we compute CIS for each group of images generated from the same input, and finally, take the mean CIS for the whole test set.
4.2.2. Frechet Inception Distance

Frechet Inception Distance (FID) [39] computes the distance between the set of generated images and the set images in the target domain. It is computed by calculating the distance between the Inception feature vectors for the two sets of images. Thus, FID can be used for evaluating networks that are trained on specific datasets without requiring a classifier pretrained on an alike dataset. The lower FID we have, the more realistic the generated images are. Normally, these feature vectors are taken from the third pooling layer of the Inception model which contains 2048 features. Due to the small size of our datasets, we compute the distance using features of the second pooling layer containing 192 features.

4.2.3. LPIPS Distance

The translation diversity is also measured by LPIPS distance which is shown in [40] to be highly correlated with human judgment. We compute LPIPS distance on generated samples of each input image, then take the average value. The larger distance among them, the more diverse they are.

4.3. Datasets

We use multiple datasets for evaluating InfoMUNIT and compare its performance with state-of-the-art techniques on the task of image-to-image translation. Each dataset contains two sets of images and our network is trained to transform images between the two domains. We crop and down-sample all images to the size of $64 \times 64$, in RGB-color mode.

4.3.1. Edges↔Shoes and Edges↔Bags

These two datasets contain images of shoes and handbags along with their edges, introduced in the work of Isola et al. [12]. The edges↔shoes dataset contains 138,667 pairs of samples while the edges↔bags dataset contains 49,925 pairs. From each dataset, we keep 200 pairs of samples for testing and the rest for training. Note that we do not use the paired information of these two datasets.

4.3.2. Cats↔Dogs

The dataset is comprised of 1,364 photos of dogs and 871 photos of cats, cropped to their heads [22]. We keep 100 images from each set for testing while the rest is used for training.

4.3.3. Portraits (Painted↔Real)

This dataset consists of 1,814 painted portraits and real 6,452 portraits captured by cameras [22]. We keep 100 images from each set for testing while using the rest for training.

5. Results

5.1. Image Quality

The qualitative comparison of InfoMUNIT and other methods is shown in Figure 2. The objective of InfoMUNIT is to increase the diversity and ability to control features of generated images compared to MUNIT and the state-of-the-art, while not hurting their quality. As being shown in Figure 2, the quality of images generated by InfoMUNIT are at least as good as the images from other methods. The result is confirmed in Table 1 where we apply FID to quantitatively evaluate the realism of the generated images. Even
though InfoMUNIT does not outperform other methods in terms of image quality in any task, its performance is stable across all tasks. The performance of InfoMUNIT is close to the best method for each dataset. InfoMUNIT gives performance equivalent or better than MUNIT. This shows that the disentangled features have also an impact on the quality of the images. Notice that DRIT++ is the best for the first four tasks but totally fails in the last four tasks. This is illustrated by the strange dog images generated by DRIT++ in the Figure 2. On the opposite, CycleGAN gives the best performance for the last four tasks but is bad in the first four tasks and especially in the bag2edge and shoe2edge tasks. On average, InfoMUNIT achieves the best FID value among the four image-to-image translation methods. The good quality of images generated by InfoMUNIT is stable on multiple datasets.

5.2. Image Diversity
Table 2 and Table 3 respectively shows the CIS and LPIPS scores that evaluate the diversity of generated images. CycleGAN is not a multimodal method, it can generate only one output from one input so it does therefore not appear in this table. The LPIPS and CIS scores of InfoMUNIT are clearly superior to the scores of DRIT++ and MUNIT. The only exceptions are for the shoe2edge task where the LPIPS of DRIT++ is higher and for the real2paint task where the LPIPS of MUNIT is higher. In both cases the LPIPS of InfoMUNIT is very close to the best score and still higher than the LPIPS of the third method.
Table 2: LPIPS distance. Higher value means better performance.

<table>
<thead>
<tr>
<th></th>
<th>InfoMUNIT</th>
<th>MUNIT</th>
<th>DRIT++</th>
</tr>
</thead>
<tbody>
<tr>
<td>edge2bag</td>
<td>3.00</td>
<td>2.07</td>
<td>2.13</td>
</tr>
<tr>
<td>bag2edge</td>
<td>2.01</td>
<td>1.07</td>
<td>1.60</td>
</tr>
<tr>
<td>edge2shoe</td>
<td>2.35</td>
<td>2.23</td>
<td>1.76</td>
</tr>
<tr>
<td>shoe2edge</td>
<td>1.44</td>
<td>1.00</td>
<td>1.51</td>
</tr>
<tr>
<td>dog2cat</td>
<td>2.24</td>
<td>1.97</td>
<td>1.11</td>
</tr>
<tr>
<td>cat2dog</td>
<td>2.65</td>
<td>2.24</td>
<td>1.09</td>
</tr>
<tr>
<td>paint2real</td>
<td>1.96</td>
<td>1.91</td>
<td>1.74</td>
</tr>
<tr>
<td>real2paint</td>
<td>2.14</td>
<td>2.26</td>
<td>1.14</td>
</tr>
<tr>
<td>Average</td>
<td>2.40</td>
<td>1.88</td>
<td>1.51</td>
</tr>
</tbody>
</table>

Table 3: Conditional Inception Score (CIS). Higher value means better performance.

<table>
<thead>
<tr>
<th></th>
<th>InfoMUNIT</th>
<th>MUNIT</th>
<th>DRIT++</th>
</tr>
</thead>
<tbody>
<tr>
<td>edge2bag</td>
<td>0.42</td>
<td>0.29</td>
<td>0.30</td>
</tr>
<tr>
<td>bag2edge</td>
<td>0.35</td>
<td>0.04</td>
<td>0.22</td>
</tr>
<tr>
<td>edge2shoe</td>
<td>0.26</td>
<td>0.24</td>
<td>0.22</td>
</tr>
<tr>
<td>shoe2edge</td>
<td>0.24</td>
<td>0.00</td>
<td>0.12</td>
</tr>
<tr>
<td>dog2cat</td>
<td>0.32</td>
<td>0.32</td>
<td>0.04</td>
</tr>
<tr>
<td>cat2dog</td>
<td>0.30</td>
<td>0.28</td>
<td>0.03</td>
</tr>
<tr>
<td>paint2real</td>
<td>0.25</td>
<td>0.25</td>
<td>0.11</td>
</tr>
<tr>
<td>real2paint</td>
<td>0.33</td>
<td>0.30</td>
<td>0.06</td>
</tr>
<tr>
<td>Average</td>
<td>0.31</td>
<td>0.21</td>
<td>0.14</td>
</tr>
</tbody>
</table>

method. Over all datasets, the scores of InfoMUNIT are significantly better than the other methods. Figure 3 and Figure 4 illustrate the higher diversity of InfoMUNIT compared to MUNIT. This results show that InfoMUNIT generates significantly more diverse outputs than MUNIT and DRIT++.

5.3. Controlling Features

In this subsection, we show the advantage of InfoMUNIT over its predecessor MUNIT in manipulating features. From Figure 3 we can observe that varying values of style code in MUNIT can lead to slight changes like color of the object. With InfoMUNIT, we can significantly manipulate the features of the object. The first disentangled feature controls the size of the bag and the second one control the color from white to black. We also notice that InfoMUNIT is able to propose different textures of the bag.

The performance of InfoMUNIT on the edges→shoes task is illustrated in Figure 4 and Figure 5. While MUNIT can only change some small details of the shoes, we can significantly manipulate the color of the shoes with InfoMUNIT. Varying the first info style code makes the color changed from bright to dark, while varying the second one changes the color from cold to warm. In Figure 4 we can see that the first info style code is also responsible for the style of the shoes. From the left to the right, it turns a sneaker to a pump and makes it darker at the same time. This effect makes sense as pumps are more likely to have dark colors than sneakers.

Please note that the value of each disentangled feature in this test is plotted from $-2$ to $2$ instead of $-1$ to $1$ in the training phase, which means the generator is receiving style code values that it has never seen before. This explains why the images on the border looks a
5.4. The length of information latent code
We perform some experiments to investigate the impact of the length of information latent code $i$ on the generated images in varying this value from 1 to 8. Table 4 shows some of these results on the edge2shoe datasets. We see that the FID, CIS and LPIPS weakly vary with the length of $i$. We conclude from these results that the quality and diversity of the generated images by InfoMUNIT are robust to the length of the information latent code.

6. Conclusion
We proposed an extension of MUNIT called InfoMUNIT which can manipulate features of the translated images. Our method is demonstrated in multiple image-to-image translation tasks. It achieves comparable translated image quality to state-of-the-art approaches and outperforms them in terms of outputs diversity. Moreover, our method improves the control of the user on the generated images, this kind of tool can make the image manipulation method more usable for real life applications.
Figure 5: Combination of the two last digits in the style code of InfoMUNIT on edges→shoes task. From left to right (b), we vary the value of the first information latent code. From top to bottom, we vary the second one.

Table 4: Performance of InfoMUNIT with different lengths of information latent code.

<table>
<thead>
<tr>
<th>Length of i</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>FID</td>
<td>2.99</td>
<td>2.81</td>
<td>3.19</td>
<td>3.11</td>
<td>3.37</td>
</tr>
<tr>
<td>CIS</td>
<td>2.59</td>
<td>3.00</td>
<td>3.64</td>
<td>3.61</td>
<td>3.65</td>
</tr>
<tr>
<td>LPIPS</td>
<td>0.42</td>
<td>0.42</td>
<td>0.47</td>
<td>0.47</td>
<td>0.46</td>
</tr>
</tbody>
</table>
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ABSTRACT

This research recasts the network attack dataset from UNSW-NB15 as an intrusion detection problem in image space. Using one-hot-encodings, the resulting grayscale thumbnails provide a quarter-million examples for deep learning algorithms. Applying the MobileNetV2’s convolutional neural network architecture, the work demonstrates a 97% accuracy in distinguishing normal and attack traffic. Further class refinements to 9 individual attack families (exploits, worms, shellcodes) show an overall 56% accuracy. Using feature importance rank, a random forest solution on subsets show the most important source-destination factors and the least important ones as mainly obscure protocols. The dataset is available on Kaggle.
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1. INTRODUCTION

This work updates the UNSW-NB15 attack dataset [1-4] and extends the popular intrusions detection system (IDS) originally inspired by the KDD-99/DARPA challenge [5-7]. The details of the UNSW-NB15 dataset are published in a series of previous papers [1-4] which described the raw network packet captures, generated features on labeled attacks, and scored statistical methods for identifying each attack family. As illustrated in Figure 1, the current approach aims to map scaled numerical features to images, a method likened to traditional spectrogram methods. These fingerprinting techniques have proven useful when image-based neural networks have solved similar but challenging time-dependent [8] or audio [9] problems. We test the capabilities for mapping tabular features to build fast image classifiers. One advantage of this hierarchical method arises from the unique power of transfer learning to high accuracy, even when the underlying patterns prove difficult for humans to understand or classify. The dataset is available on Kaggle [10].
Figure 1. Nine attack types and one normal traffic dataset. We map the tabular features to grayscale thumbnails.

2. **Methods**

![Diagram showing tabular data mapped to grayscale thumbnails](image)

Figure 2. Layout template for one-hot encoded images.
The use of convolutional neural networks for network attack classification depends on first converting all tabular feature sets into thumbnail images. We, therefore, recast the UNSW-NB15 tabular set of features as scaled image thumbnails [11] to solve for 9 attack types. This version of the dataset renders the corresponding UNSW attack set as 256-pixel grayscale images (16 x16). We employ one-hot-encoding [12] for the categorical inputs and rescale all numerical inputs as grayscale pixel values (0-255) between the training set’s minimum and maximum values. The baseline UNSW-NB15 dataset [1-4] yields 194 values and the images are right padded with all black (255) values for any unused pixels (62) identically for all attack labels. This padding assists deep learning approaches [13] which have a stride length in powers of 2. The column labels are also included in the train and test sets as tabular formats (comma-separated value files) to compare image-based classification methods to more statistical approaches like decision trees, random forest, and support vector machines. The expectation is that all the legacy algorithms of both deep learning and statistical machine learning may assist in the new task after mapped to images of feature sets. This approach shares many characteristics with the traditional MNIST dataset [14-20] and thus can build quickly on those findings for algorithmic comparisons. Several image-based problems to solve include simply binary classifiers for attack vs. normal traffic. Like MNIST digits [14], there are 10 categories shown (0=normal; 1-9 various attacks). As shown in Figure 2, the original 42 network features expand to 194 when one-hot-encoded [12]. This process converts all categorical data (services, protocols, and states) into individual columns with their presence marked by 1 and absence by 0. For instance, protocol_http becomes pixel value 255 at the appropriate grayscale image location (row=3, column = 13) if the attack used hypertext transfer protocol. Conversely, the same pixel maps to 0 if the protocol was not used. Each row of the UNSW thus renders 256 features (of which 194 follow directly from the tabular set).

![Figure 2](image.png)

Figure 2. Example of converting a tabular feature set to a thumbnail image for a binary classifier.

We leave unchanged the train/test split of the original UNSW-NB15 dataset at a 1:2 ratio [1-4]. The detailed counts for each class are shown in Figure 3. It is worth noting that the UNSW-NB15 dataset updates and statistically rebalances some of the KDD99 counts based on their analysis of duplicates and potential data leakage between training and test sites. The ratio of 1:2 for training and test presents a challenging amount of previously unseen data when an algorithm gets scored or deployed. In total, we created almost a quarter-million images as 256-pixel thumbnails using ImageMagick [11]. The largest training class (normal traffic: 37,000) outnumbers the smallest attack class (worms: 44) by nearly 1000:1 as a ratio of cases.

![Figure 3](image.png)

Figure 3. Training and testing count per attack family count

To explore whether transfer learning from a convolutional neural network can identify network attacks, we tested the small (2 Mb) MobileNetV2 model [13] as pre-trained, then introduced both the binary and multi-class problems. The binary classifier determines whether a given image pattern represents normal or attack traffic. The multi-class problem identifies one of the 10...
possible families (9 attacks in Figure 3 vs. normal). The multi-class example shares an analogous data setup to the traditional MNIST handwriting dataset [14] and thus may benefit from the various state-of-the-art approaches developed to handle those 10 classes. We solve both the binary and multi-class cases with a standard set of hyper-parameters (epochs:50, batch size:16, learning rate: 0.001). Slower learning rates disrupt the pre-trained layers of the neural network and preserve some of its beneficial weights for feature extraction in the images. We also explore the effects of smaller dataset size (<10,000 training examples vs. the full 250k) [22].

To explore the feature importance for detecting attacks, we applied a random forest algorithm (Figure 4) to the binary classifier [23]. The rank order for the top 14 contributors is shown using the Gini Index (or impurity) which effectively gauges the factors contributing to a decision split between normal and attack [23]. The highest contributors include 1) the Source to destination time to live value (sttl); 2) Number for each state (dependent protocol, e.g. ACC, CLO, CON) according to a specific range of values for source/destination time to live (ct_state_ttl); and 3) Number of connections of the same source and the destination address in 100 connections according to the last time (ct_dst_src_ltm). Not shown in Figure 4 are the least important which somewhat surprisingly include most of the one-hot-encoded protocol features that are more exotic than ordinary TCP (e.g. zero, XTP, XMN.IDP, WSN, etc.). In addition to providing a future path to reduce the intrusion detector’s dimensionality, this feature importance rank defines what cannot be safely ignored in attack datasets like UNSW-NB15 [1-4].

![Mean Decrease Gini](image)

**Figure 4. Feature information (GINI) Contribution to Attack Detection**

3. **RESULTS**

As shown in Figures 4-6, the results for transfer learning with a deep convolutional neural network (MobileNetV2 [13]) demonstrate that the image-based binary classifier achieves greater than 97% accuracy in identifying whether an attack occurs (Figure 5).

<table>
<thead>
<tr>
<th>Family</th>
<th>Accuracy</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>98%</td>
<td>500</td>
</tr>
<tr>
<td>Attack</td>
<td>97%</td>
<td>542</td>
</tr>
</tbody>
</table>

**Figure 5. Binary classifier results**
In Figure 6, the specific identification of an attack family averages 54% accuracy between the 10 classes, with large deviations between the best (normal and generic traffic: 96+%) and the worst (worms and analysis <19%). Figure 6 shows the error matrix of which attack images confuse the neural network (worms misclassified as exploits). It is worth noting that the majority class (normal) loses no performance as more attack classes get added from the binary to the multi-classification example.

<table>
<thead>
<tr>
<th>Family</th>
<th>Accuracy</th>
<th>Test</th>
<th>Accuracy</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis</td>
<td>19%</td>
<td>102</td>
<td>21%</td>
<td>39</td>
</tr>
<tr>
<td>Backdoor</td>
<td>69%</td>
<td>88</td>
<td>44%</td>
<td>41</td>
</tr>
<tr>
<td>DoS</td>
<td>34%</td>
<td>161</td>
<td>54%</td>
<td>41</td>
</tr>
<tr>
<td>Exploits</td>
<td>66%</td>
<td>264</td>
<td>44%</td>
<td>50</td>
</tr>
<tr>
<td>Fuzzers</td>
<td>70%</td>
<td>204</td>
<td>82%</td>
<td>39</td>
</tr>
<tr>
<td>Generic</td>
<td>96%</td>
<td>226</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Normal</td>
<td>98%</td>
<td>473</td>
<td>67%</td>
<td>36</td>
</tr>
<tr>
<td>Recon</td>
<td>63%</td>
<td>176</td>
<td>5%</td>
<td>44</td>
</tr>
<tr>
<td>Shellcode</td>
<td>21%</td>
<td>57</td>
<td>79%</td>
<td>42</td>
</tr>
<tr>
<td>Worms</td>
<td>0%</td>
<td>7</td>
<td>14%</td>
<td>7</td>
</tr>
</tbody>
</table>

Figure 6. Multi class results

One contribution to this variance is the relative sparsity of UNSW-NB15 examples for the lower performing classes. To test this hypothesis, we performed the same experiment on a smaller subset (<4000) of images with a hold-out test and validation set that represents 20% of the training set (as opposed to 200% in the original UNSW-NB15 split). By better balancing, the dataset, undetectable worms, and other lesser represented classes could be detected in Figure 6 (second column). Mapping attacks to images shows the dependence of accuracy on both class size and imbalance [23].

One interesting outcome of using these image-based detection maps is their portability to small hardware appliances. The small MobileNetV2 architecture [13] is tailored to run on edge devices [24], such as mobile phones. Simple network detectors thus render a complex matrix of packet features into a rapid classifier capable of running in near real-time imagery (e.g. 30 frames per second). The reduction of the model to use tflite (TensorFlow) as a set of stored weights represents a standard model [25] for deploying deep learning to edge devices.
4. DISCUSSION AND CONCLUSIONS

The results demonstrate a viable path of converting tabular feature data to image thumbnails, then applying convolutional neural networks to classify attack families. One potential shortcoming in our approach is any dependencies on the parametric ordering in the table format. For instance, CNNs tend to highlight close neighbors as being related in the image [26], yet there is no obvious relationship in the generated images between protocols, services, or states that justify making them into a particular attack fingerprint. One could address this flaw quantitatively by shuffling the order and determining the change of accuracy (if any). Future work should compare alternative statistical methods borrowed from the extensive machine learning literature devoted to the MNIST (and its derivative [14-21]) dataset of handwriting recognition. One can anticipate that like MNIST solutions, there exist high accuracy decision trees (like extreme gradient boosted trees – XGBoost [27]) that generate both accuracy and inference speeds comparable to the deep learning approach here. Further work could also use the image dataset [28] to design new attacks (and defenses) based on the techniques of generative adversarial networks (GANs [28]). The dataset is available on Kaggle [10].
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ABSTRACT

Regression testing plays a critical role to verify the functionality testing of a product. Trade Me is New Zealand based website. It is one of the major websites in New Zealand dealing in buying and selling online. The aim of this research is to find out the functionalities of Trade Me website after injecting new features. Automation regression suite is used to execute test scripts which helped the company to save time and cost compared to manual testing. Automation regression test suite also helped to prioritize test cases are designed in such a way that it can maximize the fault detection. For research analysis scrum methodology is used to meet the ultimate desires of software development companies and to increase the client satisfaction.
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1. INTRODUCTION

Trade Me is New Zealand based website. It is one of the major internet sale websites working in New Zealand. Trade Me was founded by the New Zealand tycoon Sam Morgan in 1999. In 2015 according to Alexa Internet Trade Me was fifth most visited website in New Zealand. In a country having 5 million populations Trade Me website has 3.7 million active members and approximately eight hundred thousand visit websites on daily basis. Trade Me provides broad range of categories of new and used items. Trade Me has increased its scope over time and Trade Me now offers a wide range of listing possibilities general items, jobs, Motors, Rental property, pets and animals, Antiques & Collectables, Flatmates wanted.

The main scope and objectives of this research study is to create regression test suite and automating the test suite for testing the functionalities of Trade Me is working fine after the modification or not. This is designed for checking login, search, jobs, sort, add to watch list, remove from the watch list, logout functionalities. Trade Me have enormous number of features and is a fast-growing website approximately eight hundred thousand people are using this website on daily basis for buying and selling things. As Trade Me is a quick growing website new functionality are getting implemented frequently so to test the old functionalities are affected because of adding new functionalities we do automation regression suite.

Trade Me is rapid growing website having wide range of categories of new and used products for the vendors. As Trade Me is rapidly growing website, new functionalities are added frequently and test the old functionalities are not affected while addition of new functionalities, we do regression testing. The problem found in the Trade Me website is manual regression testing on Trade Me website is taking too long and it is monotonous job. Manual regression testing will take more time compared to automation regression suite. Because Trade Me includes much
functionality, retesting all the functionalities after a change is time consuming. While in automation, creation of test scripts takes time, but we can run it efficiently in no time. So, my goal is to automate the regression suite for Trade Me website. As full automation of Trade Me website is not possible, the main functionalities are prioritized. This will not only help to decrease the testing time for every release, but it will also help to free up the manual test resources for quality and exploratory testing.

This research paper is organized as follow: Section 2 focuses on the literature review of the automation regression testing. Section 3 is focused on the research methodology for this research. Section 4 explains execution for this research and results are discussed in section 5. Section 6 provides the discussion on the results of this research. In section 7 recommendations for future research is provided. Finally, in section 8 conclusion to the research is provided.

2. Literature Review

Various research papers have been referred and analysed before implementing the methodology or using any tool and technique for this research. Test case prioritization was conducted which involves scheduling test cases in order to achieve effectiveness of performance goals [1]. In this study they mentioned that Test cases should be performed in such a manner that enhances the possibility of fault detection. In this study they build up validate requirement-based system level which is used for test case prioritization method to expose more harsh faults at the beginning stage.

Another study was conducted which showed regression testing is performed to give assurance that the alterations which are made in the existing software do not harm the live behaviour of the software [2]. In this study they mentioned that if the test suites tend to grow as software progresses, so it becomes too expensive to accomplish the entire test suites. In this study regression testing is also used for prioritizing the test cases in such a way that it maximized the fault detection in the earlier stage.

In a study it was determined that regression testing is to evaluate the adjustments made to software while adding new features have not been affected to the software [3]. In this study they revealed many techniques which have been reported on how to choose the regression tests so that quantity of test cases does not expand up too big as the software grows. In this study they projected hybrid technique combines minimization, modification, and prioritization-based variety using a list of source code changes and carrying out traces from test cases run on earlier versions.

Test case Prioritization techniques plan test cases study was conducted for implementation in order that attempt to make best use of some objective function. There are various objective functions are appropriate, one such function involves pace of fault detection a measure of how speedily faults are detected within the testing process [4]. In this study they stated about how improved pace of error detection during regression testing can give quicker feedback on a system under regression test and let debuggers start their work in advance. In this study they forecast several techniques for prioritizing test cases and report the efficiency of this techniques for improving pace of fault detection.

A study was conducted on test case prioritization for continuous regression testing is limited by fixed time constraints. To ensure time constraints and accomplish test cases, testing goals must be well planned in execution [5]. Prioritization techniques are usually used to command test cases to mirror their significance according to one or more criteria. High fault detection or reduced time test are vital part. In this study they proposed test prioritization approach Rocket to get better effectiveness of continuous regression testing of industrial video conferencing software. The outcome of the study shows that using Rocket it provides quicker fault detection, it also improves
regression fault detection rate. It also reveals that “30% more faults for 20% of the test suite executed” comparing to manually prioritized test cases.

A further study was conducted on test case prioritization for web service regression testing is vital to confirm the worth of service-oriented business application in their evolutions [6]. In this study they mentioned how the test case prioritization technique plays vital role to boost the effectiveness of web service application regression testing. In this study they analyse the reliance relationship using control and data flow information in an orchestration language: WS-BPEL. They also prioritize the test cases according to wrap more alteration affected elements with the maximum weight.

A study was conducted to comprehend regression testing techniques which are most vital phase in the software development life cycle [7]. In the maintenance phase of software development life cycle the development team maintains the software and delivered to clients. In this study they mentioned about the software maintenance findings for the reasons like enhancement of capabilities, deletion of capabilities, error corrections and optimization. In this study they have presented a variety of regression testing techniques and their classifications offered by different researchers and elaborating selective and prioritizing test cases for regression testing in brief.

A research was conducted to test prioritization using system model’s regression testing is important to check customized system is retested using existing test suite. The size of the test suite may be very huge, and testers are fascinated in defecting the faults in the earlier stage during the retesting process [8]. In this study they mentioned about the existing prioritization methods which are totally based on the code of the system. In this study they have introduced variety of methods of test case prioritization which are based on state-based models after changes to the model and the system. The model is implemented for the test suite and information about model implementation is used to prioritize tests.

A further research was conducted on test case prioritization approaches in regression testing, a systematic literature review states that quality of the software can be assured by going through software testing process [9]. In this study they talked about how regression testing phase is a costly process as it consumes a longer time. In this study they come up with the solution by scheduling test cases implementation with the help of prioritization approach.

Another research was conducted on prioritization for regression testing using ant colony optimization based on test factors, regression testing is believed to be one of the most expensive, time-taking, and vital activity which is executed in an environment with number of limitations for confirming the strength of a modified software [10]. In this study they talked about why it is necessary to select the sequence of test cases which is accurate, and it can traverse all the faults and take minimum execution time. In this study they come up with the solution that prioritization supports to accomplish performance requirements in which only the vital test cases are implemented. Previous studies have shown that prioritization approaches based on test factors like complexity, fault rate, importance, volatility, time, coverage have good outcomes and it also approaches based on intelligent practices like ant colony, genetic algorithm have been encouraging.

After going through various research on various aspects of regression testing and test prioritisation our aim for this research is to find whether the functionalities of the Trade Me website is working fine or not after inserting new features and for this we need to use certain tools which are discussed in next section.
3. Research Methodology

Selenium Web driver is used to build this automation framework. In this research automation framework for a web application has been designed and implemented. Using these framework testers can easily write and execute the test cases effectively and in less span of time. This framework is supportive to developer as well as tester to analyse their code and it produces the customized report to tester [11]. For browser testing we can use selenium because it is an open source tool [12]. Selenium web driver has been selected for this research and why it is selected it is shown below in table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Selenium Webdriver</th>
<th>QTP</th>
<th>Test Complete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Programming Language</td>
<td>Scripts are normally designed using ruby, java, python, Perl, and PHP.</td>
<td>It only supports VBScript and JavaScript.</td>
<td>It Allows scripts to be designed in C#, C++, VBScript, JS Script.</td>
</tr>
<tr>
<td>Platform Supported</td>
<td>MAC, UNIX, Windows operating system.</td>
<td>It only supports windows.</td>
<td>It runs on windows Vista and 7.</td>
</tr>
<tr>
<td>Open source/ Paid Tool</td>
<td>Open Source</td>
<td>It is a paid tool, and it is based on the project.</td>
<td>It cost lesser than QTP and it is licensed tool.</td>
</tr>
<tr>
<td>Test Execution Report</td>
<td>It does not generate the report by itself we need plugin like TestNG to execute and generate reports in html format.</td>
<td>Using QTP we can generate test execution report and determine the execution status.</td>
<td>Execution results are generated as a separate file and displayed to the user [13].</td>
</tr>
</tbody>
</table>

For this research scrum methodology is selected because of its nonstop iteration for the development and testing throughout the life cycle of the software development process. The Sprint last for 2 weeks. The team member has to co-ordinate with the scrum master for the daily report via email or face to face meeting when needed. The scrum master reviews the work and provides suggestion. At the end of the Sprint there is retrospective meeting to see development and testing progress.

Scrum methodology has been opted for this research. While using traditional SDLC are not able to meet the market requirement and leading to customer dissatisfaction, as customer requirements are changing frequently and making it more complex for the testers. Scrum methodology has been introduced to meet the desires of the software development companies like Trade Me [14].

4. Research Execution

4.1. Automation Test Plan

It is time consuming to write the automation scripts. To automate everything is not possible so spending money and time on automation is to develop a strategy that boost up the velocity for the short and long term.

Repetitive Test

- As we know login is repetitive test because we are calling login several times on the website.
High Risk

- Auto-updating of the web-browser is high risk.
- Using X-path sometimes creates a lot of error because it does not call the expected value.

Test Approach

- Selecting the appropriate automated testing tool for testing Trade Me website.
- Test cases should be given test priority, which test case has high priority should be automated first, test cases having low priority should be tested at the end.
- Test early and Test often.

Test automation phases

- Requirement analysis: - Functional requirements of Trade Me.
- Test Planning: - Functional Automation planning.
- Test case design and development: - Planning test cases and prioritizing the test cases according to the priority (High, Medium, Low).
- Test environment: - Installing Selenium, Xampp, TestNG for generating report and Eclipse.
- Test execution: - Scripts Implementation.

Roles and Responsibilities

Table 2: Roles and Responsibilities

<table>
<thead>
<tr>
<th>Members</th>
<th>Task</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.Automation Tester</td>
<td>For writing automation scripts.</td>
<td>6 hours</td>
</tr>
<tr>
<td>2.Manual Tester</td>
<td>For writing the test cases</td>
<td>5 Hours</td>
</tr>
</tbody>
</table>

Test Environment

- **Software**
  1. Installing Selenium.
  2. Installing Xampp.
  3. TestNG for generating report.
  4. Eclipse.
  5. Database Server.
  6. Test Data.

- **Hardware**
  1. CPU 1.60 GHZ.
  2. Operating System: 64 Bit Windows 10
  3. Ram: 12 GB

Assumptions

- Testing environment stability.
- Test resources available.
- Stable application.
4.2. Proposed Architecture for Automation Test Plan

The figure above justifies the architecture of automation test plan. There are 8-Page Factory Classes including login and logout which are connected to the test cases individually and that test cases are connected to the TestNG class. TestNG class is further divided in to two different parts. One TestNG class is connected with Selenium Web-_DRIVER, Chrome Browser and test under execution. The second part is connected with the TestNG framework to generate reports and generate logs.

![Figure 1: Architecture of Automation Test Plan](image)

4.3. Functional Test Cases

The functional test cases are prioritized as per the requirement of research. Regression automation testing for the whole Trade Me website is not possible. So, the aim of the research is to prioritize the test cases which are listed below in table 3.

Risks

- Auto updating of the web-browser is high risk.
- Using X-path sometimes creates a lot of errors because it does not call the expected value.
## Table 3: Functional Automation Testing

<table>
<thead>
<tr>
<th>Test Scenario ID</th>
<th>Test Scenarios</th>
<th>Test Steps</th>
<th>Expected Results</th>
<th>Actual Results</th>
<th>Pass/Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC-01</td>
<td>Verify successful login functionality.</td>
<td>1. Open browser enter &quot;<a href="https://www.trademe.co.nz/Members/Login.aspx">https://www.trademe.co.nz/Members/Login.aspx</a>&quot;.</td>
<td>User should be able to see the homepage.</td>
<td>User has been logged in successfully.</td>
<td>Pass</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Enter valid &quot;Username&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Enter valid &quot;password&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Click on &quot;Login Button&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC-02</td>
<td>Verify that user can search for the items.</td>
<td>1. Open browser enter &quot;<a href="https://www.trademe.co.nz/Members/Login.aspx">https://www.trademe.co.nz/Members/Login.aspx</a>&quot;.</td>
<td>User should be able to see the &quot;Trade Me Jobs HomePage&quot;.</td>
<td>User can see the Trade Me jobs homepage.</td>
<td>Pass</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Enter valid credentials for login.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Search for &quot;Jobs&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Click on &quot;Search Button&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC-03</td>
<td>Verify that user can enter Keywords successfully.</td>
<td>1. Open browser enter &quot;<a href="https://www.trademe.co.nz/Members/Login.aspx">https://www.trademe.co.nz/Members/Login.aspx</a>&quot;.</td>
<td>User should be able to enter the valid details.</td>
<td>User can enter the details.</td>
<td>Pass</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Enter valid credentials for login.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Search for &quot;Jobs&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Click on &quot;Search Button&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5. Enter &quot;Keywords&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6. Select &quot;Job Type&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7. Select &quot;Region&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>8. Select &quot;categories&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9. Select &quot;Annual Income&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10. Select &quot;Any Experience&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>11. Search for the jobs.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC-04</td>
<td>Verify that user can select &quot;Sort&quot;.</td>
<td>1. Open browser enter &quot;<a href="https://www.trademe.co.nz/Members/Login.aspx">https://www.trademe.co.nz/Members/Login.aspx</a>&quot;.</td>
<td>User should be able to see the Featured jobs.</td>
<td>User can see the featured jobs.</td>
<td>Pass</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Enter valid credentials for login.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Search for &quot;Jobs&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Click on &quot;Search Button&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5. Enter &quot;Keywords&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6. Select &quot;Job Type&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7. Select &quot;Region&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>8. Select &quot;categories&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9. Select &quot;Annual Income&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10. Select &quot;Any Experience&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>11. Search for the jobs.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12. Select &quot;Featured Jobs&quot;.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| **TC-05** Verify that user can "Add to Watchlist". | 1. Open browser enter "https://www.trademe.co.nz/Members/Login.aspx".  
2. Enter valid credentials for login.  
3. Search for "Jobs".  
4. Click on "Search Button".  
5. Enter "Keywords".  
6. Select "Job Type".  
7. Select "Region".  
8. Select "categories".  
9. Select "Annual Income".  
10. Select "Any Experience".  
11. Search for the jobs.  
12. Select "Featured Jobs".  
13. Click on "Add to Watchlist". | User should be able to add jobs to the watchlist. | User can add the jobs to the watchlist. | Pass |
| **TC-06** Verify that user can "View the Watchlist". | 1. Open browser enter "https://www.trademe.co.nz/Members/Login.aspx".  
2. Enter valid credentials for login.  
3. Search for "Jobs".  
4. Click on "Search Button".  
5. Enter "Keywords".  
6. Select "Job Type".  
7. Select "Region".  
8. Select "categories".  
9. Select "Annual Income".  
10. Select "Any Experience".  
11. Search for the jobs.  
12. Select "Featured Jobs".  
13. Click on "Add to Watchlist".  
14. Click on "View Watchlist". | User should be able to view the watchlist. | User can view the watchlist. | Pass |
| **TC-07** Verify that user can "Remove from the Watchlist". | 1. Open browser enter "https://www.trademe.co.nz/Members/Login.aspx".  
2. Enter valid credentials for login.  
3. Search for "Jobs".  
4. Click on "Search Button".  
5. Enter "Keywords".  
6. Select "Job Type".  
7. Select "Region".  
8. Select "categories".  
9. Select "Annual Income".  
10. Select "Any Experience".  
11. Search for the jobs.  
12. Select "Featured Jobs".  
13. Click on "Add to Watchlist".  
14. Click on "View Watchlist".  
15. Click on "Remove from Watchlist". | User should be able to Remove from the watchlist. | User can remove jobs from the watchlist. | Pass |
Verify that the user can "Logout Successfully".

1. Open browser enter "https://www.trademe.co.nz/Members/Login.aspx".
2. Enter valid credentials for login.
3. Search for "Jobs".
4. Click on "Search Button".
5. Enter "Keywords".
6. Select "Job Type".
7. Select "Region".
8. Select "categories".
9. Select "Annual Income".
10. Select "Any Experience".
11. Search for the jobs.
12. Select "Featured Jobs".
13. Click on "Add to Watchlist".
14. Click on "View Watchlist".
15. Click on "Remove from Watchlist".
16. Click on "Logout".

Verify that the user has logged out successfully.
User has been logged out successfully. Pass

4.4. Gantt Chart for research

The Gantt chart used for this research is given in below Table 4. The Gantt chart in Table 4 explains brief about the Sprint 0 and Sprint 1. It explains activities from day 1 to day 25. The Gantt chart also have the start and the end date so we can get the clear idea about the Sprints and have the duration that which Sprint Activity took more hours to complete.

Table 4: Gantt chart for research

<table>
<thead>
<tr>
<th>Sprint</th>
<th>Actions/Deliverables</th>
<th>Day</th>
<th>Start date</th>
<th>End Date</th>
<th>Durations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sprint 0</td>
<td>Selecting and understanding the research.</td>
<td>1</td>
<td>19/08/19</td>
<td>19/08/19</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Understanding the plan of the proposal.</td>
<td>2</td>
<td>20/08/19</td>
<td>20/08/19</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Collecting the information related to proposal.</td>
<td>3</td>
<td>21/08/19</td>
<td>21/08/19</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Create plan for the proposal and check the literature for proposal.</td>
<td>4</td>
<td>22/08/19</td>
<td>22/08/19</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Meeting supervisor for the proposal feedback and changes made according to the guidance of the supervisor.</td>
<td>5</td>
<td>23/08/19</td>
<td>23/08/19</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Installing and setting up the environment.</td>
<td>6</td>
<td>26/08/19</td>
<td>26/08/19</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Analysing the application.</td>
<td>7</td>
<td>27/08/19</td>
<td>27/08/19</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Analyse the technical architecture and design.</td>
<td>8</td>
<td>28/08/19</td>
<td>28/08/19</td>
<td>6</td>
</tr>
<tr>
<td>Sprint 1</td>
<td>According to business requirements create a test plan.</td>
<td>9</td>
<td>29/08/19</td>
<td>29/08/19</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Creating scenarios for regression testing.</td>
<td>10</td>
<td>30/08/19</td>
<td>30/08/19</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Creating scripts for regression testing.</td>
<td>11</td>
<td>02/09/19</td>
<td>02/09/19</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Scripts execution</td>
<td>12</td>
<td>03/09/19</td>
<td>03/09/19</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Generate reports</td>
<td>13</td>
<td>04/09/19</td>
<td>04/09/19</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Meeting supervisor for the research report.</td>
<td>14</td>
<td>05/09/19</td>
<td>05/09/19</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Changes can be made according to the</td>
<td>15</td>
<td>06/09/19</td>
<td>06/09/19</td>
<td>4</td>
</tr>
</tbody>
</table>
4.5. Snippets of code

The code snippets for the main class is displayed below in figure 2. @Test (annotations) in the figure states that all the test scenarios are implemented in a chronological way. (Priority=0) states the test case priority that login test case should be executed first. In the Main TestNG class sub-methods are created.

```java
public class mainclass {
    WebDriver driver;

    @BeforeTest
    public void launch() throws InterruptedException {
        System.setProperty("webdriver.chrome.driver","C:\\ChromeDriver\\chromedriver.exe");
        driver = new ChromeDriver();
        driver.get("https://www.trademe.co.nz/Members/Login.aspx");
        Thread.sleep(2000);
        driver.manage().window().maximize();
        driver.manage().timeouts().implicitlyWait(10, TimeUnit.SECONDS);
    }

    // login
    @Test(priority=0, enabled=true)
    public void login() throws InterruptedException {
        login = new login(driver);
        loginmain.Username();
        loginmain.Password();
        loginmain.login();
    }

    // search
    @Test(priority=1, enabled=true)
    public void search() throws InterruptedException {
        Searcher = new Searcher(driver);
        Searcher.loginSearch();
        System.out.println(driver.getTitle());
        //assertEqual(driver.getTitle(), "Jobs");
        //Searcher.search();
    }
}
```

Figure 2: Snippets of Main class

The code snippets for search test suite are show in Figure 3. The Figure 3 below defines methods in each method and defined the actions for each method to be performed.
5. **RESULTS**

Research results of this study are given below.

5.1. **TestNG Reports**

TestNG is used to create testing reports and tester can easily come to know how many test are passed, failed and skipped. TestNG is an automation Framework where NG stands for next generation. TestNG is motivated from Junit which uses the annotations (@). Using TestNG tester can also execute the failed test cases separately. Also, TestNG provides a separate option “testing-failed.xml file” in the test output folder. So that if tester wants to run the failed test cases it can run with the help of XML file.

TestNG is used to capture the metrics which is used to improve the effectiveness and efficiency of a software testing process. The below points show how to capture TestNG report.

- TestNG will generate default report.
- After executing the java project should be refreshed to get test-output folder.
- Right clicking on the emailable-report.html.
- Same output can be seen in the web browser.

The Figure 4 shows that how many test cases are passed, skipped, failed. It also shows time taken for one test to complete. The Figure 4 defines that there are 7 number of test cases have been executed successfully. The number of test cases failed and skipped are 0.
5.2. Chronological view

The chronological view of Trade Me main class is shown in the below Figure 5. The Figure 5 shows chronological view order of the test cases and what is the flow of test case. The flow of Trade Me main class is shown in the Figure 5.

Figure 5: Chronological View

5.3. Times

The Figure 6 shows time taken for each test to passed. It shows how much time taken by one test to get executed. Add to watchlist has taken 25,726(MS) approximately which is highest to execute one test. And logout took approximately 2863(MS) which least time to execute the test case.
6. DISCUSSION

The result shown in Figure 4 defines that, all the test scenarios has been passed. But what happens when one of the test cases failed? Let us take test scenarios search for the job has been failed. So, it will not have allowed me to do further regression testing on different scenarios. To overcome this challenge, we need to fix the error and run the test successfully. Using TestNG tester can run the failed test cases individually. TestNG also provides separate option like “testing-failed.xml file” in the test output folder. So that tester can run the failed test cases rather than running whole scripts which will help to reduce time.

Let’s suppose what happens if the test cases got skipped? Sometimes QA team needs to execute the last minute issue verification at that moment QA team does not have enough time to execute all the test cases so in this case QA team can skipped the test case by @Test(enabled=false).

The Chronological view of Trade Me website is shown in Figure 5. Chronological means in a specify order. The Figure shows the test suites in step by step order. What if it is not in chronological order? If the test suites are not in order the test cases will be failed. Test suites should be in a specify order to execute the test cases.

The time taken by each test to execute successfully is shown in the Figure 6. Add to watch list has taken 25,726 (MS) to execute the test which is highest and logout has taken least amount of time to execute the test which is 2,863 (MS). Now, what happens if the test case is taking too long or test cases get success? We can just simply add wait time between the element to get the accurate result and after the execution of all test cases we can simply decrease the wait time between the element so that we don’t have to wait everytime.

7. RECOMMENDATIONS

In this research regression automation test suite has been used to overcome the problems. First problem faced was automating the whole Trade Me website is not possible because it has lot of scenarios. To overcome this problem came up with the solution of prioritizing test cases. Prioritizing test cases helped to reduce the time and it also helped in reducing the cost. Second challenge faced during the execution phase. As, Trade Me is dynamic website we cannot automate with the help of X-path because it changes after every few minutes. To overcome this
problem ID and Name is used to identify the correct path. Regression automation test suite helped this research to reduce the time and it also helped to reduce the cost. It also helped to free up the manual test resources for quality and exploratory testing.

8. CONCLUSION

In this research we have covered the plan and the problem of the Trade Me website. For this research selenium Webdriver was selected and it helped to test the new features and processes of Trade Me website. I successfully implemented Regression testing which helped me to prioritize the test cases in such a way that it maximized the fault detection. Scrum methodology is used to meet the desires of the software development companies and increase the client satisfaction. The automation test plan, functional automation test cases, sprints, architecture of automation test plan explains the workflow in detail about the research. Regression testing is the best technique, but we cannot automate the “Trade Me” website fully. So, we prioritized the test cases and automate. This research will also help in future for similar kind of fast-growing websites.
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ON-DEMAND VIDEO TAGGING, ANNOTATION, AND SEGMENTATION IN LECTURE RECORDINGS TO ENHANCE E-LEARNING EFFECTIVENESS
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ABSTRACT

The COVID-19 pandemic has forced much of the academic world to transition into online operations and online learning. Interactions between the teachers and students are carried out via online video conferencing software where possible. All video conferencing software available today is designed for general usage and not for classroom teaching and learning. In this study, we analyzed the features and effectiveness of more than a dozen major video conferencing software that are being used to replace the physical face-to-face learning experiences. While some of the video conferencing software has pause feature but none allow annotation and segmentation of the recording. We propose tagging and annotation during the live streaming to improve direct access to any portion of the recorded video. We also propose automatic segmentation of the video based on the tagging so that the video is short, targeted, and can easily be identified.
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1. INTRODUCTION

Since the outbreak of the COVID-19 pandemic, the ways in which we teach and learn have shifted dramatically from largely in-person to completely virtual. Teaching in the fields of computer science and technology often requires close interaction between students and instructors, and online teaching and learning require tremendous organization and discipline. Furthermore, effective online education greatly depends on the vehicle in which a course is delivered. Software tools that are used in synchronous or asynchronous delivery of courses must have user-friendly interfaces to promote effective and timely interaction between instructors and students.

The COVID-19 pandemic has shifted much of the US education system onto remote learning, changing from instructor-led face-to-face interactive mode to distance learning via online web learning management systems (LMS) such as Desire2Learn, KMI LMS, GoToTraining, Grovo, Edwiser remUI, Moodle, Edmego, SmarterU, Paradiso Solutions, DHx Software, MindQuest Learning, Brainier, Talent LMS [1,2,3,4,5,6,7,8,9,12,13,14] ScholarLMS, Eurekos LMS, InnTier, Knolyx, Wisetail, Learnupon, GO[15], etc.
Video lectures and synchronous video conferencing are two primary mechanisms for instructors to emulate the in-person interactive environment of teaching and learning. A recent study [16] conducted on a random control monitoring of 157 students in a for-credit online course at a 4-year university found that on average, students watch all assigned and required videos with embedded assessment 1.29 times, about 9% of videos are skipped by students, and about 2% of the videos are watched after the assigned deadline. These figures indicate that students mostly watch the videos once to complete the assignment to get the grade and then almost completely ignore the video. This intriguing fact seems to contradict the common assumption that a recorded lecture would allow the student to review the material multiple times which could lead to better understanding of course materials and enhance their performance. In addition, in the studies [17,18], recorded lectures seem to support significant improvement in student performance if they are used as supplements.

Studies have shown that segmenting videos of 6 minutes or less in length is more effective for learning [17,18,19,20]. It allows learners to engage with small pieces of new information, gives them control over the flow of information, and helps encode the information into long-term memory. Long videos are ineffective as they overload the intrinsic cognitive capability of learning working memory [19,20,21,22,23].

While remote learning is not new, effective remote learning has always been a challenge as most younger and inexperienced learners need constant guidance; moreover, courses with higher levels of abstraction and logical thinking such as in the STEM (Science, Technology, Engineering, Mathematics) fields require repetitive guidance and often hands-on experience, thus requiring instructor-led class time as seen in most education institutions in the US and around the world. Because on-site operations at educational institutions in the US are now closed to slow down the spread of the coronavirus, most instructors depend on video conferencing tools such as Zoom, Microsoft Teams, WebEx, GoogleMeet, GoToMeeting, TeamViewer, YouTube, Facebook, Tiktok, Telegram, Slack, Discord and the likes to replicate direct hands-on face-to-face guidance during remote learning. This switch is a big challenge in teaching as instructors are often not well-equipped or trained, nor do they have the time to become effective video content makers and video editors. Moreover, none of the listed video tools are capable of or designed for handling video conferencing in academic environment.

Table 1. Supported features by various online synchronous video meeting software.

<table>
<thead>
<tr>
<th>Software</th>
<th>Recording</th>
<th>Pause/Resume</th>
<th>Annotated Video</th>
<th>Transcription</th>
<th>Chat</th>
<th>Multi-User</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft Teams</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Zoom</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Google Meet</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>WebEx</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Team Viewer</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Limited</td>
</tr>
<tr>
<td>Telegram</td>
<td>Limited</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Limited</td>
</tr>
<tr>
<td>Facebook Live</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Limited</td>
</tr>
<tr>
<td>Goto Meeting</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Discord</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Limited</td>
</tr>
<tr>
<td>Slack</td>
<td>No</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Limited</td>
</tr>
<tr>
<td>Youtube Live</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Tiktok</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>
Table 1 depicts a summary of our review of popular software that support online video recording and posting. We found that none of the popular video conferencing tools being used in education have proper interface and functionality to allow the instructors effectively create segmented instructional videos for use in their courses. From our study, we propose new feature and interface design to provide the much needed and effective tool for instructors to create targeted and topic specific videos to help promote effective remote teaching and learning.

2. RECORDING TAGGING AND ANNOTATING PROPOSAL

Synchronous video class meetings between faculty and students tend to cover many topics that span over an hour or longer. The recordings of these meetings could be more effectively used if they could be fragmented into individual segments such that each segment is focused on a specific item, topic, question, or idea. There should be an easy option for quickly marking the starting and ending of each fragment on the fly during class discussion. The author should be able to go back to the recorded video to adjust the markers and then extract the fragments as smaller videos for posting.

2.1. New Features to Consider

In our study, we look at Microsoft Teams, Zoom, WebEx, and Google Meets as the most popular conferencing software being used in academia because they can handle many users simultaneously and can integrate with institutional digital infrastructure. These software allow the user to trim the recordings and have the recordings transcribed. They also have a good auto-generated transcript service for recording videos. Zoom and WebEx allow the recording to be paused and resumed during the meeting, thus allowing some of the discussion to be included in the recordings. While these software have many great features, the final product – the recorded meeting videos – are often long and not effective for learning in academia. While the instructor can prepare a pre-recorded video using a camcorder or a recording software such as Kaltura Capture[24] or similar software, these videos do not represent the class dynamic or the specific topics and concepts in a way that the students would approach in real time. In addition, the majority of course-specific materials are specific to individuals, groups of students, and each semester. This issue is intensified much more in courses that have frequent updates to materials such as IT and CS. Therefore, synchronous meetings and recorded meeting videos are still very popular. Instructors are often faced with the decision to edit and fragment videos or leave them as-is. The second option is often the choice as time, resources, and training are limited.

Figure 1. Zoom meeting with Pause/Resume option
Moreover, video editing software such as Adobe Premiere and others require tremendous amounts of time and effort, and video editing and video production are skills in which most instructors are not trained or exposed to. Figures 1 shows a screen capture of Zoom synchronous video meeting and Figure 2 shows the transcription of a Microsoft Teams recording.

Moreover, the option to pause the recording has a big impact as to which institutions can and cannot use the software. Without the pause option, the recording will be contiguous, thus making the recording more transparent and easier to verify any possible allegation that arises from attendees. Not allowing pausing on the recording would allow tracing and tracking of any potential legal claim against the meeting participators. Any editing of the original recording would show the alteration, doctoring, or tampering of the evidence. Therefore, software such as Microsoft Teams are the primary choice for most public institutions. Not allowing pausing on the recording would allow tracing and tracking of any potential legal claim against the meeting participators. On the other hand, having the pause option allows certain parts of the meeting to be excluded from the recording; thus, this option works well for private and nonessential meetings. However, in almost all instructional synchronous meetings, there are many times a topic is reiterated, so the same questions may be asked by different individuals in the same meetings, and some repetitive and insignificant discussions are recorded during lectures. Thus, having all of these in the recording videos makes them very long, and students lose focus and interest. We want to have a feature that can automate the fragmentation process and retain the best of these two models.

2.2. Proposal to Enhance Video Recording with Targeted Tagging and Annotations

In terms of interrupting a recording, there could be two models of video conference recording: (a) those with a pause option such as Zoom and WebEx, and (b) those without a pause option. The platforms with the pause option allow the user to skip recording of certain periods of time when the discussion is not directly related to or of particular significance for those who may review the video later. These tools are good for personal and private environments, where there is less scrutiny and little chance that legal action may arise or be taken for or against what is being recorded. The second model, without the pause option, is often appropriate for public use and institutions involving many stakeholders. Thus, the recording should be continuous and untampered so that it can withstand all scrutiny, showing transparency, and can be used for legal purposes.
2.2.1. Designs

While these video conferencing applications are excellent at facilitating synchronous meetings, they lack certain features to support an effective online learning environment. For example, students generally lose focus when the video duration exceeds 6 minutes; that amount of time or less in length is more effective for learning\[19\]. Thus, having long recording sessions usually discourages students from reviewing the videos. Secondly, long recordings generally cover a lot of material and contain many interweaving concepts. It is best to make short video segments for each concept paired with illustrative examples. However, video making requires extensive amounts of preparation time and video editing skills that most faculty would not have, especially for those who have been teaching face-to-face and now are suddenly thrown into fully online instruction.

Our proposed design enhances these video conferencing applications so that the user can make annotations during the recording of conference meetings and have the recordings segmented into shorter videos automatically. The user then can make these video into shorter segments with specific context to their students. For video conference recording software that do not have the “pause” feature, we propose the recording enhancement as seen in Figure 3.

![Figure 3. Enhanced recording feature for video conference software without a “pause” feature](image)

The recording can run continuously from the moment it is started until the stop option is triggered. However, in our model, a permanent alternating “mark” and “unmark” button will be displayed on the interface, allowing the user to trigger segmentation markings on the recording. The button will alternate between mark and unmark. This option allows the user to place an annotation mark on the video at the moment of choice. A semi-transparent fading balloon for annotation will appear for a few seconds following the “mark,” allowing the user to type in a short title or description for the marked segment. If the user ignores the balloon, the first transcribed sentence immediately following the marking will be used to annotate the title of the recorded segment. This feature allows the user to keep full attention on video conferencing without distraction. The user can edit the automated text after the video recording session is finished.

For video conference recording software that do not have a “pause” feature, we propose the recording enhancement as seen in Figure 4.
2.2.2. Recording with Enhanced Video Tagging for Marking and Annotating Segments of Recording Video

Enhanced tagging for the marking/unmarking and annotating feature would run in conjunction with the traditional “pause” option in any video recording service, where the user can put the recording on hold and resume the recording when ready. The pause and resume functions could share the same button with alternating options displayed. However, the user will be presented with a semi-transparent fading pop-up balloon/screen which can be annotated at the beginning of a recording segment. The user can either choose to click on the balloon and enter some text to annotate or describe what would be immediately discussed in the video right after the resume option is triggered or to ignore it completely. The balloon will fade away in a few seconds if the user is not clicking on it; however, an annotation button will appear next to the resume button so that the user can pull up the annotation text box.

Since the recording can be paused, the user would have full control of the recording. Thus, it is not necessary to add a new button that takes up precious interface space, especially when the user is using small mobile devices such as a smart phone. For this model, the pause button would function as a traditional pausing option. The enhancement appears when the user clicks on the annotated balloon and a message can be added. We also propose to have an “annotated” button to be displayed on the control bar which the balloon fades into. This button allows the user to bring back the annotation balloon to annotate the beginning of a recording segment.

2.2.3. Automatic Video Segmentation and Extraction with the New Tagging and Annotation Feature

This option is added into both models, giving the user an option to extract video recording segments between annotations as individual videos. In online education, this feature is a great time saving tool for preparing teaching materials and learning. An example use case would be as follows: a computer science professor describes the concept of a data structure, its usage, and how to implement it to students. Thus, he would have examples to illustrate the concept. The examples would be very appropriate and precise due to his experience and knowledge in the field. However, these kinds of examples may not relate well with students as they do not have the same background as the professor, and the precision of the examples may require a certain level of influence, ability to recall, utilize and readily apply previously learned concepts. Thus, when the user makes his own video lecture, the students may still not be able to comprehend it very
clearly. A discussion is usually followed by the posting of the lecture so students can ask for clarification or alternate explanations. These kinds of questions are individual and specific to help students to grasp the concept. Thus, the professor then responds to the students’ questions with specific examples and illustrations. These answers are often more related to the students. Thus, having a way to extract these specific illustrations and place them along with the lecturing concept will help the students to learn and allow the professor to utilize their time effectively. This use case assumes that the professor is given a time slot to interact with students. With current video conference tools, the professor does not have that option. He may have to make several videos for each of these examples. Certainly, these video segments will not be professionally done; however, most professors are not professional video editors anyway.

2.2.4. Legal Implication of Contiguous Recordings

The option to record a meeting without a pause option allows institutions and corporations to have a continuous and unaltered record that can withstand potential legal tests when there are complaints about what has been said or shared during the meeting. With our proposal, the original recordings are the same as the original system would produce, and our proposal allows the system to generate a by-product that is beneficial and supportive to an online academic environment.

2.3. Implementing the Enhanced Tagging and Annotation Features

To implement these proposed features with minimal modification to the system and without changing its structure, we propose adding only a button onto the interface to provide the user with a way to manually trigger the new feature. Figure 5 depicts the implementation of the design where an auxiliary file is being used to record all annotations during the recording session in sync with the recording clock.

Figure 5: Enhanced recording feature for video conference with “pause” feature

All annotations can be done as a floating semi-transparent text box interface. To support the creation of the video segments, we will rely on the timer and a description file. In general, most systems employ a clock to show elapsed time in the recording, which is also the length of the recording, and we will use the same clock to support the new feature. When the new button is triggered, the system recording duration time is saved. Similarly, every interaction with the new feature will be recorded with the content given, and the time relative to the video recording. For example, two minutes into the recording, the user presses the “mark/unmark” button, annotates a
message 3 seconds later, and then clicks the “pause/unmark” button 5 minutes after the start of the annotation. This allows the system to generate a 5 minute and 3 second long recording segment starting 2 minutes from the beginning of the recording. An example entry for the description file is:

2:00 2:03 the message 7:03

The message can either be superimposed on the beginning of the segment or kept as the beginning of the segment transcription.

Multiple annotations: To handle multiple annotations on the same segment, the user can always annotate the video by typing into the semi-transparent text box and hit “enter” to save the message. The system records the time when the first character is entered into the text box and the message for the future display in the video segment. For example, at 2 minutes into the recording, the user clicks the mark/unmark button, then types in a message 5 seconds later; then the user types another message 1 minute later and clicks the unmark button at 9 minutes into the recording. The system will record the following:

2:00 2:05 the first message 3:05 the second message 9:00

Thus, with this technique, the user can annotate any number of messages, each value is separated by a tab, and the first and last value of the entry indicates the time interval from which the original recording will be copied to create a new recording segment.

When the recording is stopped, the system will use these entries in the description file to generate the recording segments from the original recorded video, and the messages can be superimposed on each segment individually at the corresponding recorded time period.

Figure 6: Interface for segment marking and annotation features
The user interface design for the segmentation marking and annotation features of the prototype system is given in Figure 6. The marking icon when clicked is activated which would become red to indicate the start of the segment. Clicking it again would mark the end of the segment. The annotation box is a floating box where annotation can be written. Figure 7 shows active marker and annotations on a recording.

3. CONCLUSIONS

In this study we analyzed over a dozen synchronous video meetings and conferencing software. We looked at the video delivery user interfaces that would be most appropriate and effective for student learning and engagement. From our study and recent research, we concluded that none of these software has the video features necessary for effective remote learning. We proposed features that would seamlessly integrate with any video conferencing software allowing the user to annotate the recording of the meeting on the fly, on-demand and obtain automated segmentation of the video. The segmentation feature would allow topic centric videos to be generated automatically from the recording without requiring further editing and minimal intervention. These new features can be added on to the existing video conferencing software without changing the underlying infrastructure. As future research, we would like to analyze and compare the effectiveness of these auto-generated targeted video segments against specialized video content created for similar topics.
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EVENT-DRIVEN TIME SERIES ANALYSIS AND THE COMPARISON OF PUBLIC REACTIONS ON COVID-19

Md. Khayrul Bashar
Tokyo Foundation for Policy Research, Tokyo 106-6234, Japan

ABSTRACT

The rapid spread of COVID-19 has already affected human lives throughout the globe. Governments of different countries have taken various measures, but how they affected people lives is not clear. In this study, a rule-based and a machine-learning based models are applied to answer the above question using public tweets from Japan, USA, UK, and Australia. Two polarity timeseries (meanPol and pnRatio) and two events, namely “lockdown or emergency (LED)” and “the economic support package (ESP)”, are considered in this study. Statistical testing on the sub-series around LED and ESP events showed their positive impacts to the people of (UK and Australia) and (USA and UK), respectively unlike Japanese people that showed opposite effects. Manual validation with the relevant tweets shows an agreement with the statistical results. A case study with Japanese tweets using supervised logistic regression classifies tweets into heath-worry, economy-worry and other classes with 83.11% accuracy. Predicted tweets around events re-confirm the statistical outcomes.
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1. INTRODUCTION

Now a days, the microblogging platforms especially the Twitter has become essential tools for communication, especially for political or professional leaders including health professionals and public to interact with each-other as well as their intra-domain communication [1]. It has become a popular platform starting from the third world countries to the developed countries. This platform is playing active roles to disseminate public health information and to obtain real-time health data using crowdsourcing methods. It has already been used to disseminate information during many public health disasters such as influenza in 2009, the outbreak of Ebola virus (EV) in 2014, the spread of Middle Eastern respiratory syndrome in 2015 and the outbreak of Zika virus in the late 2015 [2]. World Health Organization (WHO) and the Centers for Disease Control and Prevention (CDC) have adopted the use of twitter and other social media by realizing the twitter’s potential to inform and educate the public and governmental agencies. Several systematic review papers identified six main uses of Twitter for public health: (i) analysis of shared content, (ii) surveillance of public health topics or diseases, (iii) public engagement, (iv) recruitment of research participants, (v) public health interventions, and (vi) the network analysis of Twitter users [3]. On the other hand, the Twitter platform has been facilitating the analysis of many political issues such the prediction of vote percentage, the political campaign and its effects, the analysis of political homophily, the detection of election fraught etc. [4]. Some researchers are using corona related tweets for political framing [5].
In December 2019, the first diagnosis of a novel coronavirus, formally named severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), was made in the Wuhan City, Hubei Province, China. Later, its rapid spread has drawn increasing media and public attention. Press coverages have further elevated in January 21, 2020 when the CDC activated its emergency operations center and the WHO began publishing daily situation reports. Subsequent travel bans, large-scale quarantine of Chinese residents generated significant interests by the public. Local and global media have gradually become more active to update the ongoing corona situations and to publish in-depth analysis on corona pandemic. Governments of different countries have gradually taken various measures including the declaration of emergency or lockdown and the financial support packages for flattening the peak situations of corona virus. At the same time, the public health researchers have taken many emergency projects to find the source of corona virus and to discover vaccines for controlling its spread [6]. However, there is limited insight on how the public sentiments are affected by the corona severity and/or the various government actions such as the declaration of lockdown or emergency conditions and the economic support packages.

2. RELATED WORKS

Over the past months after the onset of coronavirus, several works were published. Three main streams of works are progressing: (i) the development of models for estimating the spread of corona virus and the associated infection or death cases (ii) the development of vaccine as a remedy against this deadly disease, and (iii) the analysis of epidemic’s impacts on the public health, economy and the global supply systems. Several authors have proposed advanced predictive models based on genetic programming and advanced machine learning algorithms including deep learning (e.g., LSTM) to address issues in the first stream [7] [8]. These models help to interpret patterns of the public sentiments in disseminating the related health information and assess political and economic influences of the spread of the virus. Researchers in the biological and medical domains are handling the second stream and are actively working on the vaccine development [6]. At present, several vaccine candidates are in the market places and several others are in the trial stage. Several researches were published in the third stream in which lexicon-based approaches, machine learning, and topic models are used [3] [9] [10]. These studies revealed the economic and political impacts of the COVID-19 as the most commonly discussed topics, while the risk for the public health and its prevention were the least discussed topics. Another aspect in this stream is the analysis of retweet networks and retweet speed. Beside the scientific researches, the governments in different countries have been taking various preventive measures such as the declaration of lockdown or emergency conditions, the financial support packages for the individual and business supports etc. However, it is quite unclear whether these measures really affected the public lives and sentiments. Moreover, how the public worries towards the health and economy has changed or is changing over time is also not fully explored. In this study, we therefore focus on exploring these issues. For the first one, we will consider two events namely the first declaration of lockdown or emergency (LED) and the economic support package (ESP). In the second case, a supervised machine learning method will be developed to classify public reactions into health and economy worries and their progression over time. Such understanding would enable the largescale opportunities for the prediction of public worries towards the health and economy during future catastrophic events.
3. **DATA COLLECTION**

3.1. Dataset-1

To test our research questions on the corona pandemic, we collected public tweets of the four countries (Japan, USA, UK, and Australia) for a six-month duration (January 2020 to June 2020). Target countries were selected considering geographical locations and the nature of infection varieties due to corona virus. Tweets were collected using “keyword” based search strategy [1] [11] [12]. Since we are interested in the public reactions in relation to the respective government actions, we used leader’s twitter handle as one of the search terms. For example, to extract public tweets for Japan, we constructed the query-string by concatenating corona related terms with the twitter handle of the corona in-charge in Japan (i.e., Economy Minister Yasutoshi Nishimura; @nishy03) by using logical “AND” operation.

In the keyword-based searching, several keywords (or hashtag keywords) are used for downloading the required tweets. The selection of keywords and their numbers usually depends on the target of projects [3] [13] [14]. Our study aims at comparing public reactions to COVID-19 among three English-spoken and one non-English spoken (e.g., Japan) countries. In this study, we therefore selected seven commonly used keywords and/or hashtags in the selected countries: “corona”, “coronavirus”, “novel coronavirus”, “COVID-19”, “COVID19”, “virus”, and “covid”. During the selection of the above keywords, we were motivated by the Oxford English Dictionary (OED) ranking and several other sources, namely Instagram, Yale Medicine Team, and several online reports [15 - 21]. With the mentioned keywords, we finally extracted 28,930 public tweets using twitter standard search API for the mentioned four countries. A threshold of 100 maximum tweets per day was set to make the API workable during data collection. The characteristics of our datasets are given in Table 1. The number of the collected tweets is approximately proportional to the number of active twitter users (on the corona issue) in each country. Although, the dataset is not very large one, the random selection of the tweets by the API greatly reduces the possible biases on the collected datasets. These datasets will be used for statistical analysis of events. Besides, the dataset for the Japanese public will also be used for the classification of the public reactions in Japan.

![Table 1: Information on public tweet datasets](image)

<table>
<thead>
<tr>
<th>Group</th>
<th>Total days</th>
<th>Min</th>
<th>Max</th>
<th>Avg</th>
<th>Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>145</td>
<td>1</td>
<td>100</td>
<td>28.08</td>
<td>4072</td>
</tr>
<tr>
<td>USA</td>
<td>173</td>
<td>1</td>
<td>100</td>
<td>88.09</td>
<td>15240</td>
</tr>
<tr>
<td>UK</td>
<td>163</td>
<td>1</td>
<td>100</td>
<td>63.09</td>
<td>8090</td>
</tr>
<tr>
<td>Australia</td>
<td>164</td>
<td>1</td>
<td>81</td>
<td>16.93</td>
<td>1528</td>
</tr>
</tbody>
</table>

3.2. Dataset-2

It is a small dataset, constructed for Japan based on a different set of keywords than those used for collecting Japanese tweets in Dataset-1. These keywords were selected to directly construct annotated datasets for supervised classification of two dominant classes, i.e., health-worry
(“hWorry”), and economy-worry (“eWorry”) as found in the Dataset-1. The translated version of some Japanese keywords for “hWorry” and “eWorry” classes include mask shortage, medical system collapse, lack of testing, bankruptcy, corona recession, damage on tourism etc. To keep consistent with the tweet categories in the Dataset-1, we have created a third class, designated as “other”, by including freely available USA airline review tweets [22]. Therefore, this dataset consists of 146, 349, 300 samples for “hWorry”, “eWorry”, and “other” classes, respectively. Finally, the Dataset-2 is used for training and validation, while the Japanese tweets in Dataset-1 is used as the final testing sets in our study.

4. EVENT-DRIVEN SENTIMENT ANALYSIS

4.1. Overview

In this study, timeseries tweet data is first preprocessed to eliminate URL, punctuations, stop words and rare words. Lemmatization is also performed to remove inflectional endings only and to return the base or dictionary form of a words. Then sentiment parameters are extracted and the date-wise sentiment timeseries are constructed for mean polarity (“meanPol”) and positive-negative count ratio (“pnRatio”) using a rule-based sentiment extraction model, called VADER [23]. To explore whether government actions against corona pandemic has potential effects on the public sentiments, we consider two well-known events, namely the first declaration of lockdown or emergency conditions (LED), and the first declaration of economic support package (ESP) among four countries Japan (JAP), USA, UK, and Australia (AUS). Statistical error analysis and Welch’s t-testing has been performed fifteen days before and after each event for each country to justify the significance of the actions taken by each government. A validation study on the event-related tweets has been performed to verify the results of the statistical analysis. Finally, a case study using the Japanese tweets has been performed which employs logistic regression to classify and then to verify the tweets related to “hWorry”, “eWorry”, and the “other” categories, respectively. Results showed the promising performance of the proposed method and analysis. Figure 1 below show the overview of our approach.

Fig. 1. (a) Even-driven Processing of twitter sentiment timeseries (b) Classification of public reactions to heath worry, economic worry, and others.

4.2. Polarity Extraction

A rule-based model, entitled Valence Aware Dictionary and Sentiment Reasoner (VADER), is adopted for public sentiment analysis from the twitter data. This model combines lexical features
with five general rules that embody grammatical and syntactical conventions for emphasizing sentiment intensity and showed effectiveness in social media data analysis. It tells not only about the positivity and negativity score but also tells us about how positive or negative a sentiment is. It outperforms individual human raters and captures better contexts compared to eleven benchmarks including ANEW, SentiWordNet, and machine learning oriented techniques relying on Naive Bayes, Maximum Entropy, and Support Vector Machine (SVM) algorithms. Please refer to [23] for detail information.

4.3. Sentiment Parameters

We have computed several sentiment parameters using VADER. These are mean polarity (“meanPol”) and the positive-negative polarity count ratio (“pnRatio”) in our analysis. In VADER, emotion intensity or sentiment score is measured on a scale from -4 to +4, where -4 is the most negative and +4 is the most positive. The midpoint 0 represents a neutral sentiment. VADER can map emoticons that appear in the social media texts like tweets. In our study, we only consider positive and negative scores of each sentiment bearing word. The above parameters were computed based on compound polarity score as defined by Eq. 1.

\[
\text{Compound Score} = \frac{x}{\sqrt{x^2 + \alpha}}
\]

where x is the sum of the sentiment scores of the constituent words of the sentence or sentences and \(\alpha\) is a normalization parameter that we set to a default value 15. This gives us a normalized score between -1 (most extreme negative) and +1 (most extreme positive). Please refer to (Hutto et al., 2014) for more information.

4.4. Classification of Public Reactions

Understanding the heath and economic related public reactions is very important in decision making by the leaders and government of a country. This could help proactive policy decisions especially during disastrous situation like corona pandemic. In this study, we have developed a classification algorithm using logistic regression to classify public reactions as “hWorry” and “eWorry” using Japanese tweets as a case study.

After preprocessing, the count-vectorizer are applied to construct numerical feature matrix for classification [24]. Classical machine learning models usually perform better than the advanced deep learning models with relatively small datasets having short-length text data. After an investigation with Dataset-2 using four machine learning models namely the Naïve Bayes (NB), linear support vector machine (LSVM), logistic regression (LR), and Random Forest (RF), we have finally selected the count-vector feature and the LR model for our analysis. The collection of Japanese tweets for six-month duration (Please refer to Section 3.1) was used as the final testing set. Japanese tweets are translated into English using “Googletrans”, a python library that implemented Google Translate API (“Googletrans”, a python library). Classification performance is computed using well-known evaluation metrics as defined below [25].

\[
\text{PRE} = \frac{TP}{TP + FP}
\]

\[
\text{SN} = \frac{TP}{TP + FN}
\]

\[
\text{SP} = \frac{TN}{TN + FP}
\]
\[
\text{ACC} = \frac{(TP + TN)}{(TP + TN + FP + FN)},
\]

where TP, FN, FP and TN represent the number of true positives, false negatives, false positives and true negatives, respectively.

5. **EXPERIMENTAL RESULTS AND DISCUSSION**

5.1. **Polarity Timeseries Analysis**

With the collected data, we have generated “meanPol” and “pnRatio” timeseries for four countries (Figs. 2 and 3). Figure 2 shows that the Japan, UK, and Australia have large variations in the mean polarity before March 15, 2020, while the mean polarity for USA varies wildly throughout the six-month duration. The mean polarity for the Australia also varies widely after the 2\textsuperscript{nd} week of April 2020. The most negative polarity was observed for UK and AUS public, while the most positive polarity was found for Japanese people. An approximately similar trend was observed in the pnRatio timeseries as shown in Fig. 3.

![Fig.2. Plots for average polarity for (a) Japan, (b) USA, (c) UK, and (d) Australia](image-url)
5.2. Event Analysis

To address the research question, we have considered two events: (i) the first declaration of lockdown or emergency (LED) and (ii) the first declaration of economic support package (ESP).

**LED**: The starting date at which some restrictions on the human and/or business activities at public places were first imposed for the sake of ensuring public and national safety in a special occasion (e.g., violence, pandemic etc.). In case of the corona pandemic, such event is known as lockdown or the state of nation-wide emergency declaration. In this study, we considered this date as an important event.

**ESP**: On the eve of disaster situations, the national government usually declares financial support to protect its citizens from financial and mental crisis. During COVID-19, most of the affected countries declared such packages at different point of time. In our study, the first occurrence of this kind of support is considered as an event for analysis.

Table 2. MeanPol and pnRatio before and after LED

<table>
<thead>
<tr>
<th></th>
<th>MeanPol</th>
<th>pnRatio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BeforeLED</td>
<td>AfterLED</td>
</tr>
<tr>
<td>Japan</td>
<td>0.039362</td>
<td>0.003026</td>
</tr>
<tr>
<td>USA</td>
<td>-0.16379</td>
<td>-0.14241</td>
</tr>
<tr>
<td>UK</td>
<td>-0.06723</td>
<td>0.013028</td>
</tr>
<tr>
<td>Australia</td>
<td>-0.10858</td>
<td>-0.01557</td>
</tr>
</tbody>
</table>
Fig. 4. Error plots of meanPol for LED. (a) Japan, (b) USA, (c) UK, and (d) Australia

Fig. 5. Error plots of pnRatio for LED. (a) Japan, (b) USA, (c) UK, and (d) Australia

Table 2 and Figs. 4 and 5 show the meanPol and pnRatio parameters 15 days before and after the LED event. These figures clearly show that except for Japan, the negative meanPol reduces after the LED event for Australia, UK, and USA. On the other hand, pnRatio increases after the LED event for the same three countries (Australia, UK, USA) except Japan. This indicates that the public in those three countries somewhat accepted the LED as a positive step. While in Japan, it showed the opposite behavior indicating that the Japanese people are not much satisfied with the LED implementation.
Table 3 and Figs. 6 and 7 show the meanPol and pnRatio parameters 15 days before and after the ESP event. Figures show that except for Japan and Australia, the negative meanPol reduces after the ESP event for UK, and USA. On the other hand, pnRatio increases after the ESP event for the same two countries (UK, USA) except the Japan and Australia, which showed the opposite behavior. This indicates that the public in the USA and UK accepted the ESP as a positive step to some extent. While the public in Japan and Australia are not much satisfied with the ESP implementation.

Table 3. MeanPol and pnRatio before and after ESP events

<table>
<thead>
<tr>
<th></th>
<th>MeanPol</th>
<th></th>
<th>pnRatio</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BeforeESP</td>
<td>AfterESP</td>
<td>BeforeESP</td>
<td>AfterESP</td>
</tr>
<tr>
<td>Japan</td>
<td>0.039362</td>
<td>0.003026</td>
<td>1.430606</td>
<td>1.282577</td>
</tr>
<tr>
<td>USA</td>
<td>-0.16379</td>
<td>-0.09534</td>
<td>0.876282</td>
<td>1.044415</td>
</tr>
<tr>
<td>UK</td>
<td>-0.06723</td>
<td>-0.00656</td>
<td>1.045158</td>
<td>1.292268</td>
</tr>
<tr>
<td>Australia</td>
<td>-0.10858</td>
<td>-0.04912</td>
<td>1.073405</td>
<td>1.292818</td>
</tr>
</tbody>
</table>

Fig.6. Error plots of MeanPol for ESP. (a) Japan, (b) USA, (c) UK, and (d) Australia
To justify the above observations more closely, we have performed Welch’s $t$-testing on the 15-days sentiments before and after the mentioned two events. Table 4 shows the test results. Results showed significant differences of the MeanPol and pnRatio parameters over the LED event for UK and Australia, while they showed significant differences for USA and UK on the FSP event. These testing outcomes are quite congruent with the results from the statistical error analysis (Figs. 6 and 7) except for the USA on the LED event. However, the Japanese tweets does not show any significant differences for both events. In conclusion, we can say that UK and USA people are somewhat satisfied with the government’s ESP event, while the UK and Australian people are satisfied with the LED event.

Table 4. Welch’s $t$-test Results for Event Sentiments Analysis

<table>
<thead>
<tr>
<th>Country</th>
<th>Parameters</th>
<th>LED</th>
<th>ESP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MeanPol</td>
<td>pnRatio</td>
</tr>
<tr>
<td>Japan</td>
<td>t</td>
<td>0.6399</td>
<td>0.7023</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>0.5274</td>
<td>0.4882</td>
</tr>
<tr>
<td></td>
<td>dof</td>
<td>27.744</td>
<td>27.948</td>
</tr>
<tr>
<td>USA</td>
<td>t</td>
<td>-1.155</td>
<td>-0.8212</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>0.2590</td>
<td>0.4192</td>
</tr>
<tr>
<td></td>
<td>dof</td>
<td>24.262</td>
<td>25.188</td>
</tr>
<tr>
<td>UK</td>
<td>t</td>
<td>-2.845</td>
<td>-3.503</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>0.0108</td>
<td>0.0029</td>
</tr>
<tr>
<td></td>
<td>dof</td>
<td>17.748</td>
<td>16.173</td>
</tr>
<tr>
<td>Australia</td>
<td>t</td>
<td>-2.152</td>
<td>-2.074</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>0.0401</td>
<td>0.0497</td>
</tr>
<tr>
<td></td>
<td>dof</td>
<td>27.999</td>
<td>22.296</td>
</tr>
</tbody>
</table>
To justify the above observations, we have manually investigated the top 50 most negative tweets before and after each event. Negative tweets are selected based on the observations that the overall MeanPol is mostly negative for all countries except Japan which is slightly positive (Please refer to the Tables 2 and 3). Figures 8 and 9 show the results of investigation before and after the LED and ESP event, respectively.

Fig.8. Number of tweets for LED. (a) Japan, (b) USA, (c) UK, and (d) Australia

Fig.9. Number of tweets for ESP. (a) Japan, (b) USA, (c) UK, and (d) Australia

The depicted results in the above figures agree with the results of statistical analysis as explained above. The Fig. 8 (b-d) for the Australia, UK, and USA show similar tendency with decreasing worries for health and economy in case of the LED event, while Japan shows the opposite behavior. Note that Australia has a small perturbation for the health worry case. This is perhaps a side effect for not including all negative tweets in manual verification. Similar findings were observed in case of the ESP event (Fig. 9). In this case, the USA is not in agreement with the results of statistical analysis. Again, this perturbation may happen because of the mentioned
reason as above as well as the limitation due to human annotation. However, the overall outcomes are approximately in agreement with the results that we obtain from statistical analysis. In addition, we can go more insight with the validation results in terms of anti-government public sentiments. The anti-government sentiments of the Japanese people have increased after each event, while the same for the most other countries have decreased except the USA with the ESP event. Results also showed the highest anti-government sentiments in USA and Australia compared to other countries. Note that both the LED and ESP events were declared in the same date in Japan. Note also that the Japanese people gave stronger reactions on the health and economic issues compared to other countries (Fig. 8 and 9 (a)).

5.3. Classification of Public Reactions

Based on the above observations, we have decided to perform a classification study on the reactions of Japanese public as a case study. In this case, supervised classification method has been developed as explained in the section 4.4. Table 5 below shows the results of classification using count vectorizer with LR classification model. With the three classes (“hWorry”, “eWorry”, and “other”), we have obtained 83.11% average classification accuracy (macro average) with the high percentage of specificity (87.33%) and reasonable precision (74.78%) and sensitivity (74.66%). Note that the classification accuracy for the “hWorry” class is relatively low compared to the “eWorry” class, indicating the effects of our unbalanced training set. However, we hope to improve our results by adopting proportional weighting scheme or advanced deep learning model with larger dataset and more appropriate numerical feature model. Results also indicates that we can successfully classify high-level concepts like the worries for health and economy using the properly designed training sets.

Table 5: Classification Performance on the test set using LR with count-vector feature

<table>
<thead>
<tr>
<th></th>
<th>PREC</th>
<th>SN</th>
<th>SP</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>hWorry</td>
<td>0.767</td>
<td>0.690</td>
<td>0.895</td>
<td>0.827</td>
</tr>
<tr>
<td>eWorry</td>
<td>0.735</td>
<td>0.860</td>
<td>0.845</td>
<td>0.850</td>
</tr>
<tr>
<td>other</td>
<td>0.742</td>
<td>0.690</td>
<td>0.880</td>
<td>0.817</td>
</tr>
<tr>
<td>Macro average</td>
<td>0.7478</td>
<td>0.7466</td>
<td>0.8733</td>
<td>0.8311</td>
</tr>
</tbody>
</table>

*Test set: 4072 tweets, verified 100 tweets from each class

Figures 10 shows per day classified tweets as the line plot. These plots showed clear dominance of economy worry of the Japanese people compared to their health worry especially between the beginning of April 2020 to the first week of May 2020. This was, in fact, the peak devastation period at which the Japanese government declared the emergency condition and the financial support package for the first time. Since the test-set has more than 4000 tweets, it is very time consuming to label all tweets manually. We therefore manually annotated the first 300 tweets (100 tweets per class) using the resultant tweet-groups after classification.

To justify the classification results against the “LED” and “ESP” events, the predicted tweets 15 days before and after each event were inspected manually. Results were shown in the Table 6 which shows that the counting and percentage of the “hWorry” tweets has increased after the LED and ESP events, while the “eWorry” tweets has slightly decreased after the declaration of each event. These results are consistent with the statistical analysis, shown in Figs. 8 (a) and 9(a). This observation once again validates that the Japanese people were not very happy with the government corona measures. Many inspected tweets also revealed that the people were unhappy with the delay in implementing the necessary health and economic measures of the government as well as its bureaucratic attitude.
Fig. 10. Distribution of the predicted hWorry and eWorry tweets over time

Table 6: Public reactions on the test set using LR with count-vector feature

<table>
<thead>
<tr>
<th>No. of tweets</th>
<th>Before LED or ESP</th>
<th>After LED or ESP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>hWorry</td>
<td>eWorry</td>
</tr>
<tr>
<td>Tweets</td>
<td>87</td>
<td>43</td>
</tr>
<tr>
<td>% Tweets</td>
<td>0.25</td>
<td>0.123</td>
</tr>
</tbody>
</table>

*Events (LED and ESP) dates for Japan were same

5.4. Discussion

We have already discussed the strength and limitations of our method throughout the section 5.

(1) The subseries length, i.e., 15 days before and after each event (LED, ESP) is currently selected by trial and error method. An automated method for such selection will be developed in our future studies.

(2) Although our current results were based on a dataset having approximately 30,000 tweets, we believe in the principle that the more the tweets the better will be the analysis results. Therefore, our current dataset will be augmented with more samples in our future study.

(3) Another point is that the training set we currently used for the classification study are somewhat small and specific for the Japanese tweets. More generalized training set or dictionary and the more sophisticated learning algorithm will be developed in the future studies so that the proposed method can be scaled for more countries.

(4) In addition, we plan to extend our work to the prediction framework which can predict public sentiments during the similar catastrophic situations in future.

(5) The expected realistic comparison of the event effects among multiple countries is troublesome because public reactions in a country depends on its social, economic, political, and cultural conditions, which are usually different in different countries. However, the degree of worries or sensitivity of fundamental issues like economy, health, and politics are well understood among multiple countries considered in this study.
6. CONCLUSIONS

We have introduced a method for the even-driven analysis of the public sentiments from corona tweets. This method incorporates a rule-based lexicon for the construction of sentiment timeseries and a machine learning model for the classification of Japanese public sentiments into the “health-worry” and “economy-worry” classes. To answer how the government responses to the corona pandemic affected the public sentiments, we considered two polarity timeseries (i.e., meanPol and pnRatio) and two events namely LED and ESP. Statistical error analysis on the meanPol and pnRatio sub-series showed a decrease of the negative sentiment after the LED and ESP events for all countries except Japan. Welch’s t-test on the above sub-series also showed significant positive impacts on the UK and Australian people by the LED and the USA and UK people by the ESP event, respectively. Manual validation with the relevant tweets approximately showed an agreement with the statistical analysis indicating that the people in different countries have differently affected by the government responses based on their socio-economic and political situations. The proposed logistic regression-based approach classified Japanese public tweets into “health-worry”, “economic-worry” and the “other” classes with 83.11% accuracy (on average). Results showed higher number of tweets on the economy worry, when compared with those with the health worry. An analysis with the classified tweets around each event also re-confirmed the results made by the statistical analysis. Note that the training set (Dataset-2) used for the classification study was extracted independently from the test set (Dataset-1) using health and economy related Japanese keywords. However, more generalized training sets can be developed, which will extend the classification task for multiple countries. Advanced deep learning-based algorithm can also be developed in the future study to perform fine-grained sentiment analysis. A natural extension of our method is to develop algorithm for the prediction of public worry for health and economy during similar disastrous situations in future.
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