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Preface

The International Conference of Education (CONEDU 2021), May 22~23, 2021, Zurich, Switzerland, 2nd International Conference on Networks, Blockchain and Internet of Things (NBIoT 2021), 2nd International Conference on Machine learning and Cloud Computing (MLCL 2021), 7th International Conference on Image and Signal Processing (ISPR 2021) and 7th International Conference on Computer Science, Information Technology and Applications (CSITA 2021) was collocated with International Conference of Education (CONEDU 2021). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The CONEDU 2021, NBIoT 2021, MLCL 2021, ISPR 2021 and CSITA 2021 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.

In closing, CONEDU 2021, NBIoT 2021, MLCL 2021, ISPR 2021 and CSITA 2021 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the CONEDU 2021, NBIoT 2021, MLCL 2021, ISPR 2021 and CSITA 2021.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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ABSTRACT

This paper starts by discussing the relevance of dialogues in Adult Education and Training courses with low levels of literacy. In this group, the educational challenges are complex, and innovating the knowledge creation process involves a better understanding of the teaching/learning process. With these case study, we pretend to understand which Communicative Acts are effective in adult learning process, mainly in adults with low literacy.

Based on a mixed methods, applied to a convenience sample, we used an ethnographic approach, and the Grounded Theory Methodology. The results showed that it was important to integrate the learners' emotions in an existing framework, the SEDA Framework. We found also essential to expand the Communicative Acts coding, with a new set of 17 codes organized in 3 categories.

KEYWORDS
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1. INTRODUCTION

Adults education with low levels of literacy is a fundamental condition for the full exercise of citizenship in contemporary societies, because "Education must aim at the full expansion of the human personality and the reinforcement of human rights [...]" [1]. We are facing fundamental educational challenges for this adult population, which has to face the constant changes and technological developments introduced in our daily lives.

A previous case study [2] helped us to identify several variables that can influence the learning process of these learners. Using a flow model from a Contextual Design approach we highlighted the number of transmitters and/or receivers and the high number of artefacts required for oral and written communication in the classroom. The quality of adult teaching/learning comprises communication, reorganizing learning environments, qualifying and training teachers, and assessing and validating acquired skills among others.

In this context, it is crucial to study the dialogues between teacher-learner / learner-teacher in order to improve the understanding of these teaching/learning processes.

Adult teaching/learning is characterized by its complexity, diversity of practices and contexts [3]. One of the concerns of this type of education is unequivocally related to the problem of the dialogue. The dialogue is a method of teaching and learning and one of the materials from which
a learner constructs meaning (Edwards & Mercer, 1987), cited by D. Myhill[4]. Paulo Freire argued that education “is an exchange between people and, it can never be done by an isolated person (even self-education is a distance dialogue)” [5]. 

Communication therefore plays one of the relevant and important roles in this interactive, dynamic and complex process, being categorized into different types of events [6] - the so-called communicational events (EC).

Learning environments also generate a diversity of emotional experiences that impact the entire teaching/learning process [7]. In this sense, the study of emotions in this context allows us to introduce another component of study that may contribute to a better understanding of the complexity of the processes involved, as emotions may be important indicators of the underlying motivations and cognitions [8]. In this sense, Pekrun et al. [9], highlight that emotions in the context of teaching-learning are significantly linked to the learners motivation, the pedagogical strategies, cognitive and performance resources, personality, as well as the events experienced in the classroom.

This paper is organized in 8 sections. Following the introduction, section 2 defines literacy and identifies its different levels. Section 3 describes the concept and definition of Communicative Events, and section 4 is dedicated to the Emotions in the classroom. In section 5 we briefly describe the characteristics of the case under study, the methodology used, and the characteristics of the sample. The results of the research are presented in section 6. Section 7 offers the analysis and discussion of the results and section 8 presents a brief conclusion.

2. UNDERSTANDINGS OF LITERACY

The following formatting rules must be followed strictly. This (.doc) document may be used as a template for papers prepared using Microsoft Word. Papers not conforming to these requirements may not be published in the conference proceedings.

The assessment of cognitive and workplace skills needed to advance at work and participate in society was the objective of the Programme for the International Assessment of Adult Competencies (PIAAC), commissioned by Organisation for Economic Co-operation and Development(OECD), and was based on two previous studies with adults (16-65 years old): The International Adult Literacy Survey (IALS) and the Adult Literacy and Life’skills Survey (ALL). PIAAC identified three domains of literacy Skills [10]:

Literacy[10]: “Ability to understand, evaluate, use and engage with written texts to participate in society, to achieve one’s goals, and to develop one’s knowledge and potential;” [10]

Numeracy [10]: “Ability to access, use, interpret, and communicate mathematical information and ideas in order to engage in and manage the mathematical demands of a range of situations in adult life;”

Problem solving in technology-rich environments [10]: “Ability to use digital technology, communication tools and networks to acquire and evaluate information, communicate with others and perform practical tasks.”

The measurement range of scores for each scale was 0 to 500. For each scale, five levels of literacy were defined [11]:
• Level 1 People with very poor skills. People can read relatively short digital or printed texts to locate a single piece of information.
• Level 2 People can paraphrase or make low-level inferences and can deal only with material that is simple, clearly laid out. It denotes a weak level of skill.
• Level 3 People should understand complex text, interpret, one or more pieces of information. They should construct significances across larger parts of text or perform multi-step operations in order to identify and express opinions.
• Levels 4 People should perform multiple-step operations to integrate, interpret or combine information from complex or multiple types of texts.
• Levels 5 People can search for, and integrate, information across multiple, dense texts; construct syntheses of similar and contrasting ideas or points of view; or evaluate evidenced based arguments.

With this description it is possible to provide a clear picture of adult proficiency in literacy, numbering and problem solving skills, and to understand if they are prepared for a better social integration and living conditions.

Having detailed the domain of literacy and its levels, in the next section we describe the concept and definition of communication.

3. COMMUNICATION MODELS

Communication is an essential element of the teaching-learning process and has been acquiring more and more visibility. Understanding the role of dialogue in learning and in the development of learners, should involve the whole community, making clear its importance and its implications for adult education and social integration.

John Fiske, in his work, Introduction to Communication Studies, outlines the existence of two major schools of investigation [12]: the process school and the semiotic school. The first sees communication as a linear process, where the transmitter places the information on a channel that takes it to the receiver. The second is based on the semiotic model, where relevance is placed on the creation of meanings and the creation of messages. In this model, the content and the communication process are inseparable and their analysis comprises the study of the signs used and the cultures in which they are integrated [13] and the way messages interact with learners, in order to generate meaning.

From a sociocultural perspective, teaching/learning is a dialogical process between the learner and the teacher in contexts that reflect the values and social behaviours of schools as cultural institutions [14]. According to N. Mercer [14], the quality of the educational dialogue is essential in the success or failure in the process. The teacher is responsible for the construction of the dialogical language and the main inputs producer. Quoting Paulo Freire, "It is not in silence that men make themselves, but in the word, at work, in action-reflection" [15].

Based on these facts, communication is an integrating concept, which allows the transmission and sharing of knowledge, ideas and information. For Van Dijk [16, p. 2], a communicative event is the result of the interaction between two people who express ideas or emotions in a verbal or non-verbal way [16, pp. 6–7] - through the presentation of codes (gestures, eye movements or voice features) that transmit messages exclusively in that context [12].

Hymes[17], reflects on the structure and organization of the discourse where there are rules or norms, called communicative situation (or speech), well defined hierarchically by units of
analysis (events). Thus, the communicative event (CE) will always comprise one or more communicative acts (CA). Taking into account this well-defined hierarchy, we can state that a communicative situation (SC) includes one or more CE, which, in turn, comprises one or more CA - Fig. 1. For Hymes, communicative situations are composed beyond speech by other types of events, not subject to communication rules, but dependent on the context. As a whole, language is without any doubt the most ubiquitous, flexible and creative tool of production and exchange of knowledge [18, p. 2], being the educational instrument by excellence, both at the pedagogical level and at the level of orientation of the teaching / learning process, being the object of investigation in several areas of knowledge.

Figure 1- Hierarchical and nested levels - Source: Developing a coding scheme for analysing classroom dialogue across educational contexts

Paying more attention to the Communicative Acts (CA) in the classroom Hennessy et al. [19]–[21], focused on the systematic analysis of the dialogues, where each situation provides a certain number of information that can be coded and grouped. For such, they developed a framework called Scheme for Educational Dialogue Analysis (SEDA), Cambridge University - United Kingdom and National Autonomous University (UNAM) - Mexico. This framework of 33 codes, grouped into 8 categories [20], enables the analysis and interpretation of videos and/or audios collected, according to the CA framework, which allows the identification and study of the dialogues’ acts by their function within an interaction. These studies are based on tools resulting from the Sociocultural Discourse Analysis [22]. According to Mercer, the Sociocultural Discourse Analysis seeks to understand the communicational acts, framed by its sociocultural context. In addition, it aims to explain how participants acquire a set of new knowledge over different time ranges. With this framework, the 'dialogic teaching-and-learning' (DTL) is the main analytical focus, involving the communicative interactions between teachers and learners, enabling the development of knowledge, skills and related behaviours in the classroom [22].

SEDA identifies these CA by their function within an interaction. Working at this micro-level is particularly enlightening since it allows carrying out fine-grained, systematic analyses of what learners actually do and say in practice during these dialogic interactions.

4. **EMOTIONS IN THE CLASSROOM**

Research in the context of classroom interactions, which generate and are the result of emotions, has recorded a noticeable increase in recent years, but, according to Pekrun[23], few studies have taken place in the context of teaching / learning, with two exceptions: a) test anxiety; b) emotions linked to success and failure. For Pekrun et al. and Schutz et al. [24] [25] [26] [8], educational contexts are marked by strong emotional experiences, capable of impacting teaching / learning processes, personal development, motivation and self-regulation.
Schutz, Hong, Cross and Osbon[26] concluded that emotions are socially created and personally activated, emerging from conscious and/or unconscious opinions regarding success/failure in the effort to achieve goals, in an interaction between the individual and the social environment.

Pekrun[27][28][29] and collaborators studied emotions in the academic context and developed the theory of the control-value of achievement emotions as an integrated model when considering the teaching/learning context when the learner feels in control, or out of control, of the activities and their outcomes. The perception of control or lack thereof is another factor that can assist to its success.

The control-value theory is based on a three-dimensional taxonomy of achievement emotions [[27][28][29][30]: 1) object focus (activity focus vs outcome focus); 2) its valence (positive vs. negative, or pleasant vs. unpleasant); 3) the degree of activation (activating vs. deactivating). This theory provides a more comprehensive and integrated view of the emotions experienced in this context - Table 1. From this taxonomy, three categories of emotions were outlined, depending on the moment in which they appear [28]: 1) prospective emotions; 2) emotions during the activity; 3) retrospective emotions - Table 2.

Table 1 - A three-dimensional taxonomy of achievement emotions - Source: [30]

<table>
<thead>
<tr>
<th>Object Focus</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Activating</td>
<td>Deactivating</td>
</tr>
<tr>
<td>Activity</td>
<td>Enjoyment</td>
<td>Relaxation</td>
</tr>
<tr>
<td>Outcome/</td>
<td>Hope</td>
<td>Relief</td>
</tr>
<tr>
<td>Prospective</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome/</td>
<td>Joy</td>
<td>Contentment</td>
</tr>
<tr>
<td>Retrospective</td>
<td>Pride</td>
<td>Relief</td>
</tr>
</tbody>
</table>

*aPositive = pleasant emotion.
bNegative = unpleasant emotion.
cAnticipatory joy/relief.

Table 2 - Basic Assumptions On Control, Values, And Achievement Emotions - Source: [28]

<table>
<thead>
<tr>
<th>Appraisals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object focus</td>
</tr>
<tr>
<td>Outcome/prospective</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Outcome/retrospective</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Activity</td>
</tr>
<tr>
<td>Negative</td>
</tr>
<tr>
<td>Positive/Negative</td>
</tr>
<tr>
<td>None</td>
</tr>
</tbody>
</table>
5. CHARACTERISTICS OF THE STUDY

In this case study we adopted a mixed-methods approach according to a sequential exploratory design (QUAL$\rightarrow$ QUAN) [31], [32], regarding a convenience sample [31], [32] with two groups belonging to the Centro de Formação do Instituto do Emprego e Formação Profissional of Coimbra. The first group was a group of learners from the Basic Skills Program, (Portaria nº 1100/2010, page 4766) with 300 hours of lessons which include Reading and Writing, Information and Communication Technologies and Math, and where learners can acquire basic skills that allow and stimulate them to proceed with further training. The second group was a group of learners from the Adult Education and Training B1+B2 - with three main areas: 1) basic skills - 850 hours of lessons; 2) learning with autonomy - 40 hours of lessons; 3) Technological learning - 350 hours of lessons, and gives learners the possibility of acquiring both school qualifications and professional skills.

With the study of this two groups our purpose was to identify and understand, once removed the aspects that are related to the idiosyncrasies of the studied case, Communicative Acts that can be found in similar groups [33, pp. 121–143]. Based on this assumption we can formulate the following Research Questions (R.Q.): a) What types of Communicative Acts are linked to the teaching/learning process of adults with low literacy? b) Do all Communicative Acts contribute to this process? c) Are there any other types of acts that are present in the learning process?

In order to answer the set of questions that outline the rational of this research, the data collection was based on ethnographic research, taking the teachers perspective, “emic perspective” [34], [35], to collect data - filming, pictures and field notes captured during some sessions of the Reading and Writing training unit of this class, which allows to ‘re-create’ the teaching/learning process. The observation was not directed by any observation script, according to Eriksson &Kovalainen’s naturalist theory [34, pp. 149–162].

The qualitative analysis of the collected data followed some essential principles [32, pp. 232–253]: (I) organize and prepare the data; (II) carefully read and analyse the data; (III) identify and codify the data; (IV) analyse the contents. In this research data processing and qualitative analysis was done using the Computer Assisted Qualitative Data Analysis Software (CAQDAS) - NVivo 12. To use NVivo we adopted the principles and procedures of the codification of data as stated in its specific literature [35]–[37], following the traditional Grounded Theory steps, of a constructivist nature: open, axial and selective coding [38], enabling the content analysis [37] and the information selection. Regarding the systematically analysis of the dialogue in the CA classroom, the Scheme for Educational Dialogue Analysis Framework (SEDA) of 33 codes, grouped into 8 categories [20], was used in order to identify and study the dialogue acts by their function within an interaction [21]. In order to evaluate the emotions experienced by the students during the activity, according to the control-value theory, we based ourselves only in the second dimension valence. (positive - vs negative, or pleasant vs unpleasant) Table 2, because observing facial and postural emotional expressions in the classroom would be therefore used for analysing learners and teachers.

The specific strategies used to answer questions about scientific credibility in qualitative studies, in the perspective of Lincoln and Guba (1991), cited by Coutinho [39], are: "Triangulation; Member checking; Rich, thick description; Negative case analysis; Prolonged engagement; Peer debriefing; External Auditing” [40], [41].

In order to ensure the scientific reliability/credibility of this study and to reduce or control bias, three teachers involved in the education/training of adults (peer debriefers) participated in this
study, with whom we hold meetings, where we discussed issues, strategies, ideas and concerns related to it.

5.1. Sample characteristics

The first group was formed by 28 learners from Coimbra, aged between 21 and 56 years (average ≈ 42y), from which 46% were female. The second group was composed by 18 learners from Figueira da Foz, aged between 18 and 59 years (average ≈ 42y), 83% of which were female. The learners were advised to attend this programme in order to create new opportunities for social integration, since they were unemployed with a family at “risk of social exclusion”.

6. DESCRIPTION OF THE RESULTS

These results are based on the monitoring and coding of several videos, pictures and field notes captured during some sessions of the training unit mentioned in the section about features of the study.

In a first stage of this exploratory analysis, the video transcription was carried out in such a way that it faithfully replicated the learners’ dialogues and was used as the source to make a corpus for the analysis [37].

In a second stage, an alignment between the NVivo functionalities, and in an inductive perspective [35, pp. 113–127], a cyclical and interactive process was used to "extract" meanings and identify concepts [37] until reaching the “theoretical saturation” [35, pp. 113–129], bearing in mind the objectives of this research: a) to think/understand the context (ontological question); and then it was possible to idealize the CA occurrence and also the presence of other type of acts not covered by SEDA b) determine the influence of the educational context and its variables in the teaching/learning process (epistemological question).

Starting by SEDA we could quantify the repetitive communicational acts observed. Through the observation of the first group Table 3 we verified that the communicational acts of the teacher were more frequent than those of the learners (70% versus 30%). The results obtained allow us to verify that out of the 8 categories of the SEDA the I - Invite elaboration or reasoning was the most frequent 28%, followed by the C - Connect and P - Positioning and Coordination both with 22%. Category B - Build on ideas, in turn, was the least used (1%), preceded by categories R - Make reasoning explicit (4%) and RD - Reflect on dialogue or activity (5%). From this first analysis it is pointed out that there is a small incidence of negative emotions (2%).

Table 3 - Repetitive communicational acts (first group)

<table>
<thead>
<tr>
<th>CA’</th>
<th>Learner</th>
<th>teacher</th>
</tr>
</thead>
<tbody>
<tr>
<td>B – Build on ideas</td>
<td>B1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>0</td>
</tr>
<tr>
<td>C – Connect</td>
<td>C1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>0</td>
</tr>
</tbody>
</table>

---

1 Set of documents to be submitted for analysis procedures [37].
2 Concepts are given labels.
3 New or relevant data which does not repeat itself.
We have identified also some other acts, activities or strategies (that we called Dynamic Acts - DA), not included in the SEDA framework, and that may modify the quality of the teaching/learning process (see Table 4). The analysis and discussion of other individual and/or group actions presented in the learning environment can become more complete. The most common DA was BE – Behavioral acts (62%). We found a higher frequency (55%) of DA linked to the learner. It is worth to emphasize the existence of a high incidence of negative motivations (22%) in the behavioural group (BE - Behavioral acts).

Table 4 - Dynamic Acts (first group)

<table>
<thead>
<tr>
<th>DA*</th>
<th>Learner</th>
<th>teacher</th>
</tr>
</thead>
<tbody>
<tr>
<td>BE -Behavioral acts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BE1</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>BE2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BE3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>BE4</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>BE5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BE6</td>
<td>13</td>
<td>17</td>
</tr>
</tbody>
</table>
Regarding the second group, it is possible to observe, in Table 5, that the frequency of communication acts was balanced - Teacher 51% versus 49% of Learners. The acquired results obtained, based on the SEDA categories, the G - Guide direction of dialogue or activity was the most frequent 48%, followed by the RD - Reflect on dialogue or activity 20% and the I - Invite elaboration or reasoning with 19%. Furthermore, the categories C - Connect (1%) and B - Build on ideas (2%) were the least used, preceded by the category R - Make reasoning explicit (9%).

From this first analysis, it must be stressed the existence of 11% of CA that provoked negative emotions on the learners.

Just like in the first group, a series of DA not identified by SEDA was identified (see Table 6), being the BE – Behavioral acts the most frequent (59%) of DA linked to the student. The behavioural group (BE – Behavioral acts) is the one which presents the highest frequency of negative emotions (30%).

Table 5 - Repetitive communicational acts (second group)
### Table 6 – Dynamic Acts (second group)

<table>
<thead>
<tr>
<th>DA</th>
<th>Learner</th>
<th>teacher</th>
</tr>
</thead>
<tbody>
<tr>
<td>BE - Behavioral acts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BE2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BE3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>BE4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BE6</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>BE7</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>LA - Learning acts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LA1</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>LA2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>LA5</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>LA6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td>S - Strategic acts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>S2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>S4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td>56</td>
</tr>
</tbody>
</table>

### 7. Analysis of the Results

In order to answer the research questions - a) What types of Communicative Acts are linked to the learning process of adults with low level of literacy? b) Do all Communicative Acts contribute to this process? c) Are there any other types of acts that are present in the learning
process? it was necessary to integrate the emotions of the learners with the SEDA Framework. This integration was based on the Pekrun and collaborators, theory of control-value of achievement emotions [27] [28] [29]. From all the three categories of emotions we only used the second one - during the activity according to their valence (positive vs negative).

A new set of three acts’ categories emerged (Dynamic Acts - DA) creating 17 codes Table 7, in result of the material collected and the carefully and critically reading of the data obtained from the classroom. This table enables the summary of practices, knowledge, attitudes and strategies that contribute significantly to the purpose of this case study.

**Table 7 - Dynamic Acts (DA)**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Description</th>
<th>Concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>BE - Behavioral acts</td>
<td>Coding individual or group Behavioral acts that are witnessed in the learning environment and that have influence, directly or indirectly, in the acquisition of knowledge.</td>
<td>BE1 - Sit up/down; BE2 - Clear the white board; BE3 - Get out/in; BE4 - Watch the mobile phone; BE5 - Answer the mobile phone; BE6 - Talk; BE7 - Everybody talks</td>
</tr>
<tr>
<td>LA - Learning acts</td>
<td>Identifying different types of acts that are part of the learning process.</td>
<td>LA1 - Write on the notebook LA2 - Write on the white board LA3 - Search text LA4 – Reading LA5 - Read aloud; LA6 - Sign the attendance sheet</td>
</tr>
<tr>
<td>S - Strategic acts</td>
<td>Identifying different types of strategies that are part of the process.</td>
<td>S1 – Ask for help S2 – Positive reinforcement S3 – Humour S4 – Reprehension</td>
</tr>
</tbody>
</table>

We can see, through the CAs of the two groups (Table 3. And Table 6), the importance of contexts and their influence on communication and discursive practices. Asymmetries can be seen not only in the type of CA but also in terms of the emotions experienced.

It is important to underline that in the first group, the I - Invite elaboration or reasoning (28%) was the most significant during the teaching/learning process, followed by the C - Connect (22%) and the I - Invite elaboration or reasoning (22%).

However, this did not happen in the second group, where the CA G - Guide direction of dialogue or activity (48%) played a leading role, followed by the RD - Reflect on dialogue or activity (20%).

It is relevant to emphasize that the emotions experienced by the learners are different in the two groups, in the first we found 94% of positive emotions - Table 3, and in the second 85% of positive emotions - According to Meyer and Turner [13] positive emotions contribute to build a good learning environment, enabling an empathic relationship between all actors in the process.

In the LA - Learning Acts identified with codes LA1 - LA5, the frequencies obtained show that most of the activities are positive in both groups - 92% in the first and 77% in the second Table 3, 0This evidence linked with the high percentage of I – Invite elaboration or reasoning,
represents significant and essential variables for the learners’ encouragement and motivation. This standpoint is supported by the model developed by Carroll, "Model of School Learning"[33], in which the amount of time devoted to study or to a learning activity is an evidence of motivation and contributes to the success of teaching/learning.

On the contrary, the negative impact of some Behavioral acts, which are not directly related to the task, called "off-task behaviour" [34][35], Table 4 and Table 6, have destabilizing effects in this process.

8. CONCLUSIONS

This case study had as main objective to reflect/understand the influence of dialogue and emotions experienced by learners (adults with low literacy level) in the teaching/learning process. For such, we used a mixed method approach following a (QUAL-> QUAN).

We concluded that other types of acts were essential in the learning process. In fact, we have combined the learners’ emotions with the SEDA’s framework and we observed that it is fundamental to complement the coding of the CA’s, emerging a new set of 3 categories and 17 codes. Positive emotions were found to be essential for the construction of healthy learning environments, enabling an empathic relationship between all stakeholders in the process.

In the LA, most activities worked as an enabling and integrating element, allowing the learners to be more involved. Throughout the whole teaching/learning process, reading and writing stand out as important activities, thus allowing the promotion of these two transversal skills.

We would say that being a teacher implies reordering and reinventing pedagogical instruments that facilitate educational intervention and the learning process carried out by the learner. The appropriate use of DA is essential in relationships, which are not always assertive, between: teacher/learner; learner/teacher; learner/learner. Conditions that contribute to a bad environment hamper activities and the acquisition of knowledge, and DA that motivate the learners are critical in their participation and performance. Excessive participation may be harmful to the educational context, as witnessed by our “peer debriefers”.

In this case study supplements, the elements that we had previously presented [2], where we reviewed aspects like flow of information, artefacts to support communication, cultural influences, actors in the educational process, the organization of the learning space, the pedagogical methods, that can influence learning and allow a better knowledge of the learning environment and of the mental model of this population. With this two studys we want to minimize the uncertainties associated with these closed spaces, in order to enrich systematically and comprehensively compared multiple Human-Computer-Interaction (HCI) interfaces to Face-to-Face (F2F).

We intend in this way to complete the knowledge about the learning environments experienced by these learners, in order to design them in a more accessible way making learning more attractive and integrative.
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ABSTRACT

The Coronavirus pandemic 2019 (COVID-19) is hastily spreading, bringing pressure and challenges to international students in higher education institutions who were locked down on campus during the COVID-19 outbreak. We sought to explore psychological experiences of international higher education students during the COVID-19 pandemic in Eswatini. A qualitative phenomenological approach was adopted. Participants were 15 conveniently selected international higher education students who were locked down on Campus from March 20 to September 25, 2020. The interviews were conducted face to face. Data were thematically analysed. The study was informed by the ecological systems theory. The psychological experiences of international higher education students during COVID-19 pandemic were categorized into four themes. First negative emotions present in early stages involving discomfort, anxiety and helplessness caused by isolation, fear and concern for safety. Second self-coping strategies included psychological and life adjustments, social distancing, acceptance of wearing of masks, hand sanitizing and online learning. Third we reported growth under the crisis which included affection for family members, peers and self-reflection. Finally, we reported that positive emotions occurred concurrently with negative emotions. During the COVID-19 crisis positive and negative emotions of international higher education students intertwined and co-occurred. Self-coping strategies and psychological growth played a crucial role in maintaining mental health of the students. The international students in higher education were resilient in coping with the COVID-19 crisis and lockdown situation which enhanced their participation in online learning.
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1. INTRODUCTION

The Coronavirus pandemic 2019 (COVID-19) is hastily spreading, bringing pressure and challenges to international students in higher education institutions who were locked down on campus during the COVID-19 outbreak. According to the United Nation’s Educational, Scientific, and Cultural Organization (UNESCO), COVID-19 outbreak interrupted the learning of more than one billion students in 191 countries around the world (UNESCO, 2020). The pandemic has affected different people in different ways such that activities of teaching and learning widened the gap between students and educators who can afford (rich) and those who cannot afford (poor). Those who afforded continued to expand their knowledge while those marginalised were diminished. The situation worsened as COVID-19 outbreak led to the suspension of on-going educational programmes. Universities had to drastically shift from face to face to introduce online teaching and learning, thus inducing anxiety among students, particularly
international higher education students. Also, the cancellation of physical events and activities, and the formation of a “new normality” in higher education occurred globally (Tesar, 2020) including one higher education institution in Eswatini. International students were affected due to travel restrictions and institutional closures that followed in a very limited space of time to enforce prevention measures (social distancing, wearing of masks, washing and sanitizing of hands). In this way, international students had to be locked down in Eswatini, which affected their psychological wellbeing and their learning effectiveness.

Different countries including Eswatini immediately opted for online learning (Mhlanga & Moloi, 2020; Toquero, 2020) to continue with the education mandate of the institutions of higher learning. This is where some lecturers recorded and uploaded their lessons online for the students to access and to respond to learning activities. However, it is noted that a successful implementation of online teaching and learning requires stable technological infrastructure: hardware and software, steady internet connectivity, well-organized, knowledgeable and qualified lecturers and students who can engage meaningfully in online teaching and learning activities. Eswatini is a middle income country where most communities do not have stable electricity supply, let alone the access to internet connectivity to enable lecturers and students to fully engage in online teaching and learning. Additionally, the cost of data is too high that it cannot be afforded by some lecturers, as well as the students. These posed critical challenges of limited resources such that the majority of students including international students were directly affected, which impacted on their educational outcomes in Eswatini.

This study reports the psychological experiences of international students who were locked down in one higher education institution in Eswatini during COVID-19 pandemic first phase between March and September, 2020. The objectives of the study were to explore the experiences of COVID-19 on international undergraduate university students in Eswatini, particularly their psychological wellbeing, learning and coping strategies. The research questions were:

1. What were the international students’ main psychological feelings during the COVID-19 outbreak?
2. What were the changes in international students’ lives since the COVID-19 pandemic?
3. What were international students’ coping strategies for COVID-19 crisis?

In this paper, we give an account of the theoretical underpinning of the Ecological Systems Theory (EST) by Bronfenbrenner (1979) at an institution of higher learning in Eswatini, among international undergraduate students’ psychological experiences during COVID-19 crisis. We describe the COVID-19 crisis and how it has affected teaching and learning. We then present different aspects of psychological experiences of students in institutions of higher learning during the COVID-19 crisis in developed countries and its impact on educational outcomes in the literature review.

2. LITERATURE REVIEW

Corona virus outbreak has amplified the inequalities and struggles that some students face on a daily basis. The pandemic has put basic gross inequalities (Le Grange, 2020) among societies in the global south, Eswatini included. Casale and Flett (2020) anticipated that a persisting pandemic would have a considerable impact in the importance of an individual’s psychological needs; due to implementation of preventive measures of social distancing, quarantine, self-isolation, to stop individuals from being exposed to COVID-19 contaminations. However, remaining indoors in isolation for an extended period was shown to affect risk factors for anxiety and stress disorders (Ansari & Yousefabad, 2020). The lockdown decision that happened due to COVID-19 has forced institutions of higher learning to abruptly use online learning to minimize
the disruption in education delivery. However, many students from marginalized and poverty-stricken communities do not have access to the digital devices or the necessary skills that are required for online learning (Mhlanga & Moloi, 2020). This is typical in both developed and developing countries such as Eswatini (Demuyakor, 2020; UNESCO, 2020). In addition, in achieving Sustainable Development Goals (SDG) the use of Information and Communications Technology (ICT) is critical.

Sustainable Development Goal 4 seeks to “Ensure inclusive and equitable quality education and promote lifelong learning opportunities for all” (United Nations, 2015 p.14). Furthermore, the government of Eswatini through its Ministry of Education & Training (MoET) has aligned its education strategic plan with SDG 4 and has included plans of infusing ICT in education. In its ICT Policy Goal, The MoET in Eswatini states that:

Teaching and learning content shall be progressively digitised and ICT as a subject area shall be introduced into all schools in Eswatini as qualified teaching personnel and resources become available. ICT will also be used as a tool for teaching and learning of knowledge and skills throughout the education and training sector for blended learning … (MoET, 2018 p.26).

The above goal means that not all the educators and students are equipped with ICT skills due to shortage of personnel in the ICT field of study. This is despite the role that ICT plays in “the development of 21st Century skills,” and it being a key aspect in “Eswatini’s fulfilment of its national development goals.” (MoET, 2018, p. 26). Paradoxically, inequality between the poor and the rich, rural and urban residents, males and females in institutions of higher education has also been widening, thus corresponding with the current global trends in social inequality (Ayelazuno & Aziabah 2021). The Education Sector Policy of MoET in Eswatini indicates that ICT is a vital teaching and learning tool throughout the education and training sectors. However, many students and educators do not possess the necessary ICT skills and knowledge to embark on online teaching and learning. Moreover, the situation brought by the COVID-19 pandemic has caused tremendous stress on the higher education system, for lecturers and tutors, but most especially for students’ particularly international students whose psychological wellbeing was and is still affected due to lockdown.

According to Browning et al. (2021) university students are increasingly known as a psychologically weak populace, which suffer from higher levels of misery, anxiety, substance abuse and disorderly eating compared to the general population. Browning et al conducted a survey on 2,534 students from seven United States (US) universities and colleges between mid-March and early-May 2020, to gauge psychological impact of COVID-19 pandemic on university and college students. The authors found that more than half of all university students have experienced high levels of psychological impact from the COVID-19 pandemic (Browning et al., 2021) with college students having been among the most strongly affected by COVID-19 because of uncertainty regarding academic success, future careers and social life during college, among other concerns. The authors further indicated that females, younger students, students with pre-existing health conditions, and students who knew someone infected with COVID-19 were in the high risk group. Moreover, the authors reported that lower-income and Asian students also appeared to be at higher risk. It was reported that many students felt increased stress levels, anxiety and depressive symptoms as a result of the changed delivery and uncertainty of university education. Additionally, technological concerns of online learning, being far from home, social isolation, decreased family income, and future employment were reported to have affected the same students (Browning et al., 2021).
A study by Dodd et al. (2021) in Australian universities outlined that the pandemic raised significant challenges that disrupted teaching and learning. The authors reported that due to travel restrictions that were in place, many international and interstate students were unable to begin semester one as planned, with courses and programmes rapidly transitioning from face-to-face to online delivery to ensure the continuity of teaching and assessment. Dodd et al. (2021) noted that online learning with its challenges, affected many students who experienced lost learning opportunities particularly if their chosen field of study was not amenable to exclusive online teaching (medicine, health sciences) thus, causing them to have psychological distress and severe depressive symptoms.

In another instance, Händel et al. (2020) investigated the digital readiness and its effects on higher education students’ socio-emotional perceptions in the context of the COVID-19 pandemic, in Germany. They recommended the need for support of higher education students in successfully coping with the challenges of emergency remote studying. This is because according to Händel et al. (2020) the limited social exchange that resulted from the COVID-19 pandemic raised negative emotions among students, while social isolation triggered stress-related emotions and reduced their psychological wellbeing.

Mok, Xiong, Ke, and Cheung (2021) conducted a quantitative study that examined the Mainland China and Hong Kong students’ studying abroad expectations after the pandemic. The authors found that of the 2,739 respondents, 84 percent showed no interest in studying abroad after the pandemic. They also reported negative emotions such anxiety, anger, fear and guilt to have increased among students during the pandemic. The psychological experiences of international undergraduate higher education students of COVID-19 were understood by applying the EST (Bronfenbrenner, 1979). The EST explains how different systems have been disrupted during the COVID-19 outbreak in our study. In this study the individual (international student) was placed at the centre of the different sub-systems.

### 2.1. Theoretical Framework

The theory was proposed by Urie Bronfenbrenner in 1979 that considers environmental conditions apart from intrapersonal and genetic factors (Bronfenbrenner, 1979). The EST includes four interrelated levels (micro, meso, exo and macro systems) that must be considered to show how COVID-19 crisis intertwined with students’ support systems. The individual is at the center and all other systems are nested around. In our study, the individual (international student) was placed at the centre of all sub-systems. Bronfenbrenner suggests that an ecological perspective encourages individuals to consider the holistic environment for themselves.

Microsystem, describes interactions in individual’s immediate environment such as family, school, neighbours, friends or peers (Bronfenbrenner, 2005). The EST recognizes the significance of the immediate environment (microsystem) through the broader layers [exo, macro and chronosystems] (Bronfenbrenner, 2005). The Microsystem incorporates the immediate environmental surroundings of the individual and those with whom the individual (international student) interacts such as friends, parents, educators and wardens. COVID-19 pandemic raised challenges for higher education institutions that had to drastically migrate from face-to-face to online delivery to ensure the continuity of teaching (Dodd et al., 2021). It should be noted that COVID-19 experience is different for families with low, middle, and high socio-economic status. The use of online learning became a serious challenge as students of lower socio economic status may not have the same accessibility to digital devices due to limited resources (Fegert et al., 2020; Sun et al., 2021). This means that students coming from families who can afford (rich) continued to expand their knowledge by engaging fully in online learning, while those who cannot afford digital devices (poor) are likely to diminish, thus affecting their psychological wellbeing. This
situation could be applicable to international students as some may come from poor and rich socio economic backgrounds (Jacobs & Daniels, 2020). However, some studies have shown that online learning offers many benefits for students because it involves student-centeredness, it is more flexible (Dhawan, 2020), and it can also improve interaction with students by providing asynchronous and synchronous tools such as e-mail, forums, chats and others.

COVID-19 facilitated an increase in disparities based on family’s ability to provide sufficient resources for students in the higher institution of learning including international students. Additionally, international students who were locked down due to COVID-19 may have experienced additional stress due to limited support as they could not meet their families during the lockdown period (Elmer, Mepham, Stadtfeld, 2020; Sun et al., 2020). Another disadvantage could result from social distancing whereby international students could not borrow or share digital learning devises.

Mesosystem involves connections between setting such as in the relationship between home and school (Bronfenbrenner, 2005). The COVID-19 pandemic has forced leaders at universities to take drastic measures that affect how educators and students interact and socialize with each other (Elmer et al., 2020). An institution of higher learning is the second place for students and the replacement of families and parents (Eliasa, 2012) that have a duty in helping students achieve their education and developmental tasks. COVID-19 crisis made it difficult for international students to interact with their close support systems such as family, educators and friends. This is because individuals are required to reduce physical contact to others outside one’s household and social distancing (Elmer et al., 2020). While social distancing measures may positively slow down the spread of the virus, the increase of social isolation of international students affected their psychological wellbeing (Van Bavel et al., 2020). This also included lecturers who were not able to interact with these students since the university staff was working from home. Reduced social interactions, lack of social support, and newly arising stressors associated with the COVID-19 crisis could potentially affect students’ mental health negatively (Elmer et al., 2020). In the absence of the support from parents, issues of food insecurity, income for purchasing of data among others disproportionately affected international students who were locked down, thus affecting their psychological wellbeing (Elmer et al., 2020; Mhlanga & Moloi, 2020).

Likewise, Exosystem describes settings in which the individual is not directly involved, but which nonetheless affect them (Bronfenbrenner, 2005). This may include experiences in social setting in which an individual does not have an active role but which nevertheless influence experience in an immediate context (Eliasa, 2012). For instance parents’ stress on job loss, affects their family life, and financial insecurity. During COVID-19 outbreak, non-essential businesses such as universities and industries were closed, which affected economies and some parents lost their jobs. The intensity of parental stress and family burden has the potential to heavily impact children (Lawson et al., 2020) as children are not immune to their parent/guardian’s feelings. Similarly, international students whose parents may have lost jobs as a consequence for COVID-19 crisis. The Macrosystem refers to the larger social and cultural environments in which all the other systems exist (Bronfenbrenner, 2005). It consists of the wider environment and draws mostly on attitudes, ideologies, culture and beliefs that have indirect effects on the other systems and the individual. This system includes the international students’ psychological experiences of COVID19, where their closest individuals provide support, skills and guidance (Ministry of Health, educators, and friends) to sustain them. In view of the challenges and constraints encountered by students and their effects over the life course transitions depicts chronosystem (Bronfenbrenner, 2005).
Bronfenbrenner (1979) asserts that, in many cases, families respond to different stressors within the societal constraints existent in their lives. For instance, during COVID-19 crisis, many families were happy to be alive and to have a job and food, which was the case for international students. The EST has been adapted mainly to help in comprehending the COVID-19 effects on psychological experiences of international students. Thus, challenges, coping strategies, support or a combination of both positive and negative experiences exist. The experiences of being an international higher education student are formed at many levels. The EST provides a framework to explore these levels and the interactions between and among them. This, theory is relevant in this study because it includes multi-dimensional social context and provides a multi-layered approach for data analysis.

3. Method

3.1. Research Design

We adopted the Colaizzi’s phenomenological method (1978) to qualitatively analyze the psychological experience of international undergraduate higher education students of the COVID-19 pandemic during an institutional lockdown in Eswatini. The Colaizzi’s phenomenological method emphases on the experiences and feelings of participants and stresses on shared patterns and not individual features in the research. This approach allowed for genuineness of the collected experience of the participants to observe scientific standards. Phenomenology is not only about description of the phenomenon but also an interpretive process. In essence, we connect the different meanings of lived experiences and perspectives shared by international higher education students (Van Manen, 2016).

3.2. Participants and Setting

The participants were fifteen (n=15) international higher education students from one institution in the Manzini region of Eswatini (females = 8). The participants were conveniently selected based on having been locked down in an institution due to COVID-19 pandemic from March 20 to September 25, 2020. The inclusion criteria included (1) being an international undergraduate higher education student who could not travel back home due to COVID-19 pandemic; (2) volunteering to participate in the study. The exclusion criteria were being a local student and failure to participate in at least two interviews during the study period. We determined the number of the required participants by interviewing students who met the inclusion criteria until data were saturated and no new information were produced. See Table 1 for more details on participants’ demographic information.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>07</td>
<td>47</td>
</tr>
<tr>
<td>Female</td>
<td>08</td>
<td>53</td>
</tr>
<tr>
<td>Age range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-25</td>
<td>09</td>
<td>60</td>
</tr>
<tr>
<td>26-30</td>
<td>06</td>
<td>40</td>
</tr>
<tr>
<td>Level of Study</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3rd year</td>
<td>05</td>
<td>33</td>
</tr>
<tr>
<td>4th year</td>
<td>10</td>
<td>67</td>
</tr>
<tr>
<td>Nationality</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.3. Interview Outline

For developing the interview outline we started off by reviewing relevant literature, seeking experts’ opinions. Then we selected two (2) students for piloting the interview outline. The main probe questions for the participants included: (1) what were the main psychological feelings of COVID19 pandemic? (2) What were the coping strategies? (3) What were the insights amidst the pandemic? (4) What has changed in your life since the COVID-19 pandemic? (5) How do you cope with changes in your school and life? (6) What are your thoughts and feelings about the pandemic?

3.4. Procedure

Permission to conduct the research was granted by the Eswatini Ministry of Education and Training. We contacted all 15 international student participants of the study individually and provided them with a participant booklet. The booklet included: invitation letter, information sheet, informed consent form, and the purpose and significance of the study. The participants individually consented to partake in the study by signing informed consent forms which included authorization that allowed the use of transcripts for publication. We informed them that all names and identifiable data would be changed within the transcript to ensure confidentiality and anonymity. In addition, participants were also informed that all data collected were confidential. Furthermore, we informed the participants that their participation in the study was appreciated, but that it was purely voluntary and that they could withdraw from the study at any time without any explanation and penalty. Following the confirmation of their interest to participate in the study, we then individually met with all fifteen participants as they were recruited and explained their roles in the study in more detail in observance with the COVID-19 preventive measures. We then scheduled the interview time at their convenience and adhered to the COVID-19 preventive measures suggested by the World Health Organization and Eswatini Ministry of Health.

3.5. Data Collection

All participants (n=15) took part in individual face to face interviews in an unoccupied room for privacy and without interruptions. Both the first and second authors conducted the face to face interviews and have experience in qualitative interview in education of over six (6) years respectively. They also possess doctoral qualification in Education and Counselling, hence were able to offer psychological support for participants who exhibited emotional distress during the interviews to prevent psychological harm. The interview took approximately 25 minutes per person. The participants were interviewed in English. Interviews were audiotape recorded for easy recall of responses. Audio recordings were transcribed using forward translation procedure (Africa Scholarship Development Enterprize [ASDE], 2009). We remained neutral during data collection and established good rapport with the participants. We employed techniques such as

<table>
<thead>
<tr>
<th>Motswana</th>
<th>03</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mosotho</td>
<td>02</td>
<td>13</td>
</tr>
<tr>
<td>Zimbabwean</td>
<td>10</td>
<td>67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Religion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Christian</td>
</tr>
<tr>
<td>Islamic</td>
</tr>
<tr>
<td>Traditional African Beliefs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-3</td>
</tr>
<tr>
<td>4-5</td>
</tr>
</tbody>
</table>
unconditional acceptance, active listening and clarification to encourage trustworthiness of data. We also arranged for each participant to take part in at least 1-2 face to face interviews and 1-2 telephone interviews to allow for data collection at multiple time points.

3.6. Ensuring Study Trustworthiness

We implemented two data trustworthiness processes: credibility and dependability. Our data credibility checks included interviewing the participants in their institutional setting with member checks, cross-checking the interview records for accuracy during multiple time points.

3.7. Data Analysis

After every interview, the recording was transcribed and analysed using a procedure suggested by (Colaizzi, 1978). This included having two researchers who independently reviewed the interview materials, summarized and deduced meaningful statements, and then developed themes. Contradictory opinions on the contents of the themes were discussed and resolved by consensus by a group of researchers comprising of two (2) masters of education and two (2) doctors of education.

4. Findings

Colaizzi’s phenomenological analysis of the data yielded four (4) major themes in exploring the psychological experiences of international undergraduate higher education students of COVID-19 in an institution in Eswatini. The four (4) themes included: (1) negative emotions present in early stages; (2) self-coping strategies; (3) growth under the crisis; and (4) positive emotions occurred concurrently with negative emotions. The four themes are summarized below. We present example statements in Table 2.

4.1. Theme 1: Negative Emotions Present in Early Stages

All participants reported to experience negative emotions during the first few weeks of the COVID-19 lockdown. As the number of COVID-19 cases continued to rise, the anxiety of all the international higher education students (n=15) increased causing discomfort from not knowing how the disease was spread and if they were next to contract the disease.

All participants reported to experience fear, which increased as they heard from friends, family and read of COVID-19 death cases increasing in the country. It is evident that the microsystem has some influence on international higher education students when it came to acquiring information about COVID-19 updates in the country as well as their countries of origin. The participants expressed a sense of helplessness and concern for their safety as they were away from their homes. Most students (n = 9) expressed concern about being isolated in their halls of residence. They were mainly concerned about the unknown emerging infectious disease and their susceptibility to contracting the disease. They also reported being uncertain about the mode of transmission for the virus, which psychologically affected them.

Most (n= 9) students in this study were between 20 and 25 years old. All students expressed concern about the impact of the pandemic on the health of their families. They also reported that their families were worried about their health. Most of the participants (n=9) reported to feel anxious and guilty due to not being home and were mainly worried of their families.
4.2. Theme 2: Self-Coping Strategies

All participants indicated that they used humor and isolation as psychological defense mechanisms. Participants reported to rely on their friends and family as a source of support to defuse their worry about contracting COVID-19. All participants reported to joke about the new normal of wearing masks which made some of them appear funny. Most students (n=12) reported to use isolation as time for prayer to ask for protection against contracting COVID-19. All participants indicated that they took the initiative to contribute money to buy groceries including fruits and vegetables that they sold as a way of generating income. They reported that they took turns in cooking meals to avoid buying meals from the cafeteria which they reported to be tasteless, and this made them eat meals they preferred and enjoyed.

All participants (n=15) expressed their need to adjust their lifestyles by accepting to wear masks when in public places and social distancing to avoid contracting COVID-19. Some students (n=7) indicated that they tried to wash and sanitize their hands regularly even though this was hard to do as they were not used to this practice. They indicated having challenges in always using hand sanitizers as this was a habit they were not used to. Most students (n=8) reported to be frustrated with online learning which presented itself with challenges such as poor internet connectivity and lack of technology skills. Additionally, participants reported not understanding content uploaded on online platforms by course instructors as well as not having the digital devises to use for their online learning. Participants had to navigate support systems (microsystem) to survive within their institution of higher learning. For example, they had to balance the interaction between them, and institutional policies such as online learning and adhering to COVID-19 preventive measure, thereby observing the mesosystem.

4.3. Theme 3: Growth Under Crisis

All the participants (n=15) reported their appreciation for the support from friends, relatives, families, churches, wardens and the institution. They also understood the importance of health and family. Most students (n=10) reported that they would work hard even though online learning was challenging and live with state of appreciation and gratitude in the future. This is because they revealed that they would now be knowledgeable about online learning, which is a new culture as indicated in the macrosystem. The majority of students (n=12) reported that online learning made them to temporarily forget about the pandemic since they continued to learn. Most of the students (n=8) reported to value the institution decision to continue with the learning and teaching despite COVID-19 situation and were very happy.

4.4. Theme 4: Positive Emotions Occurred Concurrently with Negative Emotions

Even though most of the participants experienced negative emotions such as fear, anxiety and discomfort, they also had positive emotions progressively. Most students (n=10) reported to experience positive emotions after a few weeks. Although fear and anxiety were brought on by the pandemic, participants reported to have assessed the pandemic prevention and control progress and had confidence in medical ability of the institutional support. Simultaneously, they felt confidence in self-prevention and control ability after taking COVID-19 orientation training by the Ministry of Health in collaboration with the institution. Additionally, participants’ psychological experiences of COVID-19 enabled them to get support, skills and guidance to sustain them in view of the COVID-19 challenges. They also reported to encounter constraints and their effects over face to face transition to online learning. This evidently depicts the chronosystem, where students adapted to a life stressor (COVID-19) and still continued with their education (online learning).
In the face of difficult living conditions and challenges in the fight against the pandemic, the majority (n=9) of the participants reported feeling happy. The students felt happy and gratitude for being alive and continuing with their learning during the pandemic. Furthermore, friends and family support brought happiness. Contact with family through social media platforms such as what’s App, Facebook, Twitter, Snap chats were key in this study. Additionally, the institution had a COVID19 task group in place to support and motivate all students. The encouragement of friends also brought happiness to the students.

Table 2. Themes identified through interviews with international higher education students

<table>
<thead>
<tr>
<th>Theme</th>
<th>subtheme</th>
<th>Examples of Verbatim Quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative emotion present in early stages</td>
<td>Discomfort, Anxiety, Fear, Helplessness, Guilty</td>
<td>It is not easy to stay for over six months without going home, we are not comfortable at all. We do not know what will happen in the next step. I felt helpless knowing that there is nothing I could do to protect my family back home from COVID-19. I was very scared to live with my peers in the residence hall.</td>
</tr>
<tr>
<td>Self-coping strategies</td>
<td>Humour, Isolation, Team work initiatives, Lifestyle adjustment, Prayer</td>
<td>I jog with my friends that we are now locked down together and do not know when we will go home. We contribute money to buy fruits and vegetables that we re-sell to generate more money. I pray every day for myself, my family so that we don’t contract COVID-19. I pray for myself and friends here, not to contract this virus and to have money for buying data bundles. We are now like a family, we cook food together and eat together. I have to always remind my friends to wear masks and to wash and sanitize their hands regularly - they now call me warden.</td>
</tr>
<tr>
<td>Growth under crisis</td>
<td>Team Support, Appreciation, Gratitude, Hard work during online learning</td>
<td>I am happy to receive donations from our church members, some lecturers and friends. I appreciate what the university has done for us, to keep us together as international students. I am grateful to the decision of the university to embrace online learning, even though it has its challenges. I just want to finish and work hard on my online tasks as this is my last semester, which we don’t know when it will end. I thank God that I am alive during this crisis.</td>
</tr>
<tr>
<td>Positive emotions occurred concurrently with negative emotions</td>
<td>Calmness, Happiness, Confidence in Self-prevention</td>
<td>The COVID-19 training brought calmness and peace of mind in my life, regarding my safety. I am happy to be alive and I am able to continue with online learning, despite the challenges. I can still survive as long as I observe the COVID-19 ways of prevention. I wear a mask every time I go out in public.</td>
</tr>
</tbody>
</table>
5. DISCUSSION

This study reports the psychological experiences of international undergraduate students in a higher education institute in Eswatini when there was lockdown that caused significant disruptions due to COVID-19 pandemic. The findings of the study are summarized into four major themes: Negative emotions present in early stages, Self coping strategies, Growth under crisis and Positive emotions occurred concurrently with negative emotions.

Participants experienced discomfort caused by uncertainty of COVID-19 and the drastic shift to online learning brought anxiety and fear. In this study participants concern was about the seriousness of COVID-19, which forced them to be isolated from their lecturers and peers. The rapid shift to online learning has had a substantial negative influence on both the overall learning experience of international higher education students, and their psychological wellbeing. The finding of this study mirrors what previous studies have reported among university students in developed countries about psychological wellbeing and academic experience of University Students during COVID-19 (Browning et al., 2021; Dodd et al., 2021; Händel et al., 2020). Moreover, the finding indicated that the participants were anxious and fearful about their families’ health due to the rapid spread of COVID-19 virus. The COVID-19 pandemic has evolved into a serious threat to education, economic, social and health sectors given its prolonged impact, geographical spread and lack of cure or effective treatment (Sun et al., 2021). The finding that participants were fearful and anxious about their family members’ health seems to be unique to our study. Consequently participants’ fear about health and their families disrupted their concentration for online learning. They also experienced a sense of helplessness due to fear of contracting the virus and being isolated in Eswatini. The acquiring of information by participants about COVID-19 updates which relied on their peers and families is consistent with the microsystem domain of EST (Bronfenbrenner, 2005).

There is research evidence to suggest that coping strategies and social support are mediators of stress (Sun et al., 2020). The finding revealed that the participants adopted humour and isolation as their coping strategies to psychologically adjust to the COVID-19 situation. The pressure of COVID-19 pandemic caused the students to actively make psychological adjustments. The participants did this by adjusting their lifestyle to observing preventive behaviours against COVID-19 of social distancing, wearing masks and washing and sanitizing of hands. The participants also adopted prayer as their coping strategy during the outbreak. Seemingly, their adoption of prayer could be consistent with their religious beliefs, which is in support with what previous studies among university students’ experiences with COVID-19 pandemic have reported (Sun et al, 2021). In addition, the findings showed that the participants engaged in team work initiatives that reflected greater solidarity for survival. This is where the students contributed money to buy fruits and vegetables to re-sell in order to accord them finances to eat healthy food and buy data bundles to sustain online learning. This finding supports what other studies have reported that as the economic consequences of COVID-19 have continued to unfold, it has become apparent that individuals from lower socioeconomic background have been excessively burdened across the globe (Ahmed et al., 2020; Mhlanga & Moloi, 2020; Sun et al., 2021) which was the case in this study. The pandemic has negatively affected the students’ interactions with their peers and families including lecturers, which is inconsistent with the microsystem level of the EST (Bronfenbrenner, 2005).

Literature indicates that crisis outbreaks can cause psychological distress to those affected. In this study the finding suggest that the participants grew under the COVID-19 crisis. The participants shared in self-reflection of their own education (shift to online) and gratitude for being alive (Sun et al., 2020). The finding in our study revealed that engaging in online learning temporarily preoccupied the students to forget about the crisis. The participants demonstrated positive forces
such as expressing more appreciation for health, family and gratitude for social support, which previous studies have confirmed (Sun et al., 2021). Furthermore, the students took the initiative to seek team support to adapt to internal (shift to online learning, observe COVID-19 preventative measures) and external (scare of contracting COVID-19 virus) environment changes, which enhanced their psychological wellbeing. The shift to online learning and initiative to seek team support by the students highlight the relevance of the macrosystem domain of EST by (Bronfenbrenner, 1979).

The finding of the existence of positive emotions in the participants such as calmness, relaxation, and happiness, occurred concurrently with negative emotions, such as fear, anxiety and discomfort during the first weeks of the pandemic. Other studies have reported the presence of negative emotions during COVID-19 crisis (Browning et al., 2021; Dodd et al., 2021; Elmer et al., 2020; Händel et al., 2020). The participants seemingly believed that positive emotions were generally related to support from peers, families, institution and Ministry of Health. Apparently, social support was critical in overcoming stressful situations (Lawson et al., 2020). The calmness, relaxation and happiness of the participants after taking part in the COVID-19 training are hardly mentioned in other studies (Dodd et al., 2021). Literature suggests that positive emotions play a significant role in recovery and adjustment of psychological distress (Sun et al., 2020; Elmer et al., 2020; Van Bavel et al., 2020). Our finding in this study revealed that psychological the participants during COVID-19 crisis strengthening social support, promoting coping strategies and encouraging positive emotions are important in promoting psychological wellbeing and adjusting to the drastic shift of online learning. This affirms the chronosystem (Bronfenbrenner, 2005) where the participants adapted to a life stressors (COVID-19, rapid shift to online learning) and still continued with their educational activities.

6. LIMITATIONS OF THE STUDY AND SUGGESTIONS FOR FUTURE RESEARCH

The study had the following limitations. Firstly, the small sample size restrains the reproducibility of findings due to the characteristics of qualitative research. Secondly, due to the nature of COVID-19 outbreak we could not conduct focus group discussions with the participants to avoid potential transmission of the virus. Thirdly, we relied heavily on review of literature on psychological experiences of students in developed countries as we could access limited literature from developing countries. Future studies could consider using larger samples to allow for deeper understanding of international students’ psychological experiences of COVID19. Psychological experiences of COVID-19 of students with disabilities and locals could further be explored. However, our study can serve as a basis for higher education professionals who want to conduct a similar study.

7. CONCLUSION

The study provided a detailed understanding of psychological experiences of international students with COVID-19 applying a phenomenological design. We found that during the pandemic, negative and positive emotions of the participants against the pandemic intertwined and co-occurred. Self-coping strategies and psychological growth played a crucial role in maintaining psychological wellbeing of the international students. Our study provided preliminary data for further psychological intervention to enhance online teaching and learning in higher educational institutions. The participants in a higher education institution in Eswatini appeared to be resilient in coping with the COVID-19 crisis and abrupt shift to online learning.
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ABSTRACT

This paper describes a test and case study of self-evaluation of online courses during the pandemic time. Due to the Covid-19, the whole world needs to sit on lockdown in different periods. Many things need to be done in all kinds of business including the education sector of countries. To sustain the education development teaching methods had to switch from traditional face-to-face teaching to online courses. The government made decisions in a short time and educational institutions had no time to prepare the materials for the online teaching. All courses of the Mongolian University of Pharmaceutical Sciences switched to online lessons. Challenges were raised before professors and tutors during online teaching. Our university did not have a specific learning management system for online teaching and e-learning. Therefore professors used different platforms for their online teaching such as Zoom, Microsoft teams for instance. Moreover, different social networking platforms played an active role in communication between students and professors. The situation is very difficult for professors and students. To measure the quality of online courses and to figure out the positive and weak points of online teaching we need an evaluation of e-learning. The focus of this paper is to share the evaluation process of e-learning based on a structure-oriented evaluation model.
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1. INTRODUCTION

The Mongolian University of Pharmaceutical Sciences (MUPS), the leading private university in pharmacy was founded in 2000 and it offers courses in Pharmacy, Traditional Medicine, Pharmaceutical Engineering and Technology, and Nursing. The Drug Research Institute and the GMP-Pharmaceutical Industry are the main components of the MUPS, and it has the great advantage of training to conduct a combination of Training-Research-Industry [1]. Due to the global pandemic, it was moved on public alert in Mongolia by Resolution No. 62 of February 12, 2020, and Resolution No. 178 of November 11, 2020, of the Government of Mongolia, and classroom learning at Universities and Colleges were temporarily closed and continue to move to a form of online learning [2]. E-learning has expanded since last year in all kind of education. Starting from the second semester of 2019-2020, the MUPS moved from classroom learning to online learning. As well as the first semester of 2019-2020, a total of 3001 video lessons, 489 enclosed files, and 41056 online test databases were created and 18,534 hours of electronic
lectures, seminars, and workshops were organized under the basis of the cloud program [2]. From here, a total of 36 subjects of 93 credit hours, including general academic, professional foundation, and specialization, are taught online to first to fifth-grade students in pharmacy. As of the first semester of 2020, a total of 1277 students are studying at the MUPS, of which 1062 are studying in the Pharmacy Department. Our study involved 552 students, including 52 male and 500 female students.

The “Vision-2050” long-term development policy of Mongolia, the medium-term development plan of the education sector of Mongolia 2021-2030, and the Government action plan set the goal of “creating equal opportunities for everyone to receive quality education and strengthening the system of equal inclusion” [3]. In the future, it is necessary to reform the legal environment of the education sector to live and work in the age of digital technology, and to develop a humane and ethical citizen with active social participation and continuous development potential. In order to implement these policy objectives, there is an urgent need to reform the legal environment in the education sector. In addition, for the first time, the draft law regulates global development trends, the electric transition in education, online learning, distance learning, and open educational resources to provide citizens with equal and accessible access to education. This is the first time that electric learning, technology, and content have been legalized. Mongolia needs to have a well-structured, integrated research university that combines teaching and research in the present and future when the world needs to improve its competitiveness, efficiency, and rapid development of communication and information technology. Consequently, we need to compete as a world-class university. Accordingly, the teacher must have the knowledge and ability to organize non-classroom, mixed forms of training; to support the continuous development of the teaching profession at the national level by organizing pieces of training on teaching methods and professional skills development in a centralized, regional, distance and electronic form. In addition, communication, information technology infrastructure, software, and hardware for distance and electronic education are the responsibility of the relevant departments [4]. It has been a long time since the introduction of an online learning management system in the Mongolian education system. A common challenge for today's educational institutions is to manage online learning activities, disseminate training content, monitor student learning, motivate teachers and students in the learning process, and required the development of a learning environment to improve indicators, methodologies, and models for evaluating learning activities.

Although there are many examples and experiences of universities in developed countries using electronic learning systems, and it’s clear that the most important thing is to adapt these systems to the characteristics of the country’s education system and to develop a new system that suits the country’s education system and reflects the needs of educational institutions [5]. Due to the outbreak of Covid-19, a new coronavirus pandemic, classroom learning was banned from the spring semester of the 2019-2020 academic years. The introduction of fully online learning was a major challenge for the entire community, as many teachers who were not systematically trained in online learning techniques conducted the full course online for the first time throughout the semester. Each teacher went online and faced various problems, but each of them was able to solve the problem on their own and continue the training. However, in this article, we have selected our own assessment for a bachelor's degree in Pharmacy in order to evaluate our learning process, draw conclusions, and clarify our focus on future electric learning.

2. Evaluation of E-Learning

Evaluation of e-learning is one of the main points of discussion for researchers. Many researchers and educators developed different methods for the evaluation of e-learning. Successful e-learning can run as a result of collaboration where many different groups are working together: Professors,
Technical people, Administration, Tutors, Students, and others. Therefore evaluation of e-learning can be done in different complexity and level. As defined by Christopher Pappas, evaluation of e-learning was done before, during and end of e-learning. These are so-called assessment, formative and summative evaluations [6]. The e-learning and multimedia evaluations developed by Sage Learning Systems 17 major categories and 105 separate criteria on which e-learning courses can be applied for evaluation [7]. Prasad explains how an evaluation of e-learning should be done. By his idea understanding own value is important. Counting benefits of e-learning, convenient and flexible access, budget-friendly, measurable results, and reporting are key points of Prasad's view [8]. Petrone offers to use a famous method for evaluation from Kirkpatrick. He thinks that the Kirkpatrick model can be applied to measure the learning effectiveness of e-learning evaluation in the best way [9]. Donald Kirkpatrick developed an evaluation method for educational programs in four levels during his dissertation [10]. Level 1 focuses on reaction, level 2 focuses on learning, level 3 is for behavior and level 4 focuses on results. Kirkpatrick’s four-level evaluation methodologies are well known and widely distributed model. Anstey and Watson established a method called “Rubric for E-Learning Tool” Evaluation. The main aim of this method is to identify the functionality and success of e-learning. They defined categories: functionality, accessibility, technical, mobile design, privacy, data protection and rights, social presence, teaching presence, cognitive presence. Each category consists of several covering spaces [11]. Bates described nine steps for the evaluation of online courses. Decide how you want to teach online is stands as the main question for the first step. Decide on what kind of online course stands for the second step. Work on a team defines the third step. Build on existing resources explains the fourth step. Master the technology describes the fifth step. Set appropriate learning goals are linked to the sixth step. Design course structure and learning activities are standing for the seventh step. Communicate, formulates the eighth step, and innovate explains the ninth step [12]. William Horton Consulting offers checklists for course comparison [13]. The quick and systematic way for evaluation is the key point of Horton. eLSE Methodology: a Systematic Approach to the e-Learning Systems Evaluation focuses on the most important aspects like Technology, Interaction, Content, Services [14]. The user-system interaction is an emphasizing aspect of the eLSE method. The newest approach in e-learning is to apply smart solutions based on artificial intelligence algorithms in medical teaching [15-16].

Evaluation of e-learning in Mongolia is not well developed till today. Before the pandemic period e-learning was more local issues of universities and evaluation of e-learning was not in the focus of accreditation institutions or the interest of professors. But some non-governance organizations (NGOs) put effort to develop national perspectives to the evaluation of e-learning early in 2012. Founder and directors of the NGO “E-Campus”, Tsetseg-Ulzii cooperated with international quality assurance organizations together and published a report on criteria for evaluation of e-learning [17]. At the beginning of April of this year the UNESCO, United Nations Educational, Scientific and Cultural Organization reported on COVID-19 impact on education [18]. The report focused on the actual state of e-learning in Mongolia and its quality assurance issues. Some universities started to make decisions on university governance level focused on e-learning quality assurance and evaluation of online teaching. The Mongolian University of Science and Technology delivered new rules for e-learning management [19].

3. THE SURE MODEL

For self-evaluation of online courses, we selected the structure-oriented evaluation, SURE model. The SURE model was developed by the first author of the paper for the evaluation of e-learning. The SURE model consists of eight steps to evaluate the selected object [20-23].
### Table 1. Eight steps of the SURE model

<table>
<thead>
<tr>
<th>Steps</th>
<th>Focus</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Definition of key goals</td>
<td>In this step evaluators should define key goals of evaluation. The SURE result will be positive, only if all defined key goals reach its target successfully.</td>
</tr>
<tr>
<td>2</td>
<td>Definition of sub goals</td>
<td>After definition of key goals evaluators should define sub goals which support in reaching key goals target. If any of sub goal reached its target then the corresponding key goal is evaluated as successful.</td>
</tr>
<tr>
<td>3</td>
<td>Confirmation of goal structures</td>
<td>Pre-defined key and sub goals structure should be discussed by all interested groups of evaluation results. Only after confirmation of goal structures the next step can be taken. If evaluators cannot accept the goal structures the first and second steps should be repeated until goal structures are accepted.</td>
</tr>
<tr>
<td>4</td>
<td>Preparation of questionnaire</td>
<td>Based on confirmed goal structures questions for the questionnaire should be prepared.</td>
</tr>
<tr>
<td>5</td>
<td>Confirmation of questionnaire</td>
<td>Prepared questionnaire should be checked and confirmed by all interested groups in evaluation results. Until full acceptance of all questions previous step should be repeated.</td>
</tr>
<tr>
<td>6</td>
<td>Collection of data</td>
<td>When questionnaire is ready data should be collected by objective ways. Best method to collect objective data is to use online survey.</td>
</tr>
<tr>
<td>7</td>
<td>Processing of data</td>
<td>The collected data should be processed by mathematical rules of the SURE model. There are exists an online calculator for the SURE evaluation [24].</td>
</tr>
<tr>
<td>8</td>
<td>Reporting of results</td>
<td>The processed data will be shown via table from online calculator. Four main evaluation scores are available from table: General evaluation score, Evaluation scores for key goals, Evaluation scores for sub goals and Evaluation scores of each participants.</td>
</tr>
</tbody>
</table>

To implement the SURE model we applied all eight steps in corresponding order.

### 3.1. The Evaluation of Online Course

For self-evaluation we selected Pharmacy courses of Bachelor students from MUPS. In course 1062 enrolled 552 students including 52 male and 500 female students.

### 3.2. Step From One to Three

These steps are focused on definition and confirmation of evaluation goals.

- Definition of key goals. Based on discussion of evaluators we defined four key goals (Figure 1):
  - Lecture quality ($B_1$);
  - Seminars/Practices/Laboratories quality ($B_2$);
  - Teaching performance ($B_3$);
  - Teacher skills for e-learning ($B_4$).
Figure 1. Key goal structure

- Definition of sub goals. To reach defined key goals here described sub goals (Figure 2):

Figure 2. Sub goal structure

- Lecture quality ($B_1$):
  - Content of lecture ($A_{11}$);
  - Lecture lesson ($A_{12}$);
  - Time management of teacher during lecture ($A_{13}$);
  - Online synchronic lecture ($A_{14}$);
  - Offline video lecture ($A_{15}$).

- Seminars/Practices/Laboratories quality ($B_2$):
  - Knowledge ($A_{21}$);
  - Practical skills ($A_{22}$);
  - Learner centred learning ($A_{23}$);
  - Knowledge ($A_{24}$);
  - Online synchronic practice ($A_{25}$);
  - Offline video practice ($A_{26}$).

- Teaching performance ($B_3$):
  - Preparation to lesson ($A_{31}$);
  - Teaching methods ($A_{32}$);
  - Oral skills ($A_{33}$);
  - Technical skills ($A_{34}$).

- Teacher skills for e-learning ($B_4$):
  - Preparation level ($A_{41}$);
  - Files for lessons ($A_{42}$);
  - Motivation for students ($A_{43}$);
  - Communication with students ($A_{44}$);
  - Feedback speed and style ($A_{45}$).

- Confirmation of goals structures. The SURE evaluation expert and professors who teach courses confirmed the goal structures.
3.3. Step four and five

The focuses of these steps are preparation of the questionnaire. In step four questions based on sub goals structure have to be formulated. Scale for measurement designed from 0 to 4. 0 = Disagree at all, 1 = Up to 30% agree, 2 = 31-50% agree, 3 = 51-70% agree and 4 = 79-100% agree (Table 2).

Table 2. Example of question

<table>
<thead>
<tr>
<th>№</th>
<th>Evaluation indicators</th>
<th>Disagree at all</th>
<th>Up to 30% agree</th>
<th>31-50% agree</th>
<th>51-75% agree</th>
<th>76-100% agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>The content of the lecture was clear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>Lecture is comprehensible</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>The teacher was able to use the class time perfectly for the lecture content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>It was convenient to teach the lecture online directly in accordance with the schedule</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>It was convenient to watch the lecture on video and study it independently</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Formulated questions should be checked and controlled by all interested groups of evaluation results. Only tested and accepted questionnaires can be used for data collection.
3.4. Step six

Data collection is an important part of any evaluation process. Objectively in good time collected data can increase probability of final evaluation score. For objective data collection we applied Google Form as online tool (Figure 3).

3.5. Step seven

Data which collected by Google form in original shows in Figure 4. The collected data should be processed by the SURE evaluation rules. Main mathematic rules defined based on goal structures [20]. To process the collected data (Figure 5) by online calculator the original data should be transferred to comma separated vector (CSV) files (Figure 6).

![Figure 4. Original data Excel sheet](image)

![Figure 5. Part of CSV file](image)

The CSV file should be entered to online calculator of the SURE model (Figure 6).
The given data will be processed by online tool and as outcome from online tool table with evaluation scores will be returned (Figure 7).

3.6. Step Eight

The SURE model calculated four different evaluation scores.

- Main evaluation score. \( Q^*_e(C) = 0.70 \)
- Evaluation scores of key goals.
  - \( B_1 = 0.75 \);
  - \( B_2 = 0.68 \);
  - \( B_3 = 0.73 \);
  - \( B_4 = 0.75 \).
- Evaluation scores of sub goals.
  - \( A_{11} = 0.69; A_{12} = 0.66; A_{13} = 0.68; A_{14} = 0.63; A_{15} = 0.65 \);
  - \( A_{21} = 0.64; A_{22} = 0.61; A_{23} = 0.62; A_{24} = 0.62; A_{25} = 0.61; A_{26} = 0.59 \);
  - \( A_{31} = 0.65; A_{32} = 0.68; A_{33} = 0.72; A_{34} = 0.71 \);
  - \( A_{41} = 0.73; A_{42} = 0.73; A_{43} = 0.66; A_{44} = 0.67; A_{45} = 0.69 \);
- Evaluation scores of each response. We received 552 responses from students. Due to this big amount of data, the table with students’ response data could not be included into the paper. Therefore, we noted here some results as example. 155 students evaluated the course with maximum score 1. 17 students evaluated with worst score 0.
3.7. Result of Evaluation

1062 students studied professional “Pharmacy” but only 552 students sent responses and it was 51.98% of total enrolled students. From them 500 were female and 52 were male students. Out of 97 students studying in a physician of traditional medicine, 60 students or 61.85% (50 female, 10 male), 25 students or 60.97% (17 female, 8 male) out of 41 students studying in Pharmaceutical Engineering and Technology, 56 students or 72.72% out of 77 students studying in Nursing % (54 female, 2 male) students took part in the evaluation process. The reason for some students not participating in the process was the hard accessibility to the Internet in rural areas.

The general evaluation score is 0.70 which is not so high, which is expected of professors who teach selected courses. Key goals are similar to general score: B1=0.75, B2=0.68, B3=0.73 and B4=0.75. There is no key goal that could reach over 80%. That means professors need to do a detailed analysis on each key goal and to focus on weak points of online teaching. The worst score of 0.59 received is “Offline video practice (A26)”. That means students cannot accept or adapt to studying from video by themselves. Further reasons can be not well-developed self-study ability of students or quality of video lessons could not meet expectations of students. Here we need a more detailed study to find out the reasons why this score is the worst and how it can be improved in the next courses. The best evaluation score 0.73 received are “Preparation level (A41)” and “Files for lessons (A42)” from the fourth key goal “Teacher skills for e-learning (B4)”. Students are satisfied with teaching skills for online teaching. Students respect the efforts of teachers for the preparation of online courses. However, 0.73 is not 1 and there are a lot of spaces for improvement of teacher skills for e-learning.

One of the most interesting results of the evaluation is 157 students evaluated online courses with a maximum score of 1. Against this 17 students evaluated online courses with the worst score of 0. Here, a big variance can be observed. This result shows more analyses on other questions relating to the learning environment, quality of internet connection speed, and other issues is needed to be done which can influence the evaluation to such an extent.

4. DISCUSSIONS

Educational evaluation, especially evaluation of e-learning is a huge space for research and study. Therefore we need to discuss and reflect on existing evaluation models and methods, evaluation cases. Evaluators need to openly share their study and experiences on e-learning evaluation. There are several evaluation models and methods distributed among educational intuitions and accreditation organizations. But not all models and methods are suitable for all types of courses and e-learning. Most existing models and methods are fit to use at the university level, not for single online courses. The structure-oriented evaluation model tried to cover all nuances of the evaluation process. Beginning with the definition of evaluation goals until reporting of evaluation results included eight steps or the structure-oriented evaluation model. The second and third authors first time applied the SURE model for their case and it helped them to understand e-learning more deeply from the perspective of students.

There are can come to arise questions: need to do include professors or teaching staff into the evaluation process? Do we need self-evaluation for teaching courses? What is the aim of such activities? Which kind of evaluation methods or models should apply for self-evaluation? Do we need a standard question for self-evaluation of e-learning? and so on. It will be great if evaluators can unite their effort for such us study and cooperate more on same topics. Our opinion is self-evaluation is essentially important to understand the whole evaluation process and get a deeper
feeling of online teaching. We will continue to do self-evaluations and share our experiences in the e-learning field.

5. CONCLUSIONS

The main aim of this paper is to share the evaluation case of online courses during the pandemic period at the Mongolian University of Pharmaceutical Sciences. This case study was the first test of the self-evaluation process for online courses by professors. Such kind of self-evaluation helps professors get a deeper understanding of the e-learning process, different roles, and functions of involved groups, expectations of students during online teaching. The cooperation with the SURE expert helped professors to understand the selected model and to do a successful self-evaluation. Professors collected experiences from the self-evaluation of e-learning by structure-oriented evaluation model. To learn to do a scientific self-evaluation for their online courses give opportunities to professors to look at detailed elements of e-learning from the inner structure of online teaching. Evaluation results show successful parts of online teaching and figure out weaknesses of e-learning. Such results are support professors to create a development plan for further teaching online.

We conclude this evaluation case study as the beginning point of a long-term study in direction of e-learning evaluation. In the future, the evaluation goals structure will be updated and the formulation of questions based on sub-goals will be improved. Moreover, we will distribute our case study to our colleagues not only from our university, but we will also share these experiences as well as with faculties from other universities, too. The most key conclusion is educators need to train with self-evaluations to learn more about their teaching methodologies during e-learning and to understand students’ expectations from professors.
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ABSTRACT

IoT is a rapidly evolving field with an increasing number of connected devices. This naturally leads to a need to ensure good scalability but also to guarantee the identity of devices, for better security. Most of existing solutions for identifying IoT devices are centralized (CA server), which results in lower fault tolerance and in less scalability. To address these issues, we introduce in this paper a new IoT Device Management System based on the Blockchain technology (IoT-BDMS). Our system offers two services through two Smart Contracts deployed on a multi-channel Hyperledger Fabric network: an Identification Smart Contract (ISC) to manage the devices identities stored over multiple channels, and an Authentication Smart Contract (ASC) to validate authentication requests from devices. An identity is generated by involving the actors of the device’s ecosystem and evolves according to the device’s lifecycle.
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1. INTRODUCTION

The Internet of Things (IoT) can be defined as a network of objects able to interact with each other and with their environment, via the Internet. These objects - which are more and more intelligent - collect data via sensors and processes are performed on this data to create value for their users or owners (decision making, recommendations, etc.).

IoT remains a rapidly evolving field, with predictions of several billion connected objects in the coming years (41 billion connected objects by 2027, and 125 billion by 2030) [21]. This rapid evolution enables new applications and usages to be imagined and explored, in areas such as manufacturing (Supply Chain), Industry 4.0, e-health, etc.

At the same time, the growth of IoT (both in terms of number of connected objects and of amount of data generated) is giving rise to new needs, mainly linked to the efficient management of objects and their security. And as already seen in the last years, security issues of IoT can cause disastrous consequences for humans (Mirai DDoS-attack in 2016 [22]). Along with security challenges, other issues such as scalability or interoperability need to be also tackled. An Identity Management System (IdMS) refers to the management of an identity, whereas an identity is a set of information to uniquely identify a given entity (a human, a device, …). Authentication refers to the verification of the identity of a given entity and comes along with Identification. Generally, authentication methods are based on something that you know (like a password), or you own (like a smart card), or you are (like a fingerprint). As with identification [28], there are several authentication methods [27] for IoT devices: symmetric-key based authentication schemes, public-key authentication schemes (PKIs, X509 certificates), token-based authentication schemes (OAuth2.0), RFID-based schemes, etc.
Existing IdMS for IoT generally ignore, during the identity generation process, the device lifecycle and the ecosystem in which this device evolves. From the authentication side, the use (for instance) of symmetric cryptography is not adapted to all types of devices (large keys size), and the mobility capacity of devices is often left aside. Finally, whether for identification or authentication, the traditional approaches used in IoT are most often centralized, which leads to a larger attack surface and therefore a lower fault tolerance, but also a low response to scalability needs.

Because of its decentralized, immutable and secure design, Blockchain technology could address some issues of identification and authentication in an IoT context. In fact, several authors [1, 3, 5, 6, 12, 16, 17, 18, 19] have explored the potential of using Blockchain technology to secure IoT devices. This Blockchain-based security generally includes a method for identifying devices, but also a use of the Blockchain to verify the identities of devices, and thus authenticate them.

Our work fits in with this Blockchain-based security for IoT, while addressing some of the issues mentioned above (consideration of the device's lifecycle and ecosystem, scalability). In this paper, we propose a Blockchain-based identification and authentication system for IoT devices, based on a single private Blockchain (Hyperledger Fabric). Our system is comprised of multiple Fabric channels, giving a prior response to IoT scalability needs for Enterprise Use Cases. We designed two Smart Contracts models (an Identification Smart Contract – ISC - and an Authentication Smart Contract - ASC) and deployed them on a multi-channel Hyperledger Fabric Blockchain. Each Smart Contract pair (ISC, ASC) is responsible of managing and validating devices identities related to its channel. Identities are generated so that they evolve according to devices lifecycle and are stored on specific ledger channels of the global Blockchain network. Devices do not communicate with the Blockchain network, but either send their authentication request through dedicated IoT gateways configured as light nodes.

Our contributions are structured as follows:

1) In Section 2, we give an overview of existing works related to Blockchain-based Identification and Authentication for IoT, and highlight some of their limitations.

2) Our contributions are presented in Section 3. We list prerequisites of our system and give an overall description of it. We define the components of the system and design its architecture, based on Hyperledger Fabric’s channels. Then we describe our identification and authentication schemes. The Section ends with a short analysis of our IoT-BDMS proposal w.r.t to some of the existing methods.

3) We finish in Section 4 by giving an overview of our implementation on Hyperledger Fabric (with simulated IoT end-devices and gateways) and a Use Case example.

2. RELATED WORK

Traditional digital Identification and Authentication systems can be transposed to the IoT field. But this means addressing at the same time IoT issues, including the need for decentralization for more security, performance and scalability, as well as mobility and interoperability management. And as we mentioned above, the Blockchain, by design, has the potential to remove some of these limitations; indeed, several studies have been carried out to explore the use of the Blockchain to secure the IoT [12], but also to address its scalability requirements.

Regarding scalability, even before discussing that of architectures based on the Blockchain and supporting IdMS and Authentication protocols for IoT, we can already mention the IOTA platform, which defines itself as the (public) Blockchain for the IoT (note that IOTA is actually a DLT - Distributed Ledger Technology – based on a structure of DAG - Directed Acyclic Graph-
called Tangle). IOTA has been specially designed and optimized for the IoT. Hence, it proposes feeless transactions, low-latency micro-payments and claims to guarantee the scalability required in the IoT context (due to the Tangle structure used to store transactions). But IOTA actually suffer from many limitations, among which: a kind of "recentralization" via the existence of a coordinator in charge of validating transactions (even if work – the Coordicide - towards eliminating this coordinator seems to be progressing ), use of Smart Contract and numerous criticisms around the use of its own cryptographic algorithms. And until now, the scalability highlighted by IOTA seems to remain theoretical.

Unlike IOTA (which is a Blockchain platform designed for the IoT), several works [13] to propose Blockchain-based IdMs and Authentication mechanisms have been carried out; for some of these works, a response (often partial or theoretical) to the IoT issues (such as scalability) is given [2,6,18].

Li et al. [2] designed Blockchain-based identity authentication and data protection mechanisms for IoT devices. In their system, each device is assigned a unique ID which is stored on the Blockchain and allows to authenticate mutually to any other device. However, each device is considered as a node of the Blockchain network, which may not be suitable for devices with low capacities.

In HIBEChains [16], authors propose an alternative to traditional IoT identification schemes, using Blockchain technology and based on a decentralized and hierarchical identity-based signature scheme (HIBS - Hierarchical Identity-based Signature Scheme). The system uses a collection of private Blockchains to form a hierarchical architecture: each private Blockchain forms a node of the global tree structure and will manage a set of devices. Thus, their hierarchical layered architecture seems to be a real opportunity for scalability issues, by decentralizing and distributing the management of devices identities between several nodes (the management would no longer be done by a single authority). But the solution remains rather theoretical and with a heavy implementation to consider; indeed, the authors do not mention what type of Blockchain could be suitable, what would be the validator nodes, etc. And the solution does not consider the ecosystem in which the device is supposed to evolve.

Authors of [18] propose an identification scheme relying "on three interconnected Blockchains: a (local) private Blockchain for each use case, a shared Blockchain (private) and an overly Blockchain (public). Their solution seems to resolve the identification issue, but it has multiple limitations, like the number of network communications (at least 8) generated by each operation, and the centralization of the local blockchains.

In [14], authors propose to combine a central Blockchain (in this case a consortium Blockchain like Hyperledger Fabric) with several sidechains (IOTA sub-Tangles), in order to make the IoT data management more efficient and secure. Data generated by a device is encrypted before being transmitted to its sub-Tangle coordinator (sub-Tangles coordinators form the nodes of the consortium Blockchain). The system heavily relies on identity control to manage and protect access to IoT data, using Fabric Smart Contracts. A prototype has been set up with software simulations and experimental tests (with performance measures) have also been conducted to motivate the authors' proposal.

From the authentication side, the use of Blockchain has also been widely explored, like in [9, 10, 11, 16, 17, 19].

In [17], author propose Bubbles-of-Trust, an Ethereum-based mechanism to mutually authenticate IoT devices and gateways. Bubbles-of-Trust was implemented upon the public blockchain
Ethereum, and aims at the creation of secured virtual zones, where devices can communicate securely.

In *Homechain* [19], a Blockchain-based mutual authentication system is proposed for Smart Homes. To provide mutual authentication between users and the home gateway in a Smart Home context, the Blockchain is used together with *group signatures* and MACs (Message Authentication Code); thanks to group signatures, a user is authenticated without disclosing any specific information about him or it’s associated gateway.. The system also allows for the efficient tracking of any user who misbehaves in the future. Authors carried out experimental implementations to demonstrate the technical feasibility of their solution (with a few dozen group users). However, these implementations do not consider either the ecosystem of devices or their hardware capabilities. Moreover, *HomeChain*, as its authors point out, has been designed for a specific use case, in this case that of Smart Homes.

To summarize, most of the existing proposals (both for identification and authentication) use architectures either based on public Blockchains [12] such as Ethereum or on hybrid public-private [17] networks, or use Blockchain’s hierarchical [16] architectures. But public Blockchains generally come with transaction fees and do not meet all performance requirements for IoT. The use of hybrid architectures often add complexity, with a non-obvious integration and less performances; and the multiplication of communications inside the global Blockchain architecture [18] can also limit the system’s performances. On the other hand, as for traditional IdMS, most of the proposals based on the Blockchain technology do not consider the fact that the device’s lifecycle can evolve, and therefore its identity as well.

Thus, there is a need to propose a Blockchain-based IdMS and Authentication scheme providing a solution to these limitations.

### 3. A NEW BLOCKCHAIN-BASED SYSTEM FOR SECURING IOT DEVICES

#### 3.1. Hyperledger Fabric

Hyperledger Fabric (HLF) [4, 6] is part of the Hyperledger suit [7] and is a platform for building consortium/private Blockchain networks. HLF proposes *Smart Contracts* to automate transactions, *channels* for privacy-preserving transactions and allows *membership management* (via Certificate Authorities). HLF ensures good performance metrics (in terms of numbers of transactions per Second for instance) and good scalability.

In our IoT-DBMS system, the use of a private/consortium Blockchain such as HLF allows the main actors of the device’s ecosystem (manufacturer, administrator, customer or end user, etc.) to be involved in the transaction validation process, and therefore in the verification and validation of device identities. Also, HLF Smart Contracts can act as brokers for authentication between devices and their associated gateways.

#### 3.2. Overall Description

Our starting point is a pool of IoT devices spread over several geographical zones. On each of these zones, there is an IoT gateway acting as a bridge between the devices and the IoT Cloud Server. We propose a system based on Blockchain technology to secure the IoT devices of the pool. We use Hyperledger Fabric [7] to build our blockchain network, comprising of multiple channels, each of them representing one of the geographical zones (*Fig. 1*). To take in account the limited capacity of the end devices – and sometimes of the gateways also -, neither the end
devices nor the gateways are considered as nodes of the Blockchain. Instead, gateways can communicate with the Blockchain via API calls, and IoT devices do not communicate in any way with the Blockchain network.

The global workflow comprises two parts: the Identification Phase (section 3.4) and the Authentication Phase (section 3.5).

Through the Identification Phase, each new device in the pool will be assigned an identity, stored on the ledger of the appropriate channel. The Authentication Phase comes in second, and refers to the validation of a device authentication request before sending data to the IoT server: it is required from the device to send an authentication request at its associated gateway (at least once -after the device first deployment-, and after expiration of the device session).

Figure 1. Overview of the System Components:

3.3. Prerequisites

Our system assumes that the following conditions are met:

- **Use of a secure information channel**: To avoid man-in-the-middle attacks (MITM) [23], we assume that devices and gateways exchange data through a secure channel, by communicating for instance over the MQTT (Message Queuing Telemetry Transport) protocol [23] secured with TLS (Transport Layer Security) [24].

- **Multiple channels on the Blockchain network**: The Fabric network is configured with multiple channels, each of them representing a geographical zone containing many IoT devices. And two Smart Contracts (more details in the next section) are deployed on each channel of the Fabric Blockchain.

- **IoT gateways as Blockchain light clients**: The IoT gateways are configured as Blockchain light clients (via a Fabric SDK/REST API), and hence they can communicate with the Blockchain network via the Smart Contracts. Each IoT gateway can only communicate with one channel of the Blockchain network (this can be configured/specified when configuring the gateway as a Blockchain client).

- **Devices keys**: We assume that the manufacturer generates for each device an ECDSA (Elliptic Curve Digital Signature Algorithm) [25] keypair. The private key is then injected into the device (in a kind-of “secured zone”); the corresponding public key is given to the device owner (or to the platform administrator).
3.4. The System Architecture

The system is divided into two parts: the Blockchain network and the IoT network. Figure below gives an overview of the (principal) components of our system: the administrator, the Fabric Blockchain network deployed with two Smart Contracts, and the IoT gateways as light clients of the Fabric network.

Figure 2. Actors interacting with the Blockchain

a) Two Smart Contracts are deployed on each channel of the Fabric network: the **Identification Smart Contract (ISC)** and the **Authentication Smart Contract (ASC)**. As their name suggests, the ISC is responsible of all transactions related to devices identities (it contains all identity-related functions: registration, update, deletion), and the ASC contains functions to authenticate devices (e.g. check existence of devices identities on the Ledger, and verify/validate identities proofs).

b) The **administrator** is responsible of identifying devices. In our system, the identification step refers to assigning to each device an identity and to writing this identity on the appropriate ledger channel on the Fabric network. Administrator is given in advance credentials to access the Identification Smart Contract (ISC), which is in fact responsible of writing on and querying the Ledger.

c) **IoT Gateways** act like intermediaries between end devices and the IoT Server (or Cloud). In our solution, the gateways are also used to check and validate authentication requests coming from their associated devices…. Gateways are configured as light nodes of the Blockchain network (through API clients and calls with the required credentials), an only have access to the Authentication Smart Contract (ASC).

In our system, the Smart Contracts, the administrator and the IoT gateways are the main actors, interacting with the Blockchain network at various levels. But the end devices and the Fabric Blockchain “full” nodes are also part of the system.
3.5. The Identification Phase

This phase involves the different actors of the device's ecosystem. Initially, the device is delivered with a kind of secret (an ECDSA private key) injected by the manufacturer. Then the IoT platform administrator will enter certain information related to the device (including data related to its lifecycle, its geographical zone and its deployment context) through a User Interface.

Finally, this information is hashed as follows to construct the device identity:

$$device\_identity = keccak256(serial\_number||gateway\_id||deployment\_date)$$

where:

* keccak256 is the SHA3 [26] hash function with a 256 bits-output;
* serial_number is the serial number of the device, and deployment_date is the date of deployment of the device;
* gateway_id is the identifier of the unique gateway in the geographical zone where the device is (or will be) deployed.

The identity will thus vary according to the device’s lifecycle (for instance, a change in the gateway_id - meaning the deployment of the device in another geographical zone – will result in a complete change of the device’s identity). And following needs of the Use Case, other device data (for example the device status: DEPLOYED, MANUFACTURED, the firmware version, etc.) can be added before the hashing process, to obtain device identity.

After the generation of the identity, the following data structure is stored on the appropriate channel of the Blockchain network, using the Identification Smart Contract (ISC):

$$[device\_id\_number, device\_identity, device\_public\_key], \text{ where:}$$

* device_id_number is a unique number identifying the device (generally obtained from (or linked to) the IoT platform)
- `device_public_key` is the device’s ECDSA public key. The corresponding private key was previously injected in the device by the manufacturer.

### 3.6. The Authentication Phase

The next part is to authenticate a device via its associated gateway, and thus to guarantee its authenticity at the IoT platform level. This assumes that the device already had an identity stored at the Blockchain ledger (on the appropriate channel). At this step, the process uses the Authentication Smart Contract (ASC).

To show how our Blockchain-based authentication process works, we assume for instance that we have a certain with temperature sensors on it. And the device must periodically send the measures to the IoT Server (Cloud).

Once identified on a channel of the Blockchain (Identification Phase), the device will have at first to be authenticated by the appropriate IoT Gateway. The workflow is described as follows:

1) The device generates a MQTT message including its `device_id_number` and sends it to its associated gateway.
2) The gateway generates a challenge and returns it to the device.
3) The device signs the challenge with its ECDSA private key and sends the signature to the gateway.
4) The gateway (as a Fabric light client) calls the ASC on a specific channel, to verify the correctness of the device signature, by giving the `device_id_number` and the device signature.
5) The ASC queries the channel ledger with the `device_id_number` to retrieve the device public key if the device already had an entry on the ledger (else, the authentication process is stopped). The `authenticate_device()` function is called on the ASC to verify the device signature, and the validity status (`true`, `false`) is sent back to the gateway.
6) Following the response received by the gateway, the device will then be considered as authenticated and will send sensors data to the IoT Server, again through the gateway.

- once authenticated, device can then send data to the Cloud, through the IoT gateway.

![Authentication Workflow](image)

**Figure 4.** Authentication Workflow

### 3.7. Short Analysis

Compared to the methods we have analysed in section 3, our IoT-BDMS system has some advantages. First, we do not use a public Blockchain, and we manage to define a potentially scalable architecture using only concepts (in this case channels) specific to Hyperledger Fabric.
The fact that we only use HLF allows us to avoid issues related to the integration of several Blockchains (hybrid architecture) (like in [16, 18]). To identify and authenticate devices, we use specific Smart Contracts (ISC and ASC); these concepts are not new and have already been used in [1,12]; but unlike [12], and to consider the weak capacities of devices, our identification and authentication features defined in the Smart Contracts do not require the device to participate as a node in the Blockchain network. The identification of the device on the Blockchain is therefore delegated to an administrator for example, and its authentication is done through its gateway which will itself communicate with the ASCs. And this identification takes into account the life cycle of the device, by providing in this identity, from the beginning, information related to this life cycle (such as for instance the geographical area where the device is located at a certain time). To finish, we implemented a proof-of-concept for our system.

4. IMPLEMENTATION AND CASE STUDY

We implemented a prototype (proof-of-concept) of our proposal on HLF, with Smart Contracts written in Javascript and MQTT/Java for the exchanges between the end device and the gateway. Our Fabric Blockchain consortium was made up of 3 channels, each maintained by 2 organisations. Each organisation contains 2 peers, and 1 ordering node. All the Fabric nodes were deployed as Docker containers on a single Linux (Ubuntu 18.04) server hosted on Azure.

On each of the 3 channels, we deployed the ISC and the ASC contracts (Fig. 5).

Beside this Blockchain architecture, we also simulated an IoT gateway and an end device, as well as their exchanges (via WebSockets and the Mosquitto [15] MQTT broker). On the gateway, we have configured a REST Client to communicate with the ASC (a REST API was developed to expose the services of our Smart contracts). We have tested the end-to-end scenario of the authentication protocol, from the registry of the device identity (done by an administrator through an Angular User Interface) on one channel of the Blockchain, to the authentication request of the device and its validation by the gateway via the Blockchain REST API.

![Figure 5. Overview of the ISC (left) and the simulated end-device (right)](image)

Our system could be deployed for a multi-site manufacturing enterprise, with a dedicated Fabric channel for each site. On each site (e.g. geographical zone), there will be a gateway acting as a broker for the end devices to the authentication functionality on the ASC. This multi-channel architecture could help to handle Blockchain-based authentication for a large amount of IoT devices, at least from a theoretical point of view. In fact, the next step will be to carry out load
testing to identify the maximum number of channels and devices per channel that our architecture is able to support, while continuing to ensure a minimum of performance (latency among other indicators).

5. CONCLUSIONS

We proposed an IoT Device Identity Management System (IoT-DBMS) based on Blockchain technology. We distributed the devices identities over multiple Fabric channels hosted on the same Blockchain network and proposed a light Blockchain-based authentication protocol for those devices. We have also implemented our IoT-BDMS by simulating IoT devices and gateways, which provides a sustainable proof-of-concept. As perspectives, we plan to conduct performance tests in order to give some concreteness to the theoretical scalability of our architecture. Integration and deployment in a real IoT environment – thanks to the XIoT [20] platform – are also planned. We also plan to make enhancements so that our Blockchain-based identification and authentication protocols could address the mobility features of some devices, an aspect that has been very - if not completely - unexplored in most existing solutions.
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ABSTRACT

On-campus activities like positions of responsibility in campus amenities and participation in research, benefit the students as well as the university, while also making students financially self-sufficient to a certain extent. However, this student participation is stymied by lack of awareness and motivation. Significant impetus to innovation and student participation can be provided by incentivization of these activities. In this paper, we propose a system to create a blockchain-based economy, to incentivize students with empirical benefits or monetary awards calculated using objective algorithms. The incentivization algorithms have been designed for three promising use cases: research work, positions of responsibility in universities, and crowdfunding. The demonstrated implementation of this system utilizes VJTI Chain, an already established Proof of Authority blockchain in VJTI Mumbai, India. This creates a circular economy within the university which encourages students to earn more rewards by reinforcing positive feedback.
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1. INTRODUCTION

Academic success includes curiosity and innovation, and is not limited to course grades. [1] Many students try to contribute to the fields of scientific research in tandem with the growing technologies of today’s age. Technological innovations that contribute to helping the society in some way, like consolidating resources to channel them towards areas of need, provide inspiration to make students into productive citizens of the world.

Globally for years, there have been many university students taking positions of responsibilities, and pedagogical and scholastic roles in their campus offices to earn while they are studying. [2] The responsibilities include - but aren’t limited to - clerical as well as academic roles. Such opportunities help students in being self-sufficient to an extent. Campus facilities like the library, the canteen, and the bookstore are provided to the students, aided by the staff.

To incentivize the overall development of students as well as the institution that they are a part of, an incentive-based system can be employed, where students earn rewards for performing certain activities. [3] In this paper, we propose a blockchain-based student activity incentivization system. Compared to a regular secure database, a blockchain-based system provides increased trust and security due to its immutability which is essential in a transactions-based application. This system leverages the power of an existing blockchain ecosystem, the VJTI Blockchain (introduced in March 2019), which uses the Proof of Authority (PoA) consensus mechanism.
Advantages of a PoA-based blockchain system include a high transaction rate due to the acceptance of transactions only by authorized nodes, enhanced trust in the system since it will be tamper-resistant and transparent, and lastly, the obviation of the prerequisite of high-performance hardware.

There are a few reasons that find apposite use of VJ Chain in the proposed implementation. Firstly, the existing infrastructure of VJ Chain has been in use for occasional canteen transactions and this has immense scope to be extended to other use cases. Secondly, with the creation of a circular economy, students can spend their rewards within the same ecosystem as they were received, which creates an additional incentive for earning them. Lastly, this implementation serves as a premise to be an impetus to technology as one of the emerging applications of blockchain. The usage of a growing technology means more scope for innovative avenues in the future.

The system proposed in this paper aims to be an augury of digitally-facilitated innovation havens. Implementations of this system have the main objective of providing a solution for students to get motivated and inspire others into having a more enriching university experience. This paper aims to encourage more students to participate in this campus-experience. Consequently, an improvement in facility qualities (due to the new perspective brought in by the youth) complements the experiences newly gained by the students.

The rest of the paper is organized as follows: Section II adumbrates implementation of blockchain-based projects for university campuses. In Section III, we give a case-wise overview of the proposed methodology. Section IV discusses the design and implementation of this framework. Section V describes the future scope. The conclusion is presented in Section VI with references at the end.

2. RELATED WORK AND TERMINOLOGIES

This approach to incentivize students draws inspiration from previous works. Awaji et. al. [4] extensively survey the relevance of blockchain application frameworks in higher education. The authors address current implementations categorising the usage into academic record verification (degrees and certificates), assessments, credit transfer between universities, admissions, general data management, and review papers. The most number of reviewed implementations focussed on data management. Further, the work also enumerates the challenges recognised while reviewing these implementations, the most significant ones being privacy, scalability, and blockchain usability.

Services offered by blockchain in education as noted by Hameed et al.[5] include its function as a content library and a medium for inter-business connections. The paper mentions applications like Tutellus and Echolink, where blockchain is used as a platform for cooperative learning. Tutellus expects to resolve the problem of high costs for higher education by paying students for learning. It had become popular among 1,000,000 Spanish-speaking users. Echolink is an abbreviation for ‘Education Career Skills Human Capital Opportunity Link’. It is a blockchain-based system that stores the hash of verified data of an entity (here, student, teacher, or other educational organisation) on a permissionless blockchain. The data source is trustworthy. The paper also enlists some supplemental technologies used by these applications, like BOLT (enables provenance in blockchain technology), hyper ledger, and sharding.

Chen et al. [6] mention the use of blockchain in education from the perspective of students as well as teachers. One such use of blockchain is the submission and evaluation of assignments, which will be stored on the blockchain. The paper also provides a use case such that the work
done by the student is not constantly monitored by teachers, rather the information submitted by both parties is directly stored on the blockchain. Applications of blockchain in the field of education have been summarized by SJ Ralston et al. [7] The paper mentions a number of different applications, like the usage of blockchain in academic degree management, summative evaluation of learning outcomes and monetization of academic skills and reward for scholastic achievement.

Bhagwat et al. [8] have built an academic governance ecosystem based on the VJTI Chain, leveraging the power of its Proof of Authority consensus mechanism for different aspects of academic governance like storing student records, verification of student records and assignment incentivization.

We define some of the common terminologies that are required to build an incentivization system based on the blockchain ecosystem.

2.1. Blockchain

A blockchain[9] is an append-only list of blocks linked using cryptography. The header in each block contains a field having a cryptographic hash of the previous block, a timestamp, and transaction data (generally represented as a Merkle tree).

Components of a blockchain are:

1. Node: The smallest independently operational entity in the blockchain network;
2. Transaction: The data concerning the transfer of value units between at least two nodes;
3. Block: A data structure aggregating transaction and other metadata to be added to the blockchain;
4. Chain: The link established between blocks due to each block referring to the hash of its immediate predecessor;
5. Miners: Nodes that add new blocks to the chain and broadcast the updated chain;
6. Consensus: A set of rules regarding blockchain operation mutually accepted by all the nodes.

The key properties of a blockchain are:

1. Distributed: All versions of the ledgers present on all nodes are in sync. An update on one part of the chain reflects throughout.
2. Secure: The data of each block is hashed. Verification of its integrity uses proof of zero-knowledge.
3. Tamper-resistant: Mutation in block contents results in an avalanche effect, changing all subsequent hashes, altering the blockchain itself. This means a change in a block would require an infeasible operation of re-hashing the entire chain after it.
4. Transparent: All nodes in the chain have access to the data in it.

2.2. Consensus Mechanism

A consensus mechanism is used to tackle fault-tolerance. It is used to arrive at a group consensus regarding the data to be added to the network or the state of the network. The famous consensus mechanisms are Proof of Work (used by Bitcoin, Litecoin, and Monero), Proof of Stake (used by Ethereum 2.0 and Dash). Other consensus mechanisms include Proof of Authority, Proof of Vote, and Proof of Burn.
Proof of Authority [10] has all transactions validated by (an) approved account(s), known as validators. These validators are similar to “admins”. In PoA-based networks, transactions and blocks are validated by approved accounts, known as validators. Since the authority is already established, the competition between validators to mine blocks is absent. Characteristics native to PoA blockchains include high transaction rate, predictable time intervals between mined blocks, and obviating the prerequisite of high-performance hardware.

2.3. VJ Chain and VJCoin

VJ Chain is a complete implementation of a public PoA Blockchain, as can be seen in Figure 1. [11] Since the institution authorities are honest nodes, transactions are trustable and cannot be tampered with by other nodes (students). The tokens exchanged in VJ Chain are called VJCoins. Each user can register on the chain as a full node with a wallet. Light nodes are implemented via accounts using the Android Application for VJ Chain. The wallet address will hold the VJCoins of the user. In the circular economy so established within the campus, VJCoin rewards are spent within the same ecosystem as they were received in, creating an additional incentive for earning them. Complete serialization is done via JSON and HTTP REST API is used for interaction with VJ Chain.

![Figure 1: Structure of VJ Chain: Shows source code requisites for deploying the chain (such as the virtual environment and libraries used to construct the consensus mechanism) and the main fields of each node in the chain. The data that is sent to and from the cloud is public.](image-url)
3. PROPOSED METHODOLOGY

The system addresses the most common challenges with blockchain-based implementation for higher education: Scalability is easier because of PoA and a NoSQL database, and blockchain usability is abstracted using an application layer and an API. Students are already registered on the system when they register with VJ Chain externally. The corresponding wallet address of the student is stored in the system’s data layer which is explained in Section IV. All transactions using VJCoins that occur as a result of student activities use this wallet address.

3.1. Use Case I: Research incentivization

3.1.1. Motivation

As the name suggests, research incentivization serves to encourage students to participate in research activities by providing them with monetary benefits. This is a win-win situation for the institution and the students. For universities, this is a positive cycle as increased research activity will improve the reputation of the university which would, in turn, attract better students and teachers. Many of the students do not undertake research work due to a lack of awareness as well as incentivization. This use case aims to increase participation among students to perform research by directly transferring VJCoins to the student’s wallets after the successful completion of a research activity.

3.1.2. Workflow

Students register under a faculty for a project topic. Once the faculty approves of the team, the students must upload biweekly reports about the project. The faculty grades these reports on their novelty, invested efforts, and relevance to the topic, with feedback for the same. Based on these grades provided by the mentors for all submitted research work submitted, the student receives appropriate monetary compensation. This use of grades creates a rating system to promote healthy competition, ensuring that the works regarded to be of the best overall quality are awarded.
Figure 2: Workflow of research incentivization: The student undertaking work in this field may or may not choose to publish a research paper. A different ranklist is generated for students with published papers. In each ranklist, VJCoins are awarded based on rank.

If the student is able to publish a research paper on this topic, the student must provide these details to the system. A metric would be maintained by using the “Weighted Publication Approach”. In this approach, the reputation of the journal in which the paper is published (quantified using its impact factor of the journal) is used to compute the quality of the paper. The research rating metric is defined as the impact factor divided by the total number of authors, as the contribution to a paper is inversely proportional to the number of authors. A student’s impact score is the summation of all of his research ratings. This is denoted in the following way:

\[
\text{student\_impact\_score} = \sum \text{research\_rating},
\]

where, \[\text{research\_rating} = \frac{\text{impact\_factor\_of\_journal}}{\text{no\_of\_authors}}\]

Based on the final mentor given rating (and research rating, if the student submits publication details) of a student, the corresponding amount of coins are transferred to the student’s wallet address by sending API requests to VJ Chain.
3.2. Use Case II: Temporary Positions in Campus for VJTI Students

3.2.1. Motivation

This use case revolves around students working in temporary positions within the campus itself, eliminating additional travel. Students would work part-time and earn money to support themselves financially. The institution benefits by harnessing in-campus work skills instead of hiring outside help. The institution will have a steady and varied supply of students to match the demand for these temporary positions.

3.2.2. Workflow

The supervisor in charge of appointing students will post an opening for the temporary position on the system. Students can apply for temporary positions on the system. The campus jobs would be for a reasonable duration of time (8-10 hours a week) to ensure that these temporary positions do not interfere with the student’s academics.
The initial allocation algorithm for this use case is based purely on randomness as there is no method to pick one student over another. The initial proposed time for these jobs is 1-2 weeks, till a basic database of 10-12 students is available for each job. After completion of each job, the employer will provide a rating (from a scale of 1-10) based on the tasks’ performance. Students are paid per-hour for the work they put in using a predetermined rate in the form of VJCoins that are transferred to their wallets.

Once this basic database is created, the allocation algorithm for this use case starts factoring in the ratings of the student but a small factor of randomness is still present. This is done to ensure that the same student(s) do not get picked repeatedly and other students also get a chance to apply for these jobs. Over time, the performance of students will be averaged and students with better ratings will have a higher probability of securing further jobs in that position. A student who has newly entered the system would be given a "default" rating of 9 to allow a fair chance to all students. This default rating provided to the student would not contribute to his average rating as that rating is simply present for initial allocation.

On surveying VJTI college, we found some temporary positions where students could work: the canteen, where the positions could be of a waiter or a cooking/cleaning assistant; the computer lab(s), as a monitor or for technical assistance with lab devices; and as an assistant at the general stationery center or the library.

3.2.3. Verification Mechanism

As mentioned previously, the employer provides a rating for each job completed by each student. A supervisor would have no reason to provide falsified ratings as the employer would then have a subpar quality of accomplished tasks.

3.3. Use Case III: Crowdfunding

3.3.1. Motivation

This use case leverages the familiarity bred amongst university members to facilitate aggregation of financial aid. Envisioned beneficiaries are the students or employees of this institution who need to raise an amount for a crisis. The system allows all members to donate some amount of money to those who require it.

3.3.2. Workflow

The beneficiary posts an announcement on the system which provides information on his/her problems, and the amount of money required. All members registered on VJ Chain can view this announcement and they have an option to transfer some money from their wallet to the beneficiary’s wallet. Once the goal has been reached donation to that particular announcement will be disabled automatically. As all transactions happen on VJ Chain, there is an implicit ease of transfer of money.
4. IMPLEMENTATION AND EVALUATION OF PROPOSED BLOCKCHAIN BASED FRAMEWORK

4.1. Implementation

As can be seen in Figure 4, the project consists of mainly three layers which are: the Application Layer, the Business Layer and the Data Layer. In order to complete the Use Cases, the three layers work together to manipulate data and perform transactions.

4.1.1. Application Layer

The application layer has been designed to be intuitive and abstracted so as to not trouble the user with underlying complexities. Students, faculty, and supervisors are provided with dashboards once they have successfully logged in. Web-based applications are convenient and preferred as they are compatible with all types of devices. We have built these dashboards using HTML5, CSS3 and javascript on the frontend. Proven to assist well with browsers, jQuery is used which is a javascript framework.

Figure 4: Technology Stack: Each layer is responsible for a specific part of the project, with the application layer being the frontend, the business layer managing connection with VJChain and logic implementation, and the data layer for organisation of all stored information.
The student dashboard allows students to view and apply for jobs. It also allows them to view their ongoing research projects under their respective faculty. The faculty dashboard allows the faculty to view research teams working under him, grade reports and verify publications. The supervisor dashboard allows the supervisor to add job postings, view current postings, view applicants who have applied for a posting and assign a job to an applicant. The user interface for a student dashboard is as shown in Figure 5.

4.1.2. Business Layer

The core logic for each use case discussed in section III has been implemented using Python Web Flask Service. Features like mail notifications have been included to increase the convenience of users. Students and staff receive news and updates via mail and not just on their dashboards. The mail notifications system has been built using the Simple Mail Transfer Protocol (SMTP) and is used to send reminders and updates regarding publications, reports, feedback or grading results. Users are also provided with a chat feature which has been built using Sockets.io, for real-time communication. The business layer also makes API calls to the VJTI Chain which allows for transactions to be reflected on to student wallets.

As mentioned by M. Bhagwat et al. [8], on the VJ Chain, a wallet structure was designed using JavaScript in order to be able to process transactions on the client-side without having to send the private key over the server. This wallet could sign (and add) transactions and verify/validate fetched transactions, for this purpose Elliptic Curve Digital Signature Algorithm (ECDSA) is used, which is an elliptic curve analogue of the Digital Signature Algorithm (DSA) [12].
4.1.3. Data Layer

Consistent with the high transaction rate in the PoA blockchain that the system interacts with, the related information is organised and stored in MongoDB for convenient scaling of high read-write traffic. The horizontal scale-out NoSQL architecture enables support for greater data volumes over iterative development. As Györödi, Cornelia & Gyorodi, Robert & Pecherle, George & Olah, Andrada,[10] have described, MongoDB can handle unstructured data with high efficiency i.e. operations like Insert and Select are much faster with MongoDB, when huge amounts of data are to be queried. The fields and interaction between these collections are shown in Figure 6. The fields and interaction between the following collections are shown in Figure 6.

1. Student: The primitive collection which has student information. It also contains the student wallet address
2. Faculty: The collection contains details about faculty under whom students work for research
3. Research Project: The collection contains details about all the projects on which students are working on and also contains details of any publication made related to that project
4. Biweekly Reports: This collection contains all the reports submitted by students along with their grading metrics of novelty, effort and relevance.
5. Supervisors: The supervisors are the employers in the position of responsibility
6. Position of Responsibility: This is the collection that contains details of positions of responsibility posted by a supervisor along with student applicants
7. Application History: This collection contains all the applicants and the jobs which they have applied to as well the rating given for an applicant by supervising staff.

4.2. Evaluation

Evaluation and Demonstration of Blockchain Applicability Framework [14] mention a panoply of parameters to gauge blockchain application frameworks. The aforementioned paper mentions five domains for evaluating these frameworks. We use [14] as a reference for the evaluation of our platform and delineate the domains that are the most relevant to our platform.

Domain 1: Data Participation provides relevant questions to evaluate whether blockchains are required or not, whether they are permissioned or permissionless, and the issues around the
known identity of the reader and writers, and any synchronization in the writer’s interests. The basis of our system relies on a proof of Authority VJ Chain. The subdomains Authority Nodes (DP.AN) and Reader and Writer Characteristics (DP.RWC) contain the most apposite questions for the evaluation of our system.

Domain 5 introduces controls for Performance and Efficiency. The platform that we propose in this paper relies on a circular economy of a cryptocurrency, hence parameters like latency, transaction speed, cryptocurrency volatility, and customization in the platform are pertinent for a quantitative analysis of it. Subsections from Domain 5 that contain pertinent questions are System Performance (PE.SP), Expandability Attributes (PE.EA), and Market Design (PE.MD).

5. FUTURE WORK

Although the aforementioned use cases are our main focus, we recognise that a platform that caters to many different use cases will help modernize our efforts while benefiting a larger group. Those students who have excelled in a certain course can tutor those students who are currently studying the course. This win-win solution relieves teachers of mundane work on teachers and allows these tutors to receive a small monetary compensation for their efforts.

The institution campus is home to a lot of collaborative activities organised and hosted by students. These activities include workshops, marathons and guest lectures. The students that contribute to make these events a possibility will be incentivized using the proposed system. The incentive however will not be monetary but points-based.

6. CONCLUSION

In this work, we have discussed the potential of a blockchain-based cryptocurrency system to incentivize student participation in campus activities. In traditional systems, there is an evident lack of participation of students in activities that can retard the development of both the student and the institution. The proposed system leverages the power of VJTI blockchain to incentivize students to participate in campus activities. The implementation aims to improve the drawbacks of previous works by an appropriate choice of techstack. The platform caters to many different use cases that will help modernise student-researchers’ efforts and revolutionise campus-assistantship in a university setting. Monetary incentives can then be withdrawn or reused by the students and may prove useful to the student as financial-aid.
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ABSTRACT

Till today, there are many web applications developed and tested so that end-user gets maximum user-friendly experience and satisfaction. For testing these applications and their functionalities manual testing is not always feasible. To overcome the challenge, Automation testing is used in which the testing process is automated with minimal manual intervention. Regression testing is deployed to perform the testing for routine flow of an application and when new features are added then automation testing becomes very useful. The focus of this study on automation testing. With the help of Selenium Web driver scripts are executed and reports are generated. The default reports do not show any graphical representation of results. Hence, the main idea behind this study is to focus on automation testing with the combination of Selenium Web driver, Maven, TestNG and Page Object Model which provides customised results to our study.
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1. INTRODUCTION

PALACE Company was established in 2006 and is a cloud-based property management solution that caters to residential property managers and management organizations. Accounting, tenant and lease tracking, maintenance management and many more are the key features. With the central dashboard features, Palace helps property managers to keep track of different types of properties. Users can view incoming mail, invoices, charges, and reminders. Palace is rapidly growing in New Zealand as it offers additional features such as role-based access permissions, key tracking and mobile applications for iOS and Android devices that help users to remotely manage operations and routines.

The purpose of this study is to determine the challenges faced by the Palace company in the context of Manual testing. Manual testing is inadequate, as it is labor-intensive, error prone and the same kind of quality checks are not supported that are possible with the use of an automated testing framework. Some of the problems faced with manual testing are:

- Leads to changes in the requirements.
- Documenting of the bugs that were logged and bugs fixed.
- Maintaining Requirements Traceability Matrix without using any tools manually is a very tedious job.
• Carrying out regression testing daily or weekly or as needed by manual testers is not possible.

Our objective for this study to identify test cases in the Palace Property Management Software application which needs to be automated and should generate automated test reports which can help Palace to save time and money in the future.

This research project is organized as follow: Section 2 focuses on the related work of various studies concentrating on automation testing. Section 3 is focused on the research methodology for this research project. Section 4 of this research is focused on project execution results. Results of this project are provided in section 5. Discussion to results of this project are provided in section 6. Section 7 is dedicated towards conclusion of this research project. Finally, in section 8 future work recommendations are presented.

2. RELATED WORK

There are various studies conducted on automation testing. We will go through the major studies one by one and will explore their significance relevant to our project.

Automation testing is the process of software development, to provide high quality, robust and reliable software product [1]. Selenium Web driver tool is pointed out as an appropriate solution when creating a framework and its widely used.

Test Automation is essential in agile development environments. The main goal is to speed up the test execution cycles and to reduce the effort involved in running tests manually. Test is automated to speedup execution cycles, provide prompt feedback, free from repetitive tasks, and reduce human effort [2].

Test engineer is responsible for generation of script, execution, and deployment of the project. If failures occur at any stage, then it creates a larger impact on the project execution [3]. Selection of correct test cases for automation is very important as it impacts on development cost and scheduled time.

A study was conducted to discuss the existing and improved testing techniques for better-quality assurance purposes [4]. The study emphasizes the knowledge of test execution along with stakeholders’ preferences is necessary in test execution.

Nowadays, technologies, requirements, ideas, implementation strategies and deployment tools are changing rapidly. In order to face such challenges a new movement called DevOps is proposed [5].

A study was conducted to provide a clear understanding and complete overview of Agile software development culture and practice [6].

Various aspects of functional testing were discussed [7]. Further, it looked at the relation between changing business strategies and changes to applications in development.

Selenium Web driver helps to minimize the risks, reduce the time for development and increase the return on investment [8].
Testing aims to make sure the quality of the software is as efficient as possible were discussed in the study [9]. Software testing is a verification process for the assessment of software quality and process for achieving quality.

A study was conducted which focuses on the automation of the document uploading process [10]. It was further stated in the study that any website which maintains the company’s documents are of high importance.

A study was conducted which presents the case for one who is developing its automation framework for testing its enterprise products. The test automation is acquiring more importance in an enterprise, as it is helping in improving the product quality at the expenditure of optimum time and cost [11].

All above studies highlights various aspects of testing. However, automation testing is a major factor in the success of the project. Hence, in this project will perform functional automation testing for Palace software.

3. RESEARCH METHODOLOGY

Research methodology for Palace software research project has been discussed below.

3.1. Tools for the Research

Automation tools are software developed which helps in performing testing activities are called test management tools and few tools are developed which are specific to different needs of testing like functional testing, performance testing, security testing, web services testing, database testing, usability testing, etc. Once the manual test cases are automated, the manual effort of executing the test case for regression testing can be eliminated by executing the scripts using test execution tools. Some of the automation tools that help in carrying out the test script design and execution are Selenium WebDriver2.0, QTP and Test Complete [12].

The Palace Company Software project works on an agile methodology for development and testing throughout SDLC. The project is divided into sprints and each sprint is for one week. Daily stand up meeting and discussion will be held to give detail description of project progress and roadblocks and issues facing.

All above studies highlights various aspects of testing. However, automation testing is a major factor in the success of the project. Hence, in this project will perform functional automation testing for Palace software.
Agile projects deliver working software on a regular schedule, either weekly or fortnightly. The components delivered at each iteration are defined by the business which is prioritized in such a way where the highest value features go first. These practices together help to reduce the risk of shifting resources away from an agile project. Following this methodology ensures that there is not much half-done work at any point, the work that is finished is high value and the state of the project is always unambiguous.

Table 1: Comparison of Test Automation Tools

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>SELENIUM</th>
<th>TEST COMPLETE</th>
<th>QTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Programming Language</td>
<td>Scripts are commonly designed using Java, Ruby, Python, PHP, and Perl</td>
<td>Support scripting using JavaScript and VBScript only.</td>
<td>Allows scripts to be designed in VBScript, JS script, Delphi Script, C++ Script, C# Script.</td>
</tr>
<tr>
<td>Platform Supported</td>
<td>Windows, MAC, UNIX operating systems.</td>
<td>Supports only in windows.</td>
<td>Runs on Windows Vista and 7.</td>
</tr>
<tr>
<td>Open-Source/Licensed</td>
<td>CompletelyOpen-Source</td>
<td>Paid tool based on each project</td>
<td>It is a licensed tool</td>
</tr>
<tr>
<td>Customer Support</td>
<td>Community support</td>
<td>Online support provided</td>
<td>Customer support is provided</td>
</tr>
<tr>
<td>Test Execution Report</td>
<td>With plug-in like TestNG can execute and generate reports in HTML format.</td>
<td>The test execution report is generated using QTP and determines the execution status.</td>
<td>Execution results are generated as a separate file</td>
</tr>
</tbody>
</table>

3.2. Selenium Web driver

Selenium Web driver is the latest version that is selected by the Palace team for performing the testing activities. The tool allows the designed test scripts to communicate with the browser directly with the help of native methods. Testing of web applications on desktop as well as on mobile devices like Android and iOS devices is supported by Selenium. Since it is an open-source tool the cost of the project is reduced, and the time taken to execute the test scripts on Web driver is less. It allows designing the test scripts that can be executed with multiple browsers.

Figure 1: Architecture of the Proposed Automation Framework
3.3. Testing

TestNG commonly named "Test New Generation" is a testing framework used for automation testing along with selenium. With TestNG various levels of testing like unit, integration, system, and user acceptance testing can be performed (UAT) [12]. Advantages of TestNG: There is the number of advantages from Selenium viewpoint, real favourable circumstances of TestNG are:

- Enables to deliver HTML reports of execution.
- Annotations made analysers life simple.
- Test case scan be grouped and Prioritized

4. PROJECT EXECUTION

The test plan is a document that acts as a point of reference to the QA team and the testing activities are performed based on the test plan document.

4.1. Test Plan

The test plan is a document that acts as a point of reference to the QA team and the testing activities are performed based on the test plan document.

4.2. Project Scope

The test plan is to identify and prescribe the scope, approach, and resources of testing activities that need to be performed in the Palace property management software project. In this research project, the features of the application that need to be tested are identified from the requirements.

4.3. Quality Objective

The test objectives are to verify the functionalities of the Palace application. The project should focus on testing the login functionality, Add New User, Current User, Archive User, Add New Owner, Custom Views and Logout functionalities.

4.4. Deliverables

Test deliverables along with the testing task id are given in the below table 2.

<table>
<thead>
<tr>
<th>TESTING TASK ID</th>
<th>TEST DELIVERABLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Review and analyse the guidelines of the Palace website.</td>
</tr>
<tr>
<td>#2</td>
<td>Understanding the software.</td>
</tr>
<tr>
<td>#3</td>
<td>Read the documents related to the application.</td>
</tr>
<tr>
<td>#4</td>
<td>Set up the testing environment.</td>
</tr>
<tr>
<td>#5</td>
<td>Manual test case design.</td>
</tr>
<tr>
<td>#6</td>
<td>Manual test execution.</td>
</tr>
<tr>
<td>#7</td>
<td>Automation environment set up.</td>
</tr>
</tbody>
</table>
## 4.5. Manual Test Cases

Manual test cases for palace property management software are given below in table 3.

<table>
<thead>
<tr>
<th>Test Case ID</th>
<th>Test Case Description</th>
<th>Test Steps</th>
<th>Test Data</th>
<th>Expected Output</th>
<th>Actual Output</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC_001</td>
<td>Verify the User Login Functionality for valid Email and Password</td>
<td>1. Open the Chrome browser 2. Enter the URL 3. Enter the valid Email and Passwords, click the sign-in button</td>
<td>URL = <a href="https://preprod.getpalace.co.my/">https://preprod.getpalace.co.my/</a> Email=<a href="mailto:divyapaduluri127@gmail.com">divyapaduluri127@gmail.com</a> Password = &quot;XXXXXX&quot;</td>
<td>User should land on the Palace Login Page and should be logged in successfully</td>
<td>As Expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_002</td>
<td>Verify the User Login Functionality for invalid Email and valid Password</td>
<td>1. Open the Chrome browser 2. Enter the URL 3. Enter the invalid Email and Valid Passwords, click the sign-in button</td>
<td>URL = <a href="https://preprod.getpalace.co.my/">https://preprod.getpalace.co.my/</a> Email=<a href="mailto:divyapaduluri127@gmail.com">divyapaduluri127@gmail.com</a> Password = &quot;XXXXXX&quot;</td>
<td>User should land on the Palace Login Page and should not be logged in</td>
<td>As Expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_003</td>
<td>Verify the User Login Functionality for valid Email and invalid Password</td>
<td>1. Open the Chrome browser 2. Enter the URL 3. Enter the valid Email and invalid Passwords, click the sign-in button</td>
<td>URL = <a href="https://preprod.getpalace.co.my/">https://preprod.getpalace.co.my/</a> Email=&quot;<a href="mailto:divyapaduluri127@gmail.com">divyapaduluri127@gmail.com</a> Password = &quot;XXXXXX&quot;</td>
<td>User should land on the Palace Login Page and should not be logged in</td>
<td>As Expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_004</td>
<td>Verify the User Login Functionality for invalid Email and invalid Password</td>
<td>1. Open the Chrome browser 2. Enter the URL 3. Enter the invalid Email and invalid Passwords, click the sign-in button</td>
<td>URL = <a href="https://preprod.getpalace.co.my/">https://preprod.getpalace.co.my/</a> Email=&quot;<a href="mailto:divyapaduluri127@gmail.com">divyapaduluri127@gmail.com</a> Password = &quot;XXXXXX&quot;</td>
<td>User should land on the Palace Login Page and should not be logged in</td>
<td>As Expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_005</td>
<td>Verify the User Login Functionality</td>
<td>1. Click the &quot;Sign In&quot; button</td>
<td>URL = <a href="https://preprod.getpalace.co.my/">https://preprod.getpalace.co.my/</a> Email=&quot;<a href="mailto:divyapaduluri127@gmail.com">divyapaduluri127@gmail.com</a> Password = &quot;XXXXXX&quot;</td>
<td>User should see the &quot;Current Active Users&quot; and &quot;Add User&quot; fields</td>
<td>As Expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_006</td>
<td>Verify if Failed login with new user without filling the fields</td>
<td>1. Click the &quot;Users&quot; icon 2. Click the &quot;Add Users&quot; icon 3. Click the &quot;Save &amp; Close&quot; button</td>
<td></td>
<td>User should see the &quot;Current Active Users&quot; and &quot;Add User&quot; fields</td>
<td>As Expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_007</td>
<td>Verify if Failed login with new user without filling the Username field</td>
<td>1. Click the &quot;Users&quot; icon 2. Click the &quot;Add Users&quot; icon 3. Click the &quot;Save &amp; Close&quot; button</td>
<td></td>
<td>User should see the &quot;Current Active Users&quot; and &quot;Add User&quot; fields</td>
<td>As Expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_008</td>
<td>Verify if Failed login with new user without filling the Password field</td>
<td>1. Click the &quot;Users&quot; icon 2. Click the &quot;Add Users&quot; icon 3. Fill in the &quot;Username&quot; field 4. Click the &quot;Save &amp; Close&quot; button</td>
<td>User name = &quot;XYZ&quot;</td>
<td>User should be able to create a new user and should be able to select the user in the current user list with only the Username</td>
<td>As Expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_009</td>
<td>Verify if the User can &quot;Add new user&quot; with filling only &quot;Profile&quot; and &quot;Personal details&quot;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Click the &quot;Users&quot; icon 2. Click the &quot;Add users&quot; icon 3. Fill in the profile details of the new user: &quot;Username&quot; and &quot;Position&quot; 4. Fill in the Personal details of the new user: &quot;Title&quot;, &quot;User code&quot;, &quot;First name&quot;, &quot;Last Name&quot;, &quot;Full name&quot;, &quot;Postal Address&quot;, &quot;Region&quot; and &quot;Branch&quot;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>As expected</td>
<td>Pass</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TC_010</th>
<th>Verify if the User can &quot;Add new user&quot; with filling only a few primary details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Click the &quot;Users&quot; icon 2. Click the &quot;Add users&quot; icon 3. Fill in the profile details of the new user: &quot;Username&quot; 4. Fill in the Personal details of the new user: &quot;Title&quot; and &quot;Full name&quot; 5. Fill in the User codes of the New user REAXML codes. Fill in the Contact Information of the New user.</td>
<td></td>
</tr>
<tr>
<td>User name=&quot;XYZ&quot; Title=&quot;Owner&quot; Full name=&quot;X YZ1 XYZ2&quot; REAXML Codes=&quot;000&quot; Primary email=&quot;#<a href="mailto:xyz@gmail.com">xyz@gmail.com</a>#&quot;</td>
<td>User should be able to create a new user and should be able to see the user in the current user list with the provided user details</td>
</tr>
<tr>
<td>As expected</td>
<td>Pass</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TC_011</th>
<th>Verify if the User can &quot;Add new user&quot; with filling only profile details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Click the &quot;Users&quot; icon 2. Click the &quot;Add users&quot; icon 3. Fill in the profile details of the new user: &quot;Username&quot; and &quot;Position&quot; 4. Click the &quot;Save &amp; Close&quot; button</td>
<td></td>
</tr>
<tr>
<td>User name=&quot;XYZ&quot; Position=&quot;Property Manager&quot;</td>
<td>User should be able to create a new user and should be able to see the user in the current user list with the provided user profile details</td>
</tr>
<tr>
<td>As expected</td>
<td>Pass</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TC_012</th>
<th>Verify if the User can &quot;Add new user&quot; with filling only &quot;Profile&quot; and &quot;Personal details&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Click the &quot;Users&quot; icon 2. Click the &quot;Add users&quot; icon 3. Fill in the profile details of the new user: &quot;Username&quot; and &quot;Position&quot; 4. Fill in the Personal details of the new user: &quot;Title&quot;, &quot;User code&quot;, &quot;First name&quot;, &quot;Last Name&quot;, &quot;Full name&quot;, &quot;Postal Address&quot;, &quot;Region&quot; and &quot;Branch&quot; 5. Click the &quot;Save &amp; Close&quot; button</td>
<td></td>
</tr>
<tr>
<td>User name=&quot;XYZ&quot; Positions=&quot;Property Manager&quot; Title=&quot;Owner&quot; User code=&quot;1234&quot; First name=&quot;X YZ1&quot; Last name=&quot;X YZ2&quot; Full name=&quot;X YZ1 XYZ2&quot; Postal Address=&quot;3214&quot; Region=&quot;Auckland&quot; Branch=&quot;Auckland&quot;</td>
<td>User should be able to create a new user and should be able to see the user in the current user list with the provided user profile and personal details</td>
</tr>
<tr>
<td>As expected</td>
<td>Pass</td>
</tr>
<tr>
<td>TC_013</td>
<td>Verify if the user can &quot;Add a new User&quot; with filling only &quot;Name&quot;, &quot;Personal details&quot;, &quot;User codes&quot; and &quot;Contact information&quot;.</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
| 1. Click the "Users" Icon  
2. Click the "Add users" Icon  
3. Fill in the profile details of the new user, "Username" and "Position"  
4. Fill in the Personal details of the new user, "Title", "User code", "First name", "Last Name", "Full Name", "Postal Address", "Region" and "Branch"  
5. Fill in the User codes of the new user REAXML codes  
6. Click the "Save & Close" button | Usernam e="YYZ"  
Position= "Property Manager"  
Title="Owner"  
User code= "12 345"  
First name="X"  
Last name="Y"  
Postal Address=""  
Region=""  
Branch=""  
Contact information=""  
"Secondary email": ""  
"Primary email": ""  
"Ph. number": ""  
"Email": ""  
"Work": ""  
"Mobile": ""  
"Fax": "" |
| User should be able to create a new user and should be able to see the user in the current user list with the provided user profile, Personal details, and REAXML codes. | As expected | Pass |

<table>
<thead>
<tr>
<th>TC_014</th>
<th>Verify if the user can &quot;Add a new User&quot; with filling only &quot;Name&quot;, &quot;Personal details&quot;, &quot;User codes&quot; and &quot;Contact information&quot;.</th>
</tr>
</thead>
</table>
| 1. Click the "Users" Icon  
2. Click the "Add users" Icon  
3. Fill in the profile details of the new user, "Username" and "Position"  
4. Fill in the Personal details of the new user, "Title", "User code", "First name", "Last Name", "Full Name", "Postal Address", "Region" and "Branch"  
5. Fill in the User codes of the new user REAXML codes  
6. Fill in the Contact Information of the New user, "(ph.) phone", "(ph.) Work", "(ph.) Mobile", "Fax", "primary email" and "secondary email".  
7. Click the "Save & Close" button | Usernam e="YYZ"  
Position= "Property Manager"  
Title="Owner"  
User code= "12 345"  
First name="X"  
Last name="Y"  
Postal Address=""  
Region=""  
Branch=""  
Contact information=""  
"Secondary email": ""  
"Primary email": ""  
"Ph. number": ""  
"Email": ""  
"Work": ""  
"Mobile": ""  
"Fax": "" |
| User should be able to create a new user and should be able to see the user in the current user list with the provided user profile, Personal details, REAXML codes and Contact Information. | As expected | Pass |

<table>
<thead>
<tr>
<th>TC_015</th>
<th>Verify if the user can view the current user's list.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Click the &quot;Current users&quot; Icon</td>
<td>User should be able to view the &quot;List of current users&quot; page and should be able to see the current users list.</td>
</tr>
<tr>
<td>TC_016</td>
<td>Verify if the user can search for a user from the current user's list.</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
| 1. Click the "Current users" Icon  
2. Enter "John" in the search text box  
3. Click the search button | User should be able to find the "List of current users" page and should be able to search for a user by the requested criteria. |
<table>
<thead>
<tr>
<th>TC_017</th>
<th>Verify if the user can search for a user who is not added to the list.</th>
</tr>
</thead>
</table>
| 1. Click the "Current users" Icon  
2. Enter "John" in the search text box  
3. Click the search button | User should be able to find the "List of current users" page and should be able to search for a user by the requested criteria. |
| TC_022 | Verify if the User can "Add new owner" without filling any fields: | "custom views." | Users should be able to see an error message saying "Because you selected 'Direct Credit' as a Payment Type you will now be required to enter an owner bank account." and "The Last name * field is required." |
| TC_023 | Verify if the User can "Add new owner" without filling any fields: |  | As Expected Pass |
| TC_024 | Verify if the User can "Add new Owner" with filling only mandatory fields in Owner details | Last name = "John" | User should be able to see error information "Please enter an email address" As Expected Pass |
| TC_025 | Verify if the User can "Add new owner" without filling mandatory fields | | |
| TC_026 | Verify the User can "Add new User" | Title = "Mr." First | User should see error information |
| TC_027 | Verify the Users list | | |
| TC_038 | Verify if the User can view the Archived users list | | |
| TC_019 | Verify if the User can search for a user from the current user list | username = "Xyz" | User should be able to see the requested user details. |
| TC_020 | Verify if the User can search for a user who is not added to the Archived user list | username = "John" | As Expected Pass |
| TC_021 | Verify the Owners feature functionality | | User should see the "View current users" and "View archived owners", "Paid owners", "Owner reports" end.
### Functional Test Cases

Functional test cases for Palace property management software are given below in Table 4.

<table>
<thead>
<tr>
<th>TEST CASE ID</th>
<th>TEST SCENARIO</th>
<th>TEST STEPS</th>
<th>EXPECTED OUTPUT</th>
</tr>
</thead>
</table>
| FTC_001      | Launching the browser and Login Functionality | 1. Launch the browser, navigate to the URL “https://preprod.getpalace.com/”  
2. Enter valid username  
3. Enter valid Password  
4. Click on the Sign-in button | ▪ Verify that the browser is launched, and the Palace application is opened.  
▪ Verify that the user is successfully logged in.  
▪ Verify that the homepage is opened. |
| FTC_002      | Add New User Functionality | 1. Click the User icon  
2. Select the Add User icon  
3. Fill in all the Mandatory fields  
4. Click the “Save & Close” button | ▪ Verify the user can click the Add User icon.  
▪ Verify the user can fill the mandatory fields.  
▪ Verify the user can click the save & close button. |
| FTC_003      | Current User Functionality | 1. Click the Current users’ icon  
2. Enter the username in the search text box  
3. Click the search button | ▪ Verify the user can click the current user icon.  
▪ Verify the user can enter the username in the search box.  
▪ Verify the user can click the search button. |
| FTC_004      | Archived User Functionality | 1. Click the Archived users’ icon  
2. Enter the username in the search text box  
3. Click the search button | ▪ Verify the user can click the archived user icon.  
▪ Verify the user can enter the username in the search box.  
▪ Verify the user can enter the username in the search box. |
### 4.7. Gantt Chart for Project

Gantt chart for the project is given below in Table 5.

| FTC_005 | Add Owner Functionality | 1. Click the Owner icon  
2. Select the Add Owner icon  
3. Fill in the Mandatory fields  
4. Click the “Save & Close” button | • Verify the user can click the search button.  
• Verify the user can click the add owner icon.  
• Verify the user can fill the mandatory fields.  
• Verify the user can click the save & close button. |
| FTC_005 | Custom views Functionality | 1. Click the Owner icon  
2. Select the custom views icon  
3. Select the owner list  
4. Enter the owner name in the search text box | • Verify the user can click the add owner icon.  
• Verify the user can select the custom view icon.  
• Verify the user can enter the owner's name.  
• Verify the user can see the details of the selected owner. |
| FTC_007 | Logout Functionality | 1. Users should see the logout icon on the top right corner.  
2. Click the Logout button.  
3. Users should successfully log out of the application. | • Verify the user can see the logout icon.  
• Verify the user can click the logout button. |

#### Table 5: Gantt Chart for Palace Application

<table>
<thead>
<tr>
<th>SPRINT 1</th>
<th>Oct 28th - Nov 1st</th>
<th>Nov 4th - 8th</th>
<th>Nov 11th - 15th</th>
<th>Nov 18th - Nov 22nd</th>
<th>Nov 25th - 29th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discussion about the Palace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyzing documents of the project</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understanding the website</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPRINT 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exploratory testing on Palace website</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Review document and tools that are to be used in a website</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set up the test environment, tools provided by a project team</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPRINT 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual test cases are to be developed for the Palace website</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test case execution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finding the issues</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPRINT 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Related issues are to be assigned to the developers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The automation test environment will be set up</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automation test scripts will be generated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meeting with the project manager and developers to generate the automation scripts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPRINT 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automation test execution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Report generation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedback will be taken for improving the application to make it better suited for testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.8. Research framework

The framework for the research project is depicted in figure 2.

Project Object Model (POM) is the fundamental unit of work in the Maven framework. The framework contains many helpers, utilities, reporters, etc. that are extended by the TestNG framework. Some of the classes are:

**Testcase Helper:** This is the main and important class which helps the test cases to execute correctly.

**Browser Helper:** This class gets the browser name to launch the Palace application like Chrome. It has methods to set the capabilities of the browser to maximize the window, get the URL name, get the Page Title name, etc.

**Page Factory Action Helper:** This class gets methods that perform actions of the web elements like button clicks, finding an item in the drop-down list, input for the textbox, select the checkbox/radio button, etc.

**Wait:** This class gets various wait events such as wait until the element is visible, page to load, the element is clickable.

TestNG Test Cases: The Test cases are written using annotations such as @Test, @Before Test, @AfterTest, @@BeforeSuite, @AfterSuite, @AfterMethod, etc. The test cases read data from ReadTestData class as TestNG does not involve feature files and writing scenarios into it. The test cases execute based only on the annotations. TestNG finds for its annotations when executing test cases. The executing can be done in two ways: Firstly, by creating testing.xml: The .xml file contains the name of the classes to execute, the name of the test suite, etc. Secondly, by right-clicking on any test and selecting Run As~ TestNG, the test is executed.
Figure 3: Architecture of Pages and Tests

Figure 4 shows the snippet of the pom.xml file is by default created in which dependencies, suite files, project details, etc, are added. Once the dependencies are added, jars and packages are automatically downloaded from the maven repository into the project.

Figure 4: POM.XML file for Test Suite Configuration

Below figures 5, 6 and 7 shows the main test suite of the Maven project where all the class methods are called in this test suite.

Figure 5: Main Test suite where all Class Methods Called
5. RESULTS

The results are shown in figure 8, 9, 10, 11 and 12 followed by discussion in section 6 discussion.
Figure 9: Report 1 Generated by Testing

Figure 10: Report 2 Generated by Testing

Figure 11: Report 3 Generated by Testing

Figure 12: Report 4 Generated by Testing
6. **DISCUSSION**

TestNG library provides a very easy understanding and handy reporting feature. Once the execution is done, TestNG will generate a test-output folder at the root of the project. Two types of reports are included in this folder: a) Index.html b) emailable-report.html.

Index.html: This file is a complete report of the current execution which has information like reporter logs, TestNg XML files, errors, groups, time, etc.

Emailable-report.html: This file is a summarized report of the current execution which shows the passed test cases highlighting in green colour and for the failed test cases in red colour.

- **Figure 8:** is the real-time console report which shows the default test that has the number of tests run, the number of tests failed, and several tests skipped.
- **Figure 10:** is the index.html file which gives the details of all Suites. Information on all the test methods, results of test methods and the test methods are shown in the chronological order.
- **Figure 11:** is the index.html file which gives the number of methods executed, the name of the methods, under the specific class the methods are, the time (ms) each method takes to execute and the total running time of all the methods to get executed is shown.
- **Figure 12:** is the emailable report which is colourful and easy to understand. The passed test cases are highlighted in green, the test methods, start time and the execution time of each method is displayed.

7. **CONCLUSION**

This research project discusses the Palace property management software that covers a brief introduction to the company’s Palace, about the website and its achievements. The Palace team is using an agile methodology for the development of their project. Exploratory and manual testing is being performed by the team to check the functionalities of the website against the client requirements. To overcome the challenges facing by the Palace team, the proposed solution is to be implementing a robust and specific automation framework (maven) and using the selenium web driver interface for testing the Palace software.

8. **FUTURE WORK RECOMMENDATIONS**

The findings of this research project demonstrates that automation testing has a minimum of two benefits when compared to manual testing, accuracy, and efficiency. During this research project, when automation testing is performed efficiency increases, the cost gets down and manual intervention is reduced. In this research project Selenium with the TestNG framework is used as the test automation tool which provides a serious cost-benefit. Though, initially switching to automation is time-consuming, the switch to Selenium has a lot of long-term benefits.

By using the TestNg framework with Maven, one can generate the customized test reports and analyse the failures using screenshots of failed test cases. This framework is very useful for dynamically changing web applications. A tester can easily read and understand the automation test scripts using this framework. In this way, the automation framework help organizations to test web applications efficiently.
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ABSTRACT

Vegetation is the major cause of overhead power line failures. According to a recent Hydro-Quebec analysis, more than 60% of the power outages are related to vegetation. Specifically, when branches/trees near the distribution network interact with extreme weather conditions, e.g., melting snow and heavy rain, they may bend and cause power outages. To ensure the reliability of our distribution network, millions of dollars are yearly spent for pruning trees and trimming branches. Aiming to reduce these costs, we recently adopted a new approach based on light detection and ranging (LiDAR) data. Indeed, we scanned 150 km of Hydro-Quebec’s network using a mobile LiDAR system. Through data analysis, we target automatic detection of hot spots, i.e., locations of threatening branches to distribution lines. However, such an operation cannot be accurately completed without a prior efficient detection of poles and lines locations, even for incomplete or missing LiDAR data. Hence, we propose here a low-complex and robust method for poles/distribution lines detection and lines modelling. Through customized filtering and detection, we efficiently detect poles and distribution lines with high accuracy and recall. Indeed, poles are detected with an accuracy of 94.5% and a recall of 89.7%, while lines are detected with an accuracy of 84% and a recall of 98.9%. Finally, our approach reconstructs power lines with a distance deviation from the real ones below 20 cm, in 89% of the cases. Such accuracy is required to automatically evaluate the closeness of vegetation to distribution lines and prevent power outages.

KEYWORDS

Mobile LiDAR, power lines, distribution lines detection, poles detection, distribution lines modelling.

1. INTRODUCTION

Distribution overhead power lines are often victims of outages caused by vegetation. According to a recent study by Hydro-Quebec, vegetation, specifically tree branches, are the cause of more than 60% of the power outages in the province of Quebec, Canada [1]. Such phenomenon is mainly triggered by extreme weather conditions, such as melting snow, gust, and heavy rain, which force the tree branches to bend and hit the power lines causing outages. To improve the reliability of the distribution network, power utilities spend millions of dollars yearly to trim and cut vegetation and to secure the space around the power lines. At Hydro-Quebec, to identify the lines that require vegetation pruning interventions, past historical data on vegetation outages are analyzed, then processed to identify the worst lines requiring an immediate intervention. Subsequently, the identified lines information is transferred to the "Department of Vegetation
Management”, which evaluates the intervention tasks. A forester is then sent to inspect visually each line, identify the exact locations of the trees to be pruned, and evaluate the workload. This process is complex since it involves several resources and expertise, in addition to a high coordination level between different departments.

Aiming to optimize these processes, recently we decided, at Hydro-Quebec, to adopt a novel colorized light detection and ranging (LiDAR) based approach. Indeed, using a mobile LiDAR system (MLS) mounted over a motorized vehicle; we scanned 150 km of our distribution network. The MLS is a new scanning technique that uses a dense point cloud laser to measure distances between the laser source and any object in the surrounding three-dimensional (3D) space, i.e., according to the x, y and z planes.

The MLS technique is becoming popular as it provides a high-level of details and it returns valuable information on the vegetation and the asset’s location. Also, its acquisition costs have significantly dropped over the last ten years, thus making it an interesting alternative to the airborne laser scanning system [2].

The objective of using the MLS point cloud is to automatically detect, as a forester, "The Hot Spot", i.e., locations where branches are close to the distribution network. In this paper, we present a novel algorithm that accurately detects the location of power poles and distribution lines. The detection of the power lines is possible even using incomplete or highly obstructed LiDAR data. Thus, any point cloud that is close to the lines are identified as being vegetation. Later, this information will be used as an insight for vegetation workload.

1.1. Related Work

Power line mapping using an airborne laser scanning (ALS) system was studied in several works [3]-[5]. In many studies the intensity of the laser beam reflection or the height of the pulses are used to locate the lines and the transmission pylon. Such techniques are adequate with LiDAR-based ALS due to the direct line-of-sight between the lines and aircraft above them. However, these specific techniques may not be suitable for the distribution network due to the wire diameters of the low voltage network [2]. In contrast, the number of LiDAR points per square metre collected by the ALS is between half and a tenth of that collected by the MLS, which makes the detection of low-voltage lines very approximate.

Power line detection using MLS data was initially investigated in [6]-[8]. In [9], Guan et al. presented a method for extracting power transmission lines and pylons from MLS data. After removing the ground, they extract the power transmission lines according to the height, spatial density, shape, and points’ density criteria. A 3D power line was modelled through its projection as a horizontal line in the (x, y) plane and as a two-dimensional (2D) catenary curve in the (x, z) plane. This projection procedure simplifies the calculation of the 3D catenary curve parameters. Then, the detected lines from the top-down view are clustered and used to accurately detect the power poles. However, this method requires high density point clouds for accurate power lines detection, which would be inefficient for power lines obstructed by vegetation or with low points’ density. The overhead power lines with low point density affect the accuracy of the proposed method.

Yadav and Chousalkar proposed in [10] a different power lines extraction method. First, the horizontal segments containing power lines are filtered based on the distance between the ground and the points’ heights. Then, a 2D density approach is used to remove trees and buildings. Finally, the Hough-Transform is applied to extract the lines, and missing lines portions are reconstructed using a second-order curve fitting technique. They reported a reconstruction
Recently, the authors of [2] combined several techniques to improve the detection capability. After filtering out the ground and buildings, they extracted horizontal lines from the remaining LiDAR point clouds using a modified version of the well-known random sample consensus (RANSAC) algorithm. Subsequently, the extracted horizontal line candidates were classified based on several criteria, i.e., the vertical distance above the ground, the points’ density, and the linearity measure. Next, the authors proceeded with the poles’ detection. The main reason is to retrieve less false positive pole candidates based on the detected power line data. Specifically, poles closer than 2m to the extracted power lines and where the angle between the lines and the poles is approximately 45° were detected and retrieved. However, this study did not approximate the power lines to compensate for the missing LiDAR points. Moreover, if many power lines LiDAR points are missing or are occluded by the vegetation, the lines and poles detection procedure would fail.

1.2. Contributions

To tackle the limitations of state-of-art works, we propose in this paper an efficient and powerful approach for poles and power lines detection and extraction using MLS acquired data. Then we reconstruct overhead model power lines.

The contributions of our work can be summarized as follows:

1. First, unlike the previous works, we start by detecting the power poles before power lines. By doing so, we significantly reduce the system’s complexity since power lines detection becomes limited into small volumes bounded by subsequent pairs of poles.

2. Second, through our proposed colour-based filtering, the accuracy of our line detection method is improved and operates efficiently even in heavily occluded areas by vegetation.

3. Finally, using a 3D parabola equations system, we rapidly reconstruct the 3D power lines shapes with a very high precision rate.

2. PROPOSED POLES AND DISTRIBUTION LINES DETECTION APPROACH

In this study, we develop a new approach for poles and power lines detection, whose steps are summarized in Figure 1 and are detailed below. All the described steps were developed with the C++ point cloud library (PCL) [11].

For the sake of clarity, we illustrate the following steps using a sample file of LiDAR data selected from the Hydro-Quebec dataset. The sample file contains the LiDAR point cloud of a rural single-phase distribution lines corridor, as illustrated in Figure 2. The point cloud contains many objects within the area, including the road, the vegetation, the power poles, and the power lines.

2.1. Power Poles Detection

Prior to the detection of poles, we reduce the search space within the LiDAR point cloud. To do so, we start by removing the ground surface points. This is executed using the “Progressive Morphological Filter”, proposed by Zhang et al. in [12]. A simple implementation of this filter is
available in the PCL library. Consequently, the LiDAR point cloud is reduced, on average, by 40%.

Next, we cluster the 3D points based on a Euclidean distance rule, applied on the points’ locations, and using a point cloud density function. Then, clusters are filtered according to their size, width, and height. Figure 3 shows the obtained clusters from the original track. We notice that it contains 9 distinct clusters including 7 poles.

Finally, for each cluster, we use the RANSAC algorithm to detect 3D cylinder shapes from point clouds [13]. Each detected cylinder must be parallel to the z-axis with a maximal deviation of 15°.
and should not exceed a diameter of 60 cm with a maximum height of 11.5 m. Furthermore, the number of points composing a pole must be more than 3k LiDAR points. When several collocated cylinders are detected within the same point cloud cluster, it is inferred that these cylinders belong to the same pole. The accuracy of our algorithm is summarized in the next section.

2.2. Power Lines Detection

Once the poles are detected, we create a plane bounded by two successive power poles. This plane offers valuable information to detect power lines. First, it tremendously reduces the amount of data to process since power lines are necessarily close to the defined plane. Second, all the power lines are inevitably parallel to this plane. When a line is not parallel to our plane, it is inferred that it is part of the vegetation. Later, this information will be used as an insight for vegetation workload.

To create a plane, at least three non-collinear points are required. Since single-phase distribution lines are typically attached at the top of poles, we select the first two points of the plane from the top of two consecutive poles. Then, the third point is selected from the bottom of one of the poles. In the 3D space, a plane $P$ is characterized by the following equation:

$$ P : ax + by + cz + d = 0, \quad (1) $$

where the parameters $a$, $b$, $c$, and $d$ are real numbers and $(x, y, z)$ are the coordinates of a point belonging to the plane.

Subsequently, we calculate the distances between any points and the defined plane. Assume that a point $O$ has coordinates $(x_0, y_0, z_0)$, then the perpendicular distance from the plane $P$ can be defined by
\[ d(O, P) = \frac{|ax_0 + by_0 + cz_0 + d|}{\sqrt{a^2 + b^2 + c^2}}, \]  

(2)

where \(|\cdot|\) is the absolute value function.

In the following step, we filter out all points having \(d(O, P) > 50\) cm, as illustrated in Figure 4. This operation significantly reduces the number of power lines candidate points, compared to the original track. Hence, searching lines using the RANSAC algorithm becomes very efficient and returns good candidates with a higher probability of being overhead power lines [14].

Indeed, the RANSAC algorithm is very efficient when the number of points to process is low. It starts by randomly selecting points and calculates the number of inliers and outliers according to a mathematical model, e.g., it selects two points to draw a 3D line and finds inliers and outliers within the defined line. This process is iteratively repeated until the highest number of inliers is obtained.

In our approach, we propose to classify all the lines detected by RANSAC as follows. When a line is parallel to \(P\), it is classified as a power line candidate; otherwise, it is listed as a potential branch or vegetation. This classification eliminates the false positive candidates, i.e., the detected lines falsely seen as candidates of real power lines.

To classify a RANSAC detected line, which is delimited by extremity points \(O_1(x_1, y_1, z_1)\) and \(O_2(x_2, y_2, z_2)\), as a good candidate or not, we check if it is parallel to plane \(P\) through the following condition:

\[ a (x_2 - x_1) + b (y_2 - y_1) + c (z_2 - z_1) = 0. \]

(3)

Remark. Note that the efficiency of RANSAC in this step is highly dependent on the quality of the reduced point cloud. If relying only on the 50 cm distance condition to filter points around the defined plane, there is a high probability that several non-relevant points, e.g., vegetation and other obstacles, would be kept within the area of interest, particularly when heavily occluded by
vegetation. The presence of such points may distort the line detection procedure as RANSAC is forced to maximize the number of inlier points, while including them as potential line points. In order to tackle this limitation, we propose for the first-time colour-based filtering. Indeed, we noticed that typically power line points have a brighter colour than other objects in the environment. Hence, we apply a filter that removes dark-coloured points after the distance-based filtering. This process is conducted with respect to a selected colour intensity threshold. Practically, we only keep the following red-green-blue (RGB) values:

\[
RGB = (185 \pm 75, 185 \pm 75, 185 \pm 75). \tag{4}
\]

Although this approach may sacrifice several relevant points, it doesn’t affect RANSAC’s performance due to the latter’s robustness using a low number of points.

2.3. Power Lines Modelling

The power lines recorded by the MLS are sometime incomplete or obstructed. Indeed, depending on the power line location with respect to the LiDAR scanner’s position, on the height and diameter of the line and on the extent of the vegetation’s encroachment, important sections of the line are frequently missing or invisible. In this situation, it becomes mandatory to accurately model those missing line parts and fully exploit them to recover the absent line sections and correctly evaluate the encroachment of the tree branches along the power line.

For the single-phase distribution network, we reconstruct the 3D parabola shape of a power line by strategically selecting three points. The first and second points, denoted by \(O_1(x_1, y_1, z_1)\) and \(O_2(x_2, y_2, z_2)\), are selected from the top of two consecutive poles, while the third point, \(O_3(x_3, y_3, z_3)\), is taken from the detected lines between the same poles. The 3D parabola can be characterized by two equations as follows. By projecting the parabola on the \((x, y)\) horizontal plane, it can be seen as a line with equation \(L_1: y = a_1 x + b_1\) whereas, when projected on the \((x, z)\) vertical plane, it is modelled as a 2D parabola with equation \(L_2: y = a_2 x^2 + b_2 x + c_2\).

By substituting the coordinates of the selected points into \(L_1\) and \(L_2\), respectively, two systems of equations are obtained and solved to determine the parameters. The latter can be given by:

\[
a_1 = (y_2 - y_1) / (x_2 - x_1) \tag{5a}
b_1 = y_1 - a_1 x_1 \tag{5b}
a_2 = [(y_3 (x_2 - x_1) + y_2 (x_1 - x_3) + y_1 (x_3 - x_2)) / [(y_1 y_2) (y_1 - y_3) (y_2 - y_3)] \tag{5c}
b_2 = [(y_3)^2 (x_2 - x_1) + (y_2)^2 (x_1 - x_3) + (y_1)^2 (x_3 - x_2)] / [(y_1 y_2) (y_1 - y_3) (y_2 - y_3)] \tag{5d}
c_2 = z_1 - a_2(x_1)^2 - b_2 x_1. \tag{5e}
\]

Figure 5 shows the 3D parabola curves built from the detected poles and lines. As it can be seen, it efficiently recovers the line’s missing points and returns, with high accuracy, the exact location of the single-phase power lines.
3. **CASE STUDY AND RESULTS**

3.1. Case Study

3.1.1. MLS Setup and Datasets

The 3D mobile LiDAR point cloud data was collected with the Leica Pegasus mobile mapping system using seven 4 Megapixels cameras and a ZF 9012 sensor, having the accuracy of 9 mm at 50 m. Data acquisition was realized in Mont-Laurier, Quebec, in October 2019, and the linear surveyed distance was 150 km long and included both urban and rural sections.

For this work, we used two datasets of LiDAR points. The first, used for the approach’s development and fine-tuning, contains subsections of 68 poles. The second, used for the approach’s testing and validation, possesses subsections of 98 poles. Both sets of data are Hydro-Quebec’s property and cannot be publicly shared.

![Image of power lines and point cloud data](image)

*Figure 5: Power lines modelling using 3D parabola equation (in red)*

3.1.2. Poles Detection Setup

During the clustering step, we keep all the clusters that have a point cloud size between 3k and 100k points (i.e., the “Point cloud density function” and “Number of points limits” criteria). The height of the cluster should not exceed 11.5 m and the width should be less than 2 m. With this technique, we only keep potentially good candidates.

For each cluster, we execute the RANSAC 3D cylinder detection algorithm. The diameter and the height of the cylinder should not exceed 60 cm and 11.5 m, respectively (i.e., “Cylinder height” and “Cylinder diameter” criteria), while its orientation is below 15°, along the Z-axis.
3.1.3. **Power Lines Detection and Modelling Setup**

After the poles’ detection step, we link the poles two-by-two according to their Euclidean distances that should be more than 20 m and less than 65 m. A plane can be created between two linked poles, and points that are within a distance up to 50 cm from the plane, with respect to the RGB colouring criterion (4), are extracted. The obtained region of interest is then analyzed to detect sticks (i.e., 3D lines) that have a radius ranging between 1 cm and 3 cm, and a minimum point cloud density of 40 LiDAR points. When the sticks are parallel to the plane and have the appropriate length and size, they are selected to mathematically model a parabola between two poles.

All the modelled parabolas are ranked according to their proximity with the previously detected sticks. The distance between the sticks and the parabola is incrementally processed and should not exceed 20 cm.

Finally, the parabola with the highest number of LiDAR sticks points is selected as the best one representing the overhead power line.

3.2. **Results**

In Table 1, we present the pole detection performances in terms of the number of true positive poles (i.e., real detected poles), the number of false positive poles, the accuracy, and the recall, for different values of the RANSAC minimum height parameter.

<table>
<thead>
<tr>
<th>Min. pole height</th>
<th>No. of true positive poles</th>
<th>No. of false positive poles</th>
<th>Accuracy</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.5 m</td>
<td>154</td>
<td>26</td>
<td>92.7 %</td>
<td>85.5 %</td>
</tr>
<tr>
<td>6 m</td>
<td>157</td>
<td>18</td>
<td>94.5 %</td>
<td>89.7 %</td>
</tr>
</tbody>
</table>

As it can be seen, an accuracy of 92.7% and a recall of 85.5% are obtained for the minimum pole height of 7.5 m, while the accuracy and recall increase to 94.5% and 89.7%, respectively, for the minimum pole height of 6 m. This is expected since lowering the minimum pole height parameter to 6 m allows considering more relevant poles cloud points in the RANSAC algorithm. However, going below 6 m would consider irrelevant cloud points causing a high number of false positives. The obtained results are promising; however, they require extensive probing to ensure that the minimum height parameter value of 6 m is valid for any recorded point cloud cluster. Also, depending on the LiDAR hardware tuning and speed of the vehicle, the LiDAR points density may vary, thus affecting our algorithm’s performances in terms of accuracy and recall. Hence, prior to any LiDAR recording, we strongly recommend using the same hardware settings to have reproducible results.

For power lines detection, we reached in our experiments the accuracy of 84%, given minimum pole height of 6 m. Such a high result is achieved due to the efficient poles detection and LiDAR data filtering steps prior to RANSAC based lines detection. Also, an outstanding line detection recall of 98.9% is realized. This result is mainly since all sticks candidates are representative of the final solution. Moreover, highly obstructed lines were correctly detected, thus making lines detection very efficient compared to state-of-art methods.
In order to emphasize the performance of our lines modelling approach, we illustrate in Figure 6 the distribution of the distance gap between the real and reconstructed power lines, given three different reconstruction methods. The latter differ in the selection of the poles’ points $O_1(x_1, y_1, z_1)$ and $O_2(x_2, y_2, z_2)$ when modelling the power lines with 3D parabolas. In each pole, the $z_i$ coordinate of point $O_i (i = 1, 2)$ is selected as the highest point of the pole. However, optimally selecting $(x_i, y_i)$ coordinates is not straightforward. Indeed, the extracted cylinder that represents the pole is not perfectly cylindrical and can contain cloud points of vegetation, wires, signs, or any equipment attached to the pole.

For the sake of simplicity, we developed three methods to adequately select the $(x_i, y_i)$ coordinates $(i = 1, 2)$. Specifically, “Method 1” selects the averaged $(x, y)$ location on the upper half subsection of the pole, “Method 2” takes the averaged location on the lower half subsection of the pole, whereas “Method 3” selects the average $(x, y)$ location on the central subsection of the pole. In Figure 6, both “Method 1” and “Method 3” present the best performances with a preference to “Method 1”. Indeed, the obtained distance gap between the real and reconstructed lines is less than 10 cm and 20 cm in 66% and 89% of the cases, respectively. In contrast, “Method 2” has the worst performance, with a gap of 20 cm or less in 78% of the cases. We conclude that the selection of the 3D parabola reconstructing points’ locations is crucial for accuracy. Hence, a precise 3D parabola model of power lines would allow accurately estimating the vegetation closeness and thus evaluating the risk of outages.

Figure 6: Distribution of distance gap between real and reconstructed overhead power lines for three modelling methods

4. LIMITATIONS AND FUTURE WORK

As demonstrated in the previous section, our approach is effective in detecting poles and power lines. However, it is limited to single-phase lines, and still experiences some issues in fully occluded environments. In any case, we believe that our approach’s accuracy can be further improved using the following rules.

First, more selective filtering techniques should be applied. For instance, we noticed that relevant LiDAR data is located at distances less than 7.5 m from the MLS detector. Indeed, the poles are usually close to the road and within a clear view from the MLS. Hence, only this data should be processed and analyzed. Second, the poles are typically located within one side only of the road. Thus, our algorithm can be used on the right or left side of the motorized LiDAR. Once the poles and cables are detected on one side of the road, it can skip processing remaining data on the
opposite side. To do so, an indicator can be used to guide the detection algorithm and can help decide which side of the road to process first. This simple rule reduces the algorithm’s processing time by at least 25%.

Finally, recent MLS systems have, in addition to the laser scanner, six digital cameras recording 360° images. These 2D pictures are recorded along the LiDAR scanner data at different timestamps.

Since deep learning neural networks are highly efficient in detecting objects in 2D images [15], it becomes interesting to integrate this feature into our approach to improve the LiDAR data segmentation process. Indeed, combining several images of the same object at different timestamps allows building a corresponding frustum in the 3D LiDAR space [16], [17]. The latter reduces the original LiDAR space into a small 3D box. Thus, object detection and segmentation of the LiDAR data become a simple clustering process. We conducted preliminary experiments on this approach, and we had promising results.

In order to generalize our algorithm’s application beyond single-phase line detection, e.g., to three-phase power lines detection, additional steps have to be introduced into our approach. For instance, since the horizontal distances between the three-phase lines are known, it is easy to mathematically split the 3D box between two poles (steps 1-2 in “Power lines detection”, Figure 1) into three adjacent and parallel planes and their corresponding new 3D boxes. In each new plane, a line parabola modelling the phase is then built. Hence, generalization to three-phase line detection can be processed with minimum change.

5. CONCLUSION

In this paper, we proposed a new method to recognize and model the overhead power lines. We detected with high accuracy poles and power lines, even in heavily occluded environments.

To do so, we proposed an original approach that relies on multiple filters to parse the point cloud data, detects at first the poles, detects segments of the lines in second, and finally model the distribution lines with precise parabolas. The key idea is to use the locations of the detected poles to guide the lines detection and extraction process through simple geometrical operations.

Through our approach, we were able to detect power poles with accuracy up to 94.5%, while power lines were detected with the best accuracy of 84% and recall of 98.9%. Also, the reconstructed distribution lines, using the 3D parabolas, have a maximum deviation of 20 cm from the LiDAR data in 89% of the cases, which is very accurate for our application.

As a future work, further refinements will be applied to generalize our algorithm to detect three-phase power lines. Also, since 2D poles’ images can be automatically segmented using convolutional neural networks, we start using image segmentation to automatically extract frustum. First experiments revealed that the power poles cloud detection within a frustum is highly accurate and the number of false positive is close to zero. With these promising results, our next step is to start detecting all the poles and the distribution lines for the recorded Lidar track of 150 km including both urban and rural sections.
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FABRIC DEFECT DETECTION BASED ON FASTER RCNN WITH CBAM
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ABSTRACT

In the production process of fabric, defect detection plays an important role in the control of product quality. Consider that traditional manual fabric defect detection method are time-consuming and inaccuracy, utilizing computer vision technology to automatically detect fabric defects can better fulfill the manufacture requirement. In this project, we improved Faster RCNN with convolutional block attention module (CBAM) to detect fabric defects. Attention module is introduced from graph neural network, it can infer the attention map from the intermediate feature map and multiply the attention map to adaptively refine the feature. This method improve the performance of classification and detection without increase the computation-consuming. The experiment results show that Faster RCNN with attention module can efficient improve the classification accuracy.
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1. INTRODUCTION

In order to produce highquality garments, it is an important step to apply a defect detection link in the process of fabric manufacturing to ensure the quality. Defect detecting is the process to find out and locate defects on the surface of fabric. Finding out defects on fabric also improves the efficiency of manufacturing process by abandoning unqualified intermediate products. Traditionally, manual inspection which carried out on wooden board is the only method to assure the quality of textile. Sometimes workers also do fine defects detection with the help of equipment like magnifiers and microscopes. Manual defect detection can do prompt correction of small defects. However, error may occur due to fatigue, and small defects are usually undetected [1].

Since fabric defect detection has a great effect on the quality control of textile manufacture and the conventional manual inspection method does not suit the requirement of developed automated manufacture, automatic fabric defects detection becomes a natural way to improve fabric quality and lower labor cost. Fortunately, with the development of deep learning technology and the progress of computer vision technology, a new automated fabric detection method which can replace manual inspection appears. By applying computer vision and machine learning technology, automated visual inspection is widely used to detect the surface defects of machined parts and components. According to the research of Rajalingappaa Shanmugamani [2] published in 2015, visual inspection method can provide rapid quantitative assessment and improve quality and productivity.
Two defects detection algorithms are compared in this project, the Faster RCNN and Faster RCNN with convolutional block attention module (CBAM). The difference between these two algorithms is that the backbone net is different. The backbone net for Faster RCNN is Resnet-50[21], which is a 50 layers deep neural network and used for feature extraction of defects, classification and regression. CBAM will combine with Resnet-50 to improve the performance. Both algorithm detector is Faster RCNN. By comparing the result of two detect algorithms, the role of attention module will be revealed, and the effect of the faster R-CNN is going to be shown.

2. RELATED WORK

At present, textile defects detection approaches can be simply divided into spectral approach and learning approach. Gabor filters provide the optimal joint position in spatial and frequency domain [3], it becomes the most popular approach in spectral-based method. The initial application of Gabor filter is to build a filter bank with numerous sets of filters, which is predetermined the parameters in frequency and orientation [4]. In [5], Shu calculates the frequency and direction data obtained from 16 Gabor filters convolution with 4 different angles and scales to detect fabric defects. This method accuracy will be affected by the computationally intensive and the frequency plane coverage. Bodnarova [6] utilizes optimal filters to reduce the amount of filters, the computation time is greatly reduced resulting in an increased speed of detection. However, the correct choice of optimal filter is difficult and crucial. Tong [7] has developed composite differential evolution (CoDE) to optimize the parameters of Gabor filters, and get high performance in limited samples. LI [8] integrated Gabor filter and Gaussian mixture model to inspect simple texture defects, the classification accuracy from 360 images of 9 different defect types reach 87%.

Neural network has advantages in feature extraction, segmentation and optimization tasks of fabric defects detection area [9,10]. In 2001, Stojanovic[11] proposed a three-layer back-propagation neural network for low-cost fabric real-time detection, and the accuracy achieved 86%. Kumar [12] combines forward neural network with Principal Component Analysis (PCA) for faster detection. In [13], Kuo proposes a three-layers back-propagation neural network to detect white fabric defects. This model a high dimensional system by non-linear regression algorithm, achieve 91.88% recognition accuracy for 160 simple defects image. Asimilar architecture of network is proposed in [14], the detection accuracy of holes and oil stain of twill fabric reach 91% and 100%. However, the amount of sample is limit and the reliability is unknown. Semnani and Vadood [15] develop an intelligent model based on artificial neural network to estimate the appearance of knitted fabrics.

With the development of deep learning, such as R-CNN [16], fast R-CNN [17], SSD [18] and YOLO [19], fabric defects automatically detection has more potential possibilities. R-CNN is the abbreviation of Region-based Convolutional Neural Networks and it is put forward by Girshick and his team since 2014 [16]. This method mainly includes two steps. In the first step, R-CNN applies a controllable amount of bounding boxes to select candidates. Then R-CNN independently extracts features from each candidate to classification. To improve the performance of R-CNN and increase its operation speed, Girshick (2015) [17] reconstructed the network architecture. Girshick combines three independent CNN into one joint trained framework and share union parameters. Fast R-CNN integrates the scattered feature vectors into a feature matrix shared by all the region proposals. The feature matrix is realized by the forward propagate of CNN on the entire image, and then it is separated to train the classifier and regressor to classification and point out their locations.
3. **Method**

3.1. Date augmentation

In this paper, we collected 185 fabric defect images in three different types from textile factory. They are broken hole, fly yarn and drop needle. Since the database is too small, we adapt random real-time data augmentation to increase the amount of image, we flip the image in horizontal and vertical direction, and distort the image.

![Fabric defects image and augmentation results](image)

Fig 1. The examples of fabric defects image and augmentation results. (a) is drop needle. (b) is broken hole. (c) is fly yarn. (d) and (e) are (b) flipped in horizontal and vertical direction, (f) is (b) distorted and resized in standard size.

3.2. Faster RCNN

Faster R-CNN does the job of object detection in this project. It is developed based on R-CNN and Fast R-CNN technology and was proposed by Girshick and his team in 2015 [20]. Faster R-CNN integrates the step of creating boundary boxes into CNN model. The overall frame of Faster R-CNN is shown in Figure 2. Faster RCNN contains four main parts, which are convolution layers, region proposal network, region of interest (RoI) pooling and classification.

In this paper, we use ResNet-50 [21] as the backbone net. Firstly, the input fabric defects image feature map is extracted by convolutional layer with ReLu activation function and pooling layers. Region proposal network (RPN) is used to generate proposals with feature matrix. We use boundary conditions and non-maximum suppression [22] to select the appropriate anchor on feature map. The output of regression layer indicates the coordinate position of fabric defect. RoI pools collect region proposal and feature maps, the bounding box regression provides the final exact target box position.
CBAM (Convolutional Block Attention Module) [23] is an efficient improvement algorithm in detection presented by Sanghyun Woo, Jongchan Park and their team in 2018. The structure of these two modules shows in Figure 3. The function of the entire attention module can be expressed by the following two equations. The first equation represents the function of channel attention module and the second equation shows the function of spatial attention module.

![Fig 2. An illustration of Faster R-CNN model](image)

![Fig 3. Diagram of each attention sub-modules](image)

![Fig 4. CBAM integrated with a ResBlock in ResNet](image)
\[ F' = M_c(F) \oplus F \]
\[ F'' = M_s(F') \oplus F' \]  

\( \oplus \) represents element-wise multiplication. \( M_c \) represents the operation of attention extraction on the channel dimension, and \( M_s \) represents the operation of attention extraction on the spatial dimension. \( F \in \mathbb{R}^{H \times W \times C} \) is the intermediate feature map, \( F' \) is the product of feature map after channel attention module process, \( F'' \) represents the final output feature map after channel attention and spatial attention. \( H \) means the height of input feature map, \( W \) is the width of input feature map. \( C \) is the channel number of input feature map.

Table 1. ResNet-50 Architecture

<table>
<thead>
<tr>
<th>Layer Name</th>
<th>Output Size</th>
<th>ResNet-50</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1</td>
<td>112 x 112 x 64</td>
<td>7 x 7, 64, stride 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 x 3 max pool, stride 2</td>
</tr>
<tr>
<td>conv2_x</td>
<td>56 x 156 x 64</td>
<td>[1 x 1, 64] x 3 x 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1 x 1, 256] x 3 x 3</td>
</tr>
<tr>
<td>conv3_x</td>
<td>28 x 28 x 128</td>
<td>[1 x 1, 128] x 3 x 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1 x 1, 512] x 3 x 3</td>
</tr>
<tr>
<td>conv4_x</td>
<td>14 x 14 x 256</td>
<td>[1 x 1, 256] x 3 x 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1 x 1, 1024] x 3 x 3</td>
</tr>
<tr>
<td>conv5_x</td>
<td>7 x 7 x 512</td>
<td>[1 x 1, 512] x 3 x 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1 x 1, 2048] x 3 x 3</td>
</tr>
<tr>
<td>average pool</td>
<td>1 x 1 x 512</td>
<td>1000</td>
</tr>
<tr>
<td>softmax</td>
<td></td>
<td>1000</td>
</tr>
</tbody>
</table>

As shown in Figure 3, the input feature map suffers global average-pooling \( F_{\text{avg}}^c \) and global maximum pooling \( F_{\text{max}}^c \) in channel attention module. It is worth to note that the global average pooling and global maximum pooling are used in parallel, which can minimize the information loss during the pooling process. \( F_{\text{avg}}^c \) and \( F_{\text{max}}^c \) forward to a shared network which composed of multi-layer perceptron with one-hidden layer, to produce channel attention map \( M_c \). It can be represented as following equation (2):

\[
M_c(F) = \sigma \left( \text{MLP} \left( \text{AvgPool}(F) \right) + \text{MLP} \left( \text{MaxPool}(F) \right) \right)
= \sigma \left( W_1(W_0(F_{\text{avg}}^c)) + W_1(W_0(F_{\text{max}}^c)) \right)
\]  

(2)

Where \( \sigma \) presents sigmoid function, \( W_0 \in \mathbb{R}^{C/r \times C}, W_1 \in \mathbb{R}^{C \times C/r} \) is the MLP layers wight, \( r \) is the reduction rate. First layer has ReLu activation function.

Different from channel attention module, spatial attention module applies a convolutional layer to generate a spatial attention map to concatenate max-pooling and average-pooling. It can be represented as following equation (2):

\[
M_{s}(F) = \sigma \left( f^{7 \times 7} \left( \text{AvgPool}(F) \right); \text{MLP} \left( \text{MaxPool}(F) \right) \right)
\]  

(3)
\[
\sigma(f_{7 \times 7}|F_{avg}^s;F_{max}^s)
\]

Where \(\sigma\) presents sigmoid function, \(f_{7 \times 7}\) represents a convolution operation with \(7 \times 7\) size filter. In this paper, we use sequential arrangement attention modules.

4. EXPERIMENT AND RESULT

In this paper, we used 90 percent samples in the database as training dataset. For one experiment, 50 epochs are run with a base learning rate of 0.001 and 0.0001 with another 50 epochs. In both of the two iteration stages, the learning rate will decay to 92% of the original in each iteration. Batch size is 1 and we carry 2 experiments for each method separately. Totally, we have taken 40,000 iterations on each method. The test environment is a HP desktop with an Inter(R) Core(TM) i5-4200 3.3 GHZ CPU, the simulation software is python2.7.

There are 185 images in the database, 10% of which is test dataset. Limited by the sample size, only 3 types of defects are involved in training and testing. All of the three types of defects can be detected under both the Faster R-CNN with a modified backbone net and the normal one as shown in the Fig 3. we just show some examples of the detection results. It can be seen that both these two methods can detect the fabric defects accurately. For the two figures in each group, the left one is the result of the normal Faster R-CNN using Resnet 50 as backbone; the right one is the result of the Faster R-CNN with a modified backbone using Resnet50 and CBAM. Both of the two experiments use Faster R-CNN as the detector. It is clear that using Faster R-CNN with CBAM leads a higher confidence of the detected defect object compared with the normal one. After adapting CBAM, the confidence is 2%-3% higher than before. Therefore, the detection model can be regarded more reliable.

Fig 3. Results display and comparison between the different backbones: Resnet50 (left figure) and Resnet50 + CBAM (right figure). (a), (b) drop needle, (c), (d), (e) broken hole, (f) fly yarn.
The comparison and performance of the two methods are shown in the follow table separately. Average precision (AP) of each class and mean average precision (mAP) on the test dataset are used to evaluate the detection effect. The confidence threshold in mAP is 0.01. Training with CBAM can improve the mAP of fabric defects detection, it will become nearly 1% higher than before.

Table. 2 Object detection AP (%) of each class and mAP (%) on the test dataset.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Detector</th>
<th>AP of broken hole</th>
<th>AP of drop needle</th>
<th>AP of fly yarn</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>Faster R-CNN</td>
<td>93.26</td>
<td>61.03</td>
<td>55.50</td>
<td>69.93</td>
</tr>
<tr>
<td>ResNet-50+CBAM</td>
<td>Faster R-CNN</td>
<td>95.31</td>
<td>61.89</td>
<td>55.48</td>
<td>70.89</td>
</tr>
</tbody>
</table>

Global recognizable ratio is the percentage of samples that can be recognized in all test samples. Correspondingly, we can describe the percentage of samples that can be recognized in a certain class in all samples of that class as class recognizable ratio. Broken hole is the most easily to be detected since its structure feature is obvious and simple. As for drop needle, it is not very easy to be detected since it has many kinds of different structures in the database. Fly yarn is most difficult to be detected since its sample size is small and it does not have special structures.

Table. 3 Global recognizable ratio (%) and class recognizable ratio (%) on the test dataset.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Detector</th>
<th>Global ratio</th>
<th>Broken hole</th>
<th>Drop needle</th>
<th>Fly yarn</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>Faster R-CNN</td>
<td>46</td>
<td>86</td>
<td>50</td>
<td>36</td>
</tr>
<tr>
<td>ResNet-50+CBAM</td>
<td>Faster R-CNN</td>
<td>62</td>
<td>100</td>
<td>56</td>
<td>67</td>
</tr>
</tbody>
</table>

In addition, to determine whether every recognized sample is classified correctly, the ratio of samples with correct classification in all samples that can be recognized is accuracy. It can also be divided into global accuracy and category accuracy, like the recognizable ratio. Adapting CBAM makes the global accuracy becomes 1% higher than before. For each class, the accuracy of drop needle is the highest, although it is not easy to be detected out, its accuracy is high. With CBAM, broken hole can reach 100% accuracy and accuracy of fly yarn is also improved.

We also test the detection speed of Faster R-CNN which is 1.10 seconds per image.

Table. 4 Global accuracy (%) and class accuracy (%) of each class on the test dataset.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Detector</th>
<th>Global accuracy</th>
<th>Broken hole</th>
<th>Drop needle</th>
<th>Fly yarn</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>Faster R-CNN</td>
<td>87</td>
<td>83</td>
<td>100</td>
<td>71</td>
</tr>
<tr>
<td>ResNet-50+CBAM</td>
<td>Faster R-CNN</td>
<td>88</td>
<td>100</td>
<td>100</td>
<td>83</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper, we compared Faster RCNN and CBAM performance in fabric defects detection area. The experiment result proved CBAM can get better accuracy and recognizable ratio in our fabric defect database. Due to the difference in image quality and pattern complexity, some defects cannot be successfully detected. Collecting fruitfulness high-quality fabric defect and defect-free image, updating existing network model will be the focus of future research. The different training time between CBAM and Faster RCNN is negligible. However, compared with the traditional approaches, the training time is more time-consuming. Reduce the required time for training the model, realize real-time detection is crucial to whether this technology can be applied in industrial production, which is also the focus of future research.
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ABSTRACT

In the field of fabric manufacturing, many factories still utilise the traditional manual detection method. It requires a lot of labour, resulting in high error rates and low efficiency. In this paper, we represent a real-time automated detection method based on object as point. This work makes three attributions. First, we build a fabric defects database and augment the data to training the intelligence model. Second, we provide a real-time fabric defects detection algorithm, which have potential to be applied in manufacturing. Third, we figure out centernet with soft nms will improved the performance in fabric defect detection area, which is considered an nms-free algorithm. Experiment results indicated that our lightweight network based method can effectively and efficiently detect five different fabric defects.
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1. INTRODUCTION

Fabric is a world widely used material in our daily life, which is made from textile fibers. The defect is a flaw on the fabric surface, occurring in fabric manufacturing process, which determines the quality of the product [1]. The fabric defects can reduce the price of the product by 45% - 65% [2]. Therefore, in the process of fabric production, “defect detection” plays a quite significant role which is a determination process of the position, class and size of the defects occurred on the surface of fabric. Traditionally, the manual inspection method is carried out on the board to contribute the instant correction of the defect, which mainly depends on the professional skills and experience of humans. Also, human inspection has very high error rates as well as the slow detection speed, because of their carelessness [1,3]. Besides of the human error occurring due to fatigue, the small-scale defects can be hard to be detected and optical illusion also has the probability to ignore defects.

A variety of algorithms including statistical analysis methods [4,5], spectrum analysis methods [6,7,8] and model-based methods [9] have been employed in the automation of fabric inspection which is based on the traditional machine vision. Among all the machine vision algorithms developed for detecting fabric defects, the method based on multi-channel Gabor filtering [8] has been considered to be one of the most successful ones. Gabor filter is able to transform the fabric images into the spectrum domain and then detect the defects by some energy criterion whose efficiency depends on the selection of filter banks [3]. However, the parameter selection of Gabor functions in all approaches depends on the dyadic decomposition, which can cause redundancy and correspondingly need excessive storage of data [10]. Also, the network structure cannot be modified since Gabor filter method, a supervised method of weight updating, is usually trained for one special database [11].
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In the recent research, deep learning method has made a great success in object detection and image classification. By using advanced algorithm model such as convolutional neural network (CNN) [3], a deep learning approach can provide an unsupervised way in the fabric defects detection and classification. Compared with the traditional methods, it can obviously improve the detection and classification accuracy and speed, even make the real-time defect detection to be feasible [3, 11]. Also, the deep learning algorithm may build an effective model for all kinds of fabric images since it has highly optimized weight and can extract the required features effectively [11]. Nowadays, common object detection algorithms usually use the setting of a priori frame, that is, set a large number of a priori frames on the picture first, and the network's prediction result will adjust the prior frame to obtain the prediction frame. The a priori box greatly improves the detection ability of the network, but it will also be limited by the size of the object and detection speed. The CenterNet’s detector uses keypoints estimation to find the center point and returns to other object attributes [12].

In this paper, we modify the CenterNet algorithm to meet the requirement of fabric defects detection. ResNet-50 is used as the feature extraction and the soft non-maximum suppression (Soft-NMS) is used for the expectation for improving the detection accuracy in the subsequent optimization of object detection. First, the training database for supervised learning needs to be built. In order to solve the over-fitting problem due to the lack of fabric defects images sample and improve the stability and anti-jamming ability of the neural network model, we expand the fabric image database by image cropping and rotation, add random real-time data augmentation in training process as well. After data augmentation, there are total 2,000 images in the experiment database which contains 5 kinds of fabric defects: snag, yarn thickness, hole, missing lines, fly yarn.

2. MATERIALS AND METHOD

2.1. Fabric defects data

There are more than 70 classes of fabric defects are defined in the textile manufacturing industry. Most of defects are occurring in the same direction of motion or in the direction that is perpendicular to it. According to the standards of quality, the fabric defects can be divided into two classes: surface color change and local texture irregularity [13]. According to the samples we have got, we select the five most numerous defects on pure fabric as shown in the Figure 1.

Normally, object detection and image classification based on deep learning rely on a large number image database. In this paper, single-sample database augmentation method, a kind of supervised database augmentation methods is used to expand the database size on the basis of the original data based on the preset data change rules. When augmenting a sample image, all operations are performed around the sample itself [14, 15].

We expand the existing fabric defects database by cropping and rotating each image. Finally, there are 2,000 fabric defect images in the database for detection model training. Besides expanding the database to improve the generalization ability, this operation also can help avoid overestimating and improve the robustness of the model and reduce the sensitivity of the model the images [16].
Fig 1. The examples of fabric defects. (a) snag. (b) yarn thickness. (c) hole. (d) missing lines and (f) fly yarn

Figure 2. Image cropping and result

Image cropping means selecting a part of region in an image and discarding the rest. Using this technology, we can increase the database by selecting a large number of different regions in each original image. In this paper, as shown in Figure 2, crop an image according to its four corners and all of the four new images should contain the defect region.

Fig 3. Original image is rotated 0°, 90°, 270° and 180°

Each fabric defects image, including the original image and cropped image, is rotated with 90°, 180° and 270° clockwise rotation in turns, the number of the expanded database is four times as the original database as shown in Figure 3. The images generated by this operation can be similar to the fabric images which are taken under different cameras’ position.

2.2. CenterNet

For object detection, it is common to set large number of priori bounding boxes first. One-stage methods use anchor to set a lot of bounding boxes in the image and score each box directly. Two-
stage methods will recalculate the feature maps in those boxes. These sliding window-based
detection methods need to enumerate various potential object position and sizes, which leads to
the heavy computational cost and time. To address the problem, CenterNet method uses
boundingbox’s center point to represent the object, and then on the basis of the point, other
attributes of the object such as size and dimension are regressed. In this way, object detection has
become a standard keypoint estimation problem, which greatly improved the detection efficiency
[12]. Resnet-50 and the deconvolutional module compose the backbone network together for
higher resolution output (final stride=4). The whole framework of the CenterNet used in this
paper is shown in Figure 4.

There are three types of backbone neural networks for feature extraction used in the CenterNet
method, normally it can be Hourglass Network, DLANet or Resnet [12]. Hourglass Network is a
network which uses multi-scale features for extraction by taking advantages of multiple feature
maps at the same time [17]. It is suitable for different gesture recognition of the one object, which
is meaningless for fabric defects detection. and the number of Hourglass Network parameters
used by CenterNet is too large, there are 190 million parameters. Therefore, we have chosen the
Resnet as the backbone neural networks.

2.2.1. Heatmap prediction

Heatmap can be used to represent the classification information [12] and each class has its own
heatmap. On each heatmap, if there is a center point of the object at a certain coordinate, a
keypoint (represented by a Gaussian circle) is generated at that coordinate. \( I \in \mathbb{R}^{W \times H \times 3} \) is an
input image with width \( W \) and height \( H \) from backbone network. The aim of this step is to
generate the keypoint heatmap \( \hat{Y} \in [0,1]^{\frac{W}{R} \times \frac{H}{R} \times C} \), where \( R \) is output stride=4, \( C \) is the number of
object classes and keypoint heatmap value \( \hat{Y} \) is a measure of detection confidence of each class.
Therefore, we can get whether there is object in the keypoint, its class and the probability of
belonging to each class. Output shape is \((128,128,num\_classes)\).

2.2.2. Points to boxes

Center offset calculation is necessary since each keypoint located on top-left corner is responsible
for predicting an object whose center is in the bottom-right corner. To extract the peaks in the
heatmap for each class separately, we detect all responses whose value is greater or equal to its 8-
connected neighbors and keep the top 100 peaks according to detection confidence through
adapting a \( 3 \times 3 \) max pooling operation [12]. This is similar to the NMS method in the anchor-
based detection. \( \hat{P}_c \) is a set of \( n \) detected points of class \( c \). The location of each point is given by
(x_i, y_i) and the value of \( \hat{Y}_{x_i,y_i,c} \) is the detection confidence of this point in class c. Points coordinates contribute to determine the location of bounding boxes:

\[
(\hat{x}_i + \delta\hat{x}_i - \hat{w}_i/2, \hat{y}_i + \delta\hat{y}_i - \hat{h}_i/2, \hat{x}_i + \delta\hat{x}_i + \hat{w}_i/2, \hat{y}_i + \delta\hat{y}_i + \hat{h}_i/2).
\]

where \((\delta\hat{x}_i, \delta\hat{y}_i) = \hat{\delta}_{x_i,y_i}\) is the prediction of center offset of the top-left corner keypoint to the bottom-right corner predicted object’s center and \((\hat{w}_i, \hat{h}_i) = \hat{S}_{x_i,y_i}\) is the size prediction of the object corresponding to this point. Their output shape both are \((128,128,2)\).

2.3. Soft-NMS

As an NMS-free method, CenterNet adapts max pooling operation to search on the heatmap and keep the boxes with the highest confidence in a certain area before decoding, replacing NMS post-processing. However, in the experiments we found that this operation similar to NMS performed well for small-size objects detection. For large-size objects, CenterNet cannot always find the object center correctly, NMS is needed to delete extra boxes.

However, NMS method performs not very well when two defects are quite close to each other and it is difficult to determine a suitable value. In order to solve the problem, Soft-NMS is proposed to improve the detection accuracy [18]. For the detected boxes \( b_i \) which has a high overlap with the maximum confidence detection box M, we decay their confidence rather than completely delete them. Gaussian penalty function as shown in the formula (2) is applied that is continuous to avoid a sudden decay which can lead to the change of the ranking of all the detection boxes. When the overlap is low, the penalty increases to ensure that there is no effect of M on other boxes which have a very low overlap with it.

\[
s_i = s_i e^{-\text{iou}(M, b_i) / \sigma}, \forall b_i \notin D
\]

\( s_i \) is the detection confidence of point \( i \) before NMS, \( s'_i \) is detection confidence after soft-NMS, \( \text{iou}(M, b_i) \) is the overlap between the maximum confidence detection box M and box \( b_i \), and \( \sigma \) is an empirically determined parameter.

![Fig 5. Overview of object detection using NMS method](image)
3. EXPERIMENT AND RESULT

In this paper, we used 90% samples in the database as training and validation set in which 90% data for training. To train the model faster, we use a pre-trained model of ResNet-50. Freezing training is adapted to speed up training efficiency as well as prevent weights from being destroyed, since the feature map extracted by the backbone part of the neural network are universal. The backbone network is frozen in the first 50 epochs, and mainly the later detection and classification part of the training are trained. The last 50 epochs are unfrozen, and the entire network is trained at the same time. The weights of model are saved in each epoch and when the loss of validation is not decrease, the training process will stop early. The learning rate is set as 0.001 initially for freezing training and 0.0001 initially after unfreezing. It will decrease by monitoring validation loss. When there is no change in validation loss for 2 epochs, learning rate will decay by half. The large learning rate can accelerate learning to reach local or global optimal solution quickly, but the loss function fluctuates greatly in the later stage and it is difficult to converge. Decaying learning rate can help be closed to optimal solution. Also, we set $\sigma$ to 0.5 with the Gaussian weights function for Soft-NMS, the overlap represented by IoU in NMS is 0.5 as well. The threshold of mAP is 0.01.

The test environment is Asus desktop with Inter(R) Core(TM) i7-900K CPU@ 3.60GHz, 8GB RAM and Nvidia GTX 1600 Ti, the simulation software is python 3.6, Tensorflow-GPU 2.3.1 and CUDA 10.1.

Firstly, we evaluate the effect of database augmentation methods and NMS methods on detection accuracy based on mAP (mean average precision) is average precision of all class as shown in the follow formula:

$$mAP = \frac{1}{|Q_R|} \sum_{q \in Q_R} AP(q)$$  \hspace{1cm} (15)

where AP (average precision) is the area under precision – recall curve. We divide the database augmentation method into two strategies: image cropping and rotation. The results of test dataset detection are shown in the Figure 6.

It is clear that NMS is necessary, mAP is quite low without NMS since there are too many extra boxes. mAP of the Soft-NMS method is almost 1% higher than NMS. Therefore, the results show that the Soft-NMS can improve the detection accuracy in CenterNet model.
We also train the Faster R-CNN model to detect the fabric defects, but the model is not trained very well, since it takes too much time to train, much more than that of CenterNet. The result is shown in the follow table. The detection speed of CenterNet is much higher than that of Faster R-CNN, therefore, CenterNet is more suitable for real-time detection, meeting the requirement of real manufacturing.

Table 1. Comparison between Faster R-CNN and CenterNet.

<table>
<thead>
<tr>
<th>Method</th>
<th>Faster R-CNN</th>
<th>CenterNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>1.15it/s</td>
<td>17.85it/s</td>
</tr>
<tr>
<td>mAP</td>
<td>69.93%</td>
<td>86.42%</td>
</tr>
</tbody>
</table>

In the experiments, we have found the calculation formula of Gaussian circle radius is inconsistent with that in mathematics. After correcting it, the mAP becomes 89.55%, more than 3% higher than the previous 86.42%. The AP of each class is shown in the Figure 7. We can see hole can be detected totally, yarn thickness and missing lines are easy to detect as well. Snag and fly yarn cannot always be detected, since their structure is diverse, and our sample size is not enough.

As shown in the Figure 8, epoch loss of training and validation process are used to monitor the training process. We use validation loss change to determine whether the model is converged. In the two curve, loss value decreases as the epoch increases, meaning the model is learning. After 50 epochs, the loss value increases suddenly, since we adapt freezing training before. In the later 50 epochs, the weights of backbone network will change meanwhile, leading to the increase of the CenterNet loss. The training epoch loss curve is smoother than the validation epoch loss curve.
4. CONCLUSIONS

In this paper, we have proposed an effective fabric defect detection method based on CenterNet algorithm. Our objective is to detect the certain fabric defects on pure textile automatically in real time. To achieve this, we use a modified Resnet-50 to extract the feature map. And then three different convolutional layers are used to determine the object as point with classification information and its center offset as well as box size. After prediction, Soft-NMS is involved to improve the detection accuracy. CenterNet is a simple neural network but it has both high accuracy and high detection speed. It takes both detection precision and speed into consideration compared with Faster R-CNN. Therefore, it is suitable for fabric detection in real manufacturing, reducing human source sharply. As a lightweight network, it may even be able to be applied to a small computing platform like mobile.

In future research, we will continue to improve the accuracy of the model and increase the types of detectable defects. Existing algorithm and our method have difficulties in the detection of
complex pattern textile. The reason is the lack of sufficient defect-free and defect samples to train reliable models. These difficulties also result in manufacturing processing cannot apply this technic to inspect the quality of fabric. We hope in the future, this real-time method can be installed in the manufacturing line to improve production efficiency and collect more data through manual assistance. This allows other art-to-date deep learning technique to be experimented and applied in fabric defect detection.

In term of improving our method, there are three research gap that should be resolved: 1) This method is difficult to detect small defects. When checking the negative sample of snag detection, we noticed if the defects area is small, this method cannot recognize. 2) If the textile structure is similar, and the color is wrong (fly yarn defects), the accuracy of this method will be relatively poor. Part of the situation stems from the inability of the method to determine the center point of the defect. 3) The Soft-NMS technology can solve part of the overlapping situation. Normally overlapping defects will not be considered to have the same center point. However, if the centers of two objects overlap in the process of extracting feature map, they will be trained as one object, leading to some prediction error. We will focus on solving these disadvantages in our future work.
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MAPPING OUT O*NET DATA TO INFORM WORKFORCE READINESS CERTIFICATION PROGRAMS
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ABSTRACT

The Occupational Information Network O*NET did not explore possible uses of O*NET data to inform workforce readiness certification programs. In this study, the O*NET database is used to map out education requirements and how they relate to professional certifications as required by the employers and job designers in accordance with the National Initiative for Cybersecurity Careers and Studies (NICCS). The search focuses on the “Information Security Analysts” occupation as listed on O*NET, Careeronestop, U.S. Bureau of Labor Statistics (BLS), and finally tied back to NICCS source work role to identify certifications requirements. No site has listed any certification as required, desirable or mandatory. NICCS under the NICE Cybersecurity Framework Work Roles offered general guidance to potential topics and areas of certification. Careeronestop site under certification finder provided the ultimate guidance for this role certification. Professional certifications are still not an integral part of the Cybersecurity Workforce Framework official guidance.
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1. INTRODUCTION

The Occupational Information Network (O*NET) website was launched in 1998 by the U.S. Department of Labor (DOL). At the heart of this model is a content framework to organize the characteristics of occupational data into what is referred to as hierarchically structured taxonomy comprised of six categories or “domains” [1]. The O*NET model consists of a valuable electronic database containing information designed to help students, educators, job seekers, employers, and workforce trainers and developers, among others. This data collection system organizes job titles into more than 1,102 occupations. However, O*NET did not explore possible uses of O*NET data to inform workforce readiness certification programs. The O*NET database is used in this study to map out education requirements and how they relate to professional certifications as required by the employers and job designers in accordance with the National Initiative for Cybersecurity Careers and Studies NICCS. The search focuses on the “Information Security Analysts” occupation as listed on O*NET with all related job titles, cross-referenced with Information Security Analysts on the U.S. Bureau of Labor Statistics, on Careeronestop, the site sponsored by the Department of Labor (DOL), and mapped back to the NICCS work role titles “All-Source Analyst”, and “Information Systems Security Manager”. This establishes a simple guide for professionals to align education requirements to potential certifications based on an occupation role for a successful and sustainable career in cybersecurity.

2. BACKGROUND AND METHOD

The O*Net foundational framework is based on a content model that integrates the most important component of an occupation broken down into six areas. The worker-oriented attributes are the workers characteristics, requirements, and experience. The job-oriented are the occupational requirements, characteristics, and occupation-specific information (see Figure 1, O*NET content model).

![O*NET Content Model](image)

Figure 1. O*NET Content Model [3]

2.1. O*NET Content Model Analysis

Three of these six areas are worker-oriented:
- Worker characteristics: Abilities, occupational interests, work values, work styles.
- Worker requirements: Skills, knowledge, and education.
- Experience requirements: experience and training skills – entry requirements licensing.

The other three are job-oriented:
- Occupational requirements: generalized work activities, detailed work activities, organizational context, and work context.
- Workforce characteristics: Labor market information, occupational outlook.
- Occupation-specific information: tasks, tools, and technology.

Worker characteristics and occupational requirement are cross occupations descriptors while experience requirements and occupation-specific information are occupation specific descriptors as can be inferred [2].

2.2. O*NET Electronic Database

The second instrument in the O*NET model consists of a valuable electronic database containing information designed to help students, educators, job seekers, employers, workforce trainers, and workforce developers, among others. This data collection system organizes job titles into more
than 1,102 occupations. The National Center for O*NET development continually collects data related to these occupations and identifies ways to improve data collection, use, efficacy, and efficiency. With the ever-evolving technology and new job titles, positions, and duties being added constantly to the workplace and workforce, the need to create a standard common description and acknowledged skills, abilities, and other related factors is crucial to stay current and relevant to the users for career and employment guidance as well as workforce development and human resource management. After exploring the site for cyber-related occupations, it appears that O*Net framework does not explicitly list professional certification required or recommended for cybersecurity jobs.

2.3. O*NET Information Security Analyst Work Role Analysis

On the O*NET site, the search is focused on the occupation “Information Security Analyst” to compare with the outcomes of All-Source Analyst, Information Systems Security Developer, and Information Systems Security Manager and draw connections for certificates recommended or required on the NICSS site. The summary report of Information Security Analyst contained a list of activities undertaken by an information security analyst each starting with a specific action verb: “Plan, implement, upgrade, or monitor security measures for the protection of computer networks and information. May ensure appropriate security controls are in place that will safeguard digital files and vital electronic infrastructure. May respond to computer security breaches and viruses” [4]. The Information Security Analyst work role includes a sample of related job titles: Data Security Administrator, Information Security Officer, Information Security Specialist, Information Systems Security Analyst, Information Systems Security Officer, Information Technology Security Analyst (IT Security Analyst), Information Technology Specialist, Network Security Analyst, Security Analyst, Systems Analyst. It lists 12 tasks, 51 technology skills, 8 knowledge areas, 15 related skills, 17 abilities, 21 work activities, 10 detailed work activities, 22 work context criteria. The education lists four-year degree for some jobs but not for all, some job-related skills, knowledge and experience, job training, with job zone examples. 53% of subjects surveyed reportedly hold a bachelor’s degree, 23% a post-baccalaureate certification, and 13% an associate degree. The report is available in a detailed fashion with a customized option. The page provides a link to (ISC)2, COMPTIA, ISACA, and National Initiative for Cybersecurity Education (NICE) among others as resources for additional information. O*NET provides a crucial design for employers and human resource professionals to employ job descriptions and selection tools pursuant to Americans with Disabilities Act (ADA) and Equal Employment Opportunity (EEO) requirements [5]. Recruitment officers and human resource personnel employ these detailed descriptions to design job titles, duties, and requirements to attract the needed workforce. Furthermore, the detailed skills, education requirements, experience, and other qualifications provide a framework for standard job description, requirements, and qualifications. An equally important function is to show that the knowledge, skills, abilities, and other characteristics (KSAO) employees need to do their work effectively are related to critical tasks to document the adequacy of hiring and the need for training and workforce development [6]. No certification requirement is listed. Under Credentials, Find Certifications link redirects to Careeronestop.


The Bureau of Labor Statistics (BLS) estimates a faster-than-average growth rate in employment of information security analysts, a labor category that represents a significant subset of the cybersecurity workforce. The U.S. Bureau of Labor Statistics in its Occupational Outlook Handbook under Computer and Information Technology, summarizes the job outlook for an Information Security Analyst with quick facts, lists and bachelor’s degree as a requirement for most related positions and links back to the O*NET site for additional resources and information
[7]. However, it is noted that, on how to become one, under Licenses, Certifications, and Registrations, BLS states that most employers prefer that employees hold certifications which validate knowledge required for an Information Security Analyst. It distinguishes between more generic certifications such as Certified Information Systems Security Professional (CISSP), and more specific ones like penetration testing and systems auditors specifically.

2.5. National Initiative for Cybersecurity Careers and Studies NICCS: All-Source Analyst

For validation purposes, this work role was searched for on the National Initiative for Cybersecurity Careers and Studies NICCS website under the NICE Cybersecurity Workforce Framework Work Role [8]. The Information Security Analyst is not listed independently rather it has to be searched under All-Source Analyst work role title and any work role ID. This search resulted in the following description: “Analyzes data/information from one or multiple sources to conduct preparation of the environment, respond to requests for information, and submit intelligence collection and production requirements in support of planning and operations.” [9].

The role description listed 18 abilities, 56 knowledge areas, 18 related skills, and 42 related tasks for all-source analyst. The capabilities indicators were listed by certification/credentials, education, continuous learning, and experiential learning and divided into three categories: entry level, intermediate, and advanced. Education was not essential for entry level with bachelor’s as an example. For intermediate level, a bachelor’s degree was recommended. For advanced level, a master’s or Doctorate degree was recommended. As for certifications, for an entry level they were labeled as not essential but may be beneficial with potential areas covering new attack vectors such cloud computing and mobile platforms. Other areas included vulnerabilities, threats, audit, IT governance and management and information systems related topics without specifying designated commercial certificates. At the intermediate level, a certificate was recommended with topics covering security and risk management, security engineering, communications and network security, software development security, and identity and access management security among very defined security topics. At the advanced level, certifications were deemed not necessary but might be beneficial with focus on project management areas, other topics listed at the entry and intermediate level in addition to specific topics focusing on U.S. privacy laws and practice areas. For this work role, it is obvious that the O*NET framework provides a valid context to generate KSAO and other related job requirements to compile job descriptions, roles, qualifications and attract qualified workforce looking for a common standard in a more increasingly non-conventional world and workplace. However, the guidance is very generic and the language is not authoritative as it relates to certifications. For comparison purposes, the Information Security Systems Manager had education recommended for all three levels starting with a bachelor’s degree for the first two up to a Master’s and Doctorate for an advanced level. However, certifications were not essential for entry level but provided an extensive list of potential beneficial areas of certifications. Certificates were recommended for the other two levels with areas of focus identical on the intermediate level to the all-source analyst topics area, and more focused on security, risk, and management areas on the advanced level. The NICCS in its 2020 cybersecurity workforce toolkit stated “Earning certifications enables staff to stay current on in-demand skills and become leaders in the cybersecurity field” [10]. The three certifications listed were COMPTIA+, Certified Information Security Specialist CISSP, and GIAC Security Essentials (GSEC).

2.6. Careeronestop Certification Finder

Using the toolkit on the Careeronestop site and searching for “Information Security Analysts”, the results included 116 certifications from 26 providers. These certifications are available by providers in a downloadable excel file. The providers included: Broadcom Inc., Amazon.com
Web Services, Cisco Systems, EC-Council, IBM Corporation, Dell, Oracle, Microsoft, Wireshark, Global Information Assurance Certification, Hewlett Packard Certification and Learning, COMPTIA, International Information Systems Security Certification Consortium, Inc., and several other specific ones. The 116 certifications focused on different areas on information security and topics listed on NICCS site under the NICE Cybersecurity Framework roles for all-source analyst.

2.7. To Certify or not to Certify?

A certification is considered a measurable outcome to assess the knowledge and information acquired within academia and the workplace. Not surprisingly, conceptual knowledge would not replace practical skills and operational excellence for cybersecurity jobs. Recent research shows that holding an IT certification positively influences hiring and job retention, in addition to earning potential. However, two-to-four-year degree holders are less likely to be laid off and potentially earn higher income than non-degree holders [11]. Industry certifications help qualify that individuals possess the knowledge, skills, and abilities for work in the job field as much as one-third of cybersecurity-related jobs require some form of certification [12]. The Bureau of Labor Statistics [13] in its current population survey (CPS) on labor force, employment, and unemployment statistics for persons with or without certifications and licenses reported answers to questions to identify persons with professional certifications and licenses after they were added to the Current Population Survey (CPS) in January 2015. Computer and mathematical occupations of 5,352 were included in the 37,237 professional and related occupations constituting a 12.5% of a population size of 45.3%. Only 5.6% had a certification but no license, 6.9% held a license and 87.5% held neither a certification nor a license. Certificates and certifications are helpful to employers to evaluate the skills and knowledge of applicant especially in small organizations where managers are not well versed in cybersecurity issues [14]. Certifications are not conclusive, but they may be given greater importance as construed as indicators of embodiment of knowledge in a specific area as well as interest and commitment in a field of work. Certifications are often pursued as an addition to an academic degree to highlight an area of interest and expertise. In a workshop conducted by the National Research Council in 2013, some workshop participants expressed that certifications played a crucial role in their careers to establish credibility and competence. Others dissented and pointed out that CISSP certification is a perfect example of an over-glorified certification where highly qualified individuals do not hold it or any other certifications and lamented the hyper-emphasis on certifications which would restrict their employment prospects if required in the candidate selection process. Some participants indicated that some certifications are not viewed positively in some organizations where the experience, the practical skills, the educational attainment, and other factors were better measure and more sought after. They reported omitting certain certifications on their resumes for specific jobs. Views and perceptions on certification differ. While some job seekers, mostly entry and intermediate levels, view certifications as an entry ticket initially and advancement as they pursue career growth, other professionals focus on gaining experience, practical skills, knowledge and furthering their educational goals. Indeed, almost all sites listed educations and degree from Associate to a Doctorate as recommended and beneficial acquisition ability, or educational achievement, were seen as better measures. A few said that they sometimes omitted listing them on their resumes for this reason.

3. CONCLUSIONS AND FUTURE WORK

In analyzing O*NET database for Information Security Analyst for work role certifications, no valuable and actionable information was available. Links to other government sites were listed for additional resources. The Bureau of Labor Statistics listed general guidance while offering an
example of CISSP for general certifications and cited other specific areas like pen testing or systems auditing. NICCS under the NICE Cybersecurity Framework Work Roles similarly offered general guidance as to potential topics and areas of certification for this work role based on the career level: entry, intermediate, and advanced. Finally, Careeronestop site under certification finder was the ultimate guidance for certification tied to the role “Information Security Analyst”. Not one site has listed any certification as required, desirable or mandatory. Certifications are still not an integral part of the Cybersecurity Workforce preparation and requirements even as they gain more momentum with job seekers and employers. Current frameworks do not integrate certifications in a prominent manner contrary to the popular belief. In the context of shortage of skilled workforce, the cybersecurity workforce dilemma is more than a solution to a staffing problem; rather it should be a competitive advantage in a proactive agile business model. With private and public sectors competing for the same assets in a time when the pipeline is still lagging in preparing adequately educated and trained cybersecurity professionals, this problem is widespread in academia, business, government, and other types of organizations [15]. Future potential work is possible exploration of adequate workforce preparation mechanisms, and avenues for investing in the human power as it is reported that 71% to 76% of the businesses are not investing in their long-term assets of “manpower” via training, professional development, and career path development [16] while companies are investing more in infrastructure and advanced technology. The human factor is still trying to grasp the extent of the new landscape complexity. The shortage itself creates a vicious circle as understaffed departments and overworked professionals are led to burnout and eventually turnout.
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