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Preface


The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The CCSIT 2021, SIPP 2021, PDCTA 2021, AISC 2021, NLPCL 2021, BIGML 2021 and NCWMC 2021 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.

In closing, CCSIT 2021, SIPP 2021, PDCTA 2021, AISC 2021, NLPCL 2021, BIGML 2021 and NCWMC 2021 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the CCSIT 2021, SIPP 2021, PDCTA 2021, AISC 2021, NLPCL 2021, BIGML 2021 and NCWMC 2021.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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FACEATLASAR: ATLAS OF FACIAL ACUPUNCTURE POINTS IN AUGMENTED REALITY

Menghe Zhang¹, Jürgen P. Schulze¹ and Dong Zhang²

¹Department of Computer Science, University of California, San Diego, USA
²Qilu University of Technology, Shandong, China

ABSTRACT

Acupuncture is a technique in which practitioners stimulate specific points on the body. Those points, called acupuncture points (or acupoints), anatomically define areas on the skin relative to specific landmarks on the body. However, mapping the acupoints to individuals could be challenging for inexperienced acupuncturists. In this project, we proposed a system to localize and visualize facial acupoints for individuals in an augmented reality (AR) context. This system combines a face alignment model and a hair segmentation model to provide dense reference points for acupoints localization in real-time (60FPS). The localization process takes the proportional bone (B-cun or skeletal) measurement method, which is commonly operated by specialists; however, in the real practice, operators sometimes find it inaccurate due to the skill-related error. With this system, users, even without any skills, can locate the facial acupoints as a part of the self-training or self-treatment process.

KEYWORDS

Augmented reality, Acupuncture point, Face alignment, Hair segmentation.

1. INTRODUCTION

Acupuncture [1] is a form of alternative medicine and a key component of traditional Chinese medicine (TCM). Based on the symptoms, acupuncturists stimulate specific anatomic sites commonly by needling, massaging, or heat therapy. Scientific studies have proved that acupuncture may help ease types of pain that are often chronic such as low-back pain, neck pain, and osteoarthritis/knee pain. The acupoints on the face can help with a variety of conditions both on and off the face, such as jaw tension, headaches, anxiety, and stomach conditions.

However, acupuncture practice relies on experienced acupuncturists to locate the acupoints from body acupuncture maps. Individuals, who want to help themselves relieve symptoms with acupoints stimulation, usually find it confusing to localize the targets by natural language description or pictures of a standard model.

With the help of augmented reality, we designed a system to display facial acupoints on the top of the user’s face to accurately view and localize facial acupuncture points. Specifically, we employ a deep learning model to annotate 3D landmarks and on a user’s face together with hair segmentation in real-time to gather reference points for acupuncture points localization. We then align the reference point with acupuncture points defined by proportional bone measurement method. The whole process is implemented via MediaPipe [2], a framework for building cross-platform machine learning solutions. Our system works perfectly on phones with a front camera,
without any extra hardware, users could pinpoint and interact with the target acupoints. There are three benefits to this application:

- It takes a conventional localization method while originally defines a scheme to transform the natural language descriptions to mathematical logic expressions.
- It adopts MediaPipe framework to run across platforms in real-time.
- It adapts to different head poses to be robust for users to locate acupoints in different regions.

With FaceAtlasAR, people who have little or no experience in localizing facial acupuncture points can use. Potential use scenarios for our applications are varied, for example, acupuncture education, communication, and self-healing.

2. **RELATED WORK**

2.1. Acupuncture Points Localization

Existing works of acupuncture training applications on AR devices are limited. In 2015, H. Jiang et al. [3] proposed the first acupuncture training application, Acu Glass, on a head-mount display device (HMD) based on Google Glass. They generated the frontal face acupoints based on the height and the width of the input face, plus the distance between the eyes. However, their face landmarks for reference are too limited to adapt to different people and different poses of the face. Other acupoints localization methods like Chen et al. [4][5] fit a 3D Morphable Face Model(3DMM) [6] to a 2D image and combine facial landmarks and image deformation to estimate acupoints. Although 3DMM is a powerful tool to build polygonal mesh, the range of possible predictions is limited by the linear manifold spanned by the PCA basis, which is in turn determined by the diversity of the set of faces captured for the model [7]. Therefore, manual annotation on a standard 3D model may not correctly fit all kinds of people. Moreover, acupoints are officially defined relative to landmarks, while the deformation process does not guarantee the relativeness.

As for the localization methods in practice, Godson and Wardle [8] screened 771 studies and summarized the methods as Directional(F-cun) method, Proportional method, palpation for tenderness, electronic point detectors, and anatomical locations. Usually, more accurate approaches are the next steps to less accurate ones and require extra hardware. For example, one can roughly locate a target by the directional method and then use electronic point detectors to measure the electrical resistance of the skin. There is research related to this topic and acupoint probing devices available in the market.

2.2. Face Alignment

Face alignment is a computer vision technology for identifying the geometric structure of human faces in digital images. Bulat and Tzimiropoulos [9] reviewed 2D and 3D face alignment and landmark localization. Existing 2D and 3D datasets annotate a limited set of landmarks. For example, 300-W [10], the most widely used in-the-wild dataset for 2D alignment, containing LFPW [11], HELEN [12], AFW [13], and iBUG [10], annotates only 68 landmarks per face. These landmarks either have distinct semantics of their own or participate in meaningful facial contours. Works based on them are not suitable for our cases. We finally adopted the work of Kartynnik et al. [7], which estimates 3D mesh with 468 vertices in real-time. The vertices are selected manually according to expressive AR effects, thus well suitable for our requirements.
3. **System Overview**

Our facial localization solution utilizes the MediaPipe machine learning pipeline consisting of an off-line stage and an on-line stage (Fig. 1).

![Workflow of the proposed system](image)

**Figure 1: Workflow of the proposed system**

During the off-line stage:

- **Model selection:** Based on the definition of the referenced points on a face, we choose to blend a pre-trained face alignment model and a pre-trained hair segmentation model. This is because a single model cannot cover the whole set of target regions, while different parts of the regions are in the different reference systems.

- **Acupoints localization:** We firstly localize facial anatomical landmarks, which are designated by the National Standard of the People’s Republic of China. We then use the proportional bone (B-cun or skeletal) measurement method to locate all acupoints on the face.

- **Data file generation:** The file contains all the information needed for each acupoint/reference point, including name, region, relative location towards a landmark or a reference point. The file is readable for non-technical users, for example, acupuncturists, to correct less accurate acupoint descriptions by natural language.

Then at the on-line stage, the system gets face landmarks together with hair segmentation and merges those results into acupoints generator. The generator gives out the requested acupoints on this frame based on the prior knowledge and then draw on the input face.

We fit the whole process into MediaPipe’s perception pipeline as a graph of modular components. Each component, called Calculator, solves an individual task like model inference, data transformation, or annotation. We will talk about the implementation details in the next section. We show the graph for our FaceAtlasAR in Figure 2.

The graph consists of two subgraphs: one for face alignment (FaceLandmarkFrontGpu) and the other for hair segmentation (HairSegmentationGpu). From the graph, we see the FlowLimiter guards the whole pipeline process. By connecting the output of the final image to the FlowLimiter with a backward edge, the FlowLimiter keeps track of how many timestamps are currently being processed. The system will down-sample and transform the original image before fusing the input to machine learning models but will draw the results onto the original frames. The next section will show the implementation of each module in detail.
4. IMPLEMENTATION

4.1. Face Alignment

We adopted a pre-trained TFLite model [7] to infer an approximate 3D mesh representation of a human face. This process comprises of majorly three steps:

- **Face detection**: The whole frame is first processed by a lightweight face detector to get the face bounding box and several landmarks, thus, to get the rotation matrix of the face. This step only runs until the system finds a face to track or when the system loses tracking.

- **Image transformation**: The image is then cropped by the bounding box and resized to fit into the next step. After this step, the target region is centered and aligned.

- **Face landmarks generation**: The pre-trained model produces a vector of 3D landmark coordinates, which subsequently gets mapped back into the original image coordinate system.

Then from a canonical face mesh model, we extract those vertices with semantic meaning as the reference points (Fig.3).

![Figure 2: The graph of FaceAtlasAR](image)

![Figure 3: The generated mesh topology(a), its vertices with index(b), and viewed in AR(c)](image)
4.2. Hair Segmentation

Since the center of the frontal hairline is a critical facial anatomical landmark according to the national standard, we adopted a pre-trained model [14] to get the hair segmentation mask. Similar to the face alignment process, the previously generated mask can be fed back to help accelerate the process. Specifically, the mask from the previous round of inference will be embedded as the alpha channel of the current input image (Fig.4).

![Hair segmentation module](image)

Figure 4: Hair segmentation module

4.3. Facial Acupoints Localization

Given the hair mask together with face landmarks, we now could locate facial acupoints based on the B-cun method. This refers to the method of measuring the length and width of each part of the body with the body surface condyles as the main landmark and determining the position of acupoints. Then, a unit “cun” is the length between the set two bone nodes divided into certain equal parts as the basis for setting acupoints. The facial acupoints bank on the unit cun’s definition of the head as shown in Figure 5. To start with, we locate three facial anatomical landmarks in consonance with the national standard. In order to differentiate these three points to acupoints, we group them in the channel named RHD:

- **RHD1, Yintang**: The midway between the medial ends of the eyebrows.
- **RHD2, Middle of anterior hairline**: Intersection of anterior hairline and anterior midline.
- **RHD3, Pupils**

![B-cun on the head](image)

Figure 5: B-cun on the head from National Standard of the People’s Republic of China, Acupoints [15]. Pictures from [16].
Table 1: Information of an example acupoint Sibai (ST2) in the data file.

<table>
<thead>
<tr>
<th>Channel Name</th>
<th>ID</th>
<th>NameE</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>2</td>
<td>Sibai</td>
<td>eye</td>
</tr>
<tr>
<td>FaceMeshX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FaceMeshY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IsSymmetry</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GetX(RHD3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GetY(ST1)+0.5*U</td>
<td></td>
<td>TRUE</td>
<td></td>
</tr>
</tbody>
</table>

From Fig.5b, the distance from Yintang to Middle of anterior hairline, \( d = (p_{RHD1} - p_{RHD2}) \), decides the unit cun as \( uc = d/3 \).

On that occasion, like RHD points definition, we could locate all facial acupoints. Table1 shows an example of what information we keep for each acupoint. All points’ information finally makes up to a data file.

There is one more aspect we want to specify, the channel name, which refers to a unique meridian channel. The meridian system[17] is a concept in TCM about a path through which the life-energy is known as "qi" flows. There are 12 standard and 8 extraordinary meridians, while acupoints are the chosen sites on the meridian system. We group the acupoints on the same meridian channel and connect them by the flow. For example, the previously stated acupoint, Sibai, belongs to the ST (Foot’s Yang Supreme Stomach Meridian) channel. Acupoints on the ST channel and their flow are illustrated in the Figure 6.

![Figure 6: Illustration of ST channel on the head. Picture from [18]](image_url)

5. **RESULTS**

We achieve real-time performance on both desktop and mobile devices by designing the pipeline properly. We show the final application below and compare the performance on different platforms.
5.1. Android Application

Figure 7 presents the screenshots from our FaceAtlasAR android app. Here we show the visualization of acupoints grouped by meridian channels in different poses. Thanks to the robustness of face alignment towards occlusion, users would not find problems pointing or pressing a target acupoint (Fig. 8).

Figure 8: User presses an acupoint on ST meridian channel
5.2. Accuracy

We setup an experiment on Samsung S10 (2280 × 1080) to validate the accuracy of our FaceAtlasAR to localize 4 reference points and 69 acupuncture points on face by comparing the mean pixel errors between ground truth positions and the localization results. Initially, we assign all the target positions into three groups by the localization complexity as shown in the Table 2.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Directly from face alignment results</th>
<th>One-time proportional localization</th>
<th>Multiple-times proportional localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference points</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Acupoints</td>
<td>38</td>
<td>16</td>
<td>15</td>
</tr>
</tbody>
</table>

We then investigate the mean pixel errors in 3 groups. For each localization points, we measure the pixel errors in 4 different poses: frontal face (0°), pitch (X-axis +10°), roll (Y-axis +10°), yaw (Z-axis +10°) to get the mean value. The results are shown in Figure 9.

![Figure 9: Mean pixel errors of localization](image)

From the results we found that some of the localizations are less precise than others. Especially, the system performs worse on group 2 than group 1 and group 3 than group 2. Accordingly, multiple times of proportional calculations that rely on the cun system add inaccuracy to the results. The system tolerates to different angles to some extent. However, a target point will be more well localized when it is point straight to the camera without any angles.

5.3. Performance

We evaluate the performance of our pipeline in three major components: face alignment, hair segmentation, and acupoints generation. Since the application runs on multiple platforms, we compare its performance on a desktop with Nvidia GeForce RTX 2070 SUPER and on a...
Samsung S10. The input images for two TFLite models are both in full size 512×512. We see that in this case, Samsung S10 still runs in full frame rate (60FPS). More detailed comparison is as in Table 3. We also evaluate the performance of data file parsing (Table 2), which only runs once at the setup stage.

<table>
<thead>
<tr>
<th>Device/Time, ms</th>
<th>File parser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desktop</td>
<td>0.102</td>
</tr>
<tr>
<td>Samsung S10</td>
<td>0.279</td>
</tr>
</tbody>
</table>

Table 3: Data file parsing performance

<table>
<thead>
<tr>
<th>Device/Time(ms)</th>
<th>Hair segmentation</th>
<th>Face alignment</th>
<th>Generation</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desktop</td>
<td>1.188</td>
<td>3.376</td>
<td>0.135</td>
<td>10.56</td>
</tr>
<tr>
<td>Samsung S10</td>
<td>50.279</td>
<td>14.673</td>
<td>0.512</td>
<td>84.758</td>
</tr>
</tbody>
</table>

Table 4: Application performance on a desktop and a mobile device

6. DISCUSSION

From the results we could see that:

- Our system can properly display the requested acupoints on selected meridian channels.
- The system tolerates movements very well, while endures tilt and rotation to some degree.
- The benefit from head rotation is that: when the acupoints are hidden in one view, they will be visible and more accurate in another one. For example, the frontal face hides acupoints in the ear region; thus, to view them around the left ear properly, the user needs to turn his/her head so that the left ear faces the camera.

Our next step is to improve the face alignment performance on the side of the head. There are dozens of acupuncture points around the ears that represent specific domain and functions of the body. However, most face alignment jobs only require a small set of landmarks. Even though the model we adopted can estimate 3D mesh with 468 vertices, it still neglects both sides of the head and loses some accuracy at the cheeks and chins. Therefore, we could only roughly estimate those acupoints’ positions based on the proportional relations to other landmarks on face, which is less meticulous.

7. CONCLUSION

In this paper, we proposed FaceAtlasAR, an end-to-end facial acupoints tracking solution that achieves real-time performance on mobile devices. Our pipeline integrates a face alignment model with a hair segmentation model. The high accuracy of the estimation and the robustness of the system empower users with little experience in acupuncture to interact with facial acupoints. Future work comes to improving the accuracy even further in the ear region since the face alignment only gives a little information towards the face edge near the ear region. Also, 3D interaction should be considered for users to gain a more immersive experience. For example, we could track users’ hands/fingers while they are interacting with a target acupoint.
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ABSTRACT

To gain insight into potential cyber threats, this research proposes a novel automatic threat action retrieval system, which collects and analyzes various data sources including security news, incident analysis reports, and darknet hacker forums and develops an improved data preprocessing method to reduce feature dimension and a novel query match algorithm to capture effective threat actions automatically without manually predefined ontology applied by the past research. The experimental results illustrate that the proposed method achieves an accuracy of 94.7% and a recall rate of 95.8% and outperforms the previous research. The proposed solution can extract effective threat actions automatically and efficiently.
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1. INTRODUCTION

Organizations and businesses apply modern information technologies to expand services and improve customer satisfaction, while in the meantime they are facing potential cyberattacks. Cyberattacks have increased in frequency and sophistication, presenting significant challenges for organizations that must defend their data and systems from capable threat attackers. They utilize a variety of tactics, techniques, and procedures (TTPs) to compromise systems, disrupt services, commit financial fraud, and expose or steal intellectual property and other sensitive information. Given the risks these threats present, organizations seek solutions to improve information security and reduce cyberattack risks.

TTPs are the patterns of activities or methods associated with a specific threat actor or group of threat actors [1], which help to identify common attack vectors and possible vulnerable systems likely compromised. Among the key elements of TTP information, identify threat actions is the most essential for understanding TTPs and proactively defending against cyberattacks.

Machine learning techniques have been applied to CTI research recently. Most past research focused on classifying security and non-security related documents or extracting vulnerabilities [2-5] but rarely extracting attack tactics to fill up the information needed by APT incidents to outline attack processes. Some previous work [6-8] manually built up a TTP ontology that consumes intensive labor work and requires to keep it updated as new attack vectors emerge.

To obtain efficient threat actions, such as hide malicious operations, avoid raising suspicion, and contain .scr file, cybersecurity staff needs to acquire a wide range of articles in order to comprehend the information. Based on the reading speed statistics from ExecuRead [9], the reading speed of technical articles is 50~75 wpm, which takes 5 ~ 6 minutes per page. For a mid-size APT report [10] of 12 pages, a reader needs one hour or so to comprehend the threat actions in the report and may miss some. Such a task is labor-intensive and desires an efficient and automatic threat action retrieval method.

To our best knowledge, the present study is the first attempt to automatically identify threat actions without manually defined ontology by applying multiple word vector models. This research proposes a CTI retrieval method that extracts a key threat action list, which replaces the role of ontology applied by the previous research. Furthermore, the proposed method develops a new query match algorithm that combines multiple word vector language models and similarity functions to capture effective threat actions automatically.

The primary contribution of this study is discovering potential cybersecurity information by exploring multiple types of data sources and multiple state-of-the-art word vector models and developing a novel information retrieval method that extracts threat actions automatically without ontology.

The remainder of the paper is structured as follows. Section 2 reviews the state of the art in the scope of threat intelligence extraction and natural language processing approaches. Section 3 presents the proposed threat action extraction method, followed by the performance evaluation and discussion in Section 4. The last section draws the conclusion remark and the future directions of this study.

2. LITERATURE REVIEW

Settanni et al. [11] evaluated their proposed document correlation methods, where a document is represented as a feature vector, and demonstrated that features based on TF-IDF from the document’s own words perform better and those from pre-determined dictionary exhibit a low accuracy and precision.

Niakanlahiji et al. [12] employed a context-free grammar (CFG) model to extract candidate threat actions and applied TF-IDF to extract threat actions. Their results imply that TF-IDF is suitable for representing the importance of a candidate threat action among a list of tokens, so this study adopts it for extracting relevant short phrases from candidate threat actions.

Distributed representations of words in a vector space help learning algorithms to achieve better performance in NLP tasks by grouping similar words. Word2Vec (W2V) [13] is a family of word embedding (word vector) models of representing distributed representations of words in a corpus, where Continuous Bag-of-Words Model (CBOW) and Continuous Skip-gram Model are commonly used. Word2Vec is a two-layer neural network and produces a vector space, where each unique word in a corpus is assigned a corresponding vector in the space.

A study [14] concluded that Word2Vec outperforms the traditional feature selection models including CHI, IG, and DF. As words may have different meanings (i.e., senses) depending on the context, identifying words in the correct meaning is important for extracting relevant information. Two previous studies [15, 16] concluded that Cosine similarity and Word2Vec can effectively capture syntactic word similarities and outperforms LSA (Latent semantic analysis) commonly used in word sense disambiguation. Both applied WordNet [17] as the evaluation
WordNet is a large lexical database of English, where nouns, verbs, adjectives, and adverbs are grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept.

Word2Vec models lose the ordering of the words and ignore the semantics of the words. An unsupervised algorithm Doc2Vec (D2V) [18] represents each document by a dense vector, which overcomes the weaknesses of Word2Vec. Kadoguchi et al. [19] applied Doc2Vec and ML technology to classify information security data from dark web forums, and the results indicate that Doc2Vec is effective on feature selection and a multi-layer classifier can achieve 79% accuracy. Another study [20] applied Doc2Vec with Cosine similarity on classifying court cases and yields 80% accuracy. A performance study [20] demonstrated that Word2Vec and Doc2Vec perform better than N-gram on text classification and semantic similarity.

If a word is not in the training corpus, Word2Vec fails to identify its similar words. FastText [21, 22] improves the drawback of Word2Vec by applying N-gram to build on not just using the words in the training vocabulary but also their substrings. FastText became popular and replaced Word2Vec on text classification [23, 24] after it was invented. A study demonstrated that FastText achieves 78% accuracy better than Word2Vec and Doc2Vec on text classification; another study [25] drew a similar conclusion remark.

TTPDrill [6] adopted Stanford typed dependency parser to extract candidate threat actions and then mapped these candidate threat actions to those in a pre-defined ontology based on BM25 [26] similarity score. A follow-up study, ActionMiner, [8] improved the above parser of candidate action extraction by applying entropy and mutual information to understand the specificity of verbs used in cybersecurity reports. A study [7] manually selected threat actions, classified the features of the selected threat actions, and associated the threat actions and malware by random forest. The above research all depend on an ontology defined manually and labor-intensive. This study proposes an automatic method to construct a key threat action list in replacement of a manually defined ontology and employs ML technology to analyze and identify effective threat actions.

3. The Proposed Method

Figure 1 overviews the major components of the proposed CTI retrieval method. In the model building, it retrieves documents from the security-related websites and sanitizes the text content, and then labels all the tokens by applying the part-of-speech tagging method, extracts verb-form tokens as a candidate threat action list.
Common NLP techniques are adopted to reduce the feature dimension, including tokenization, stop word removal, stemming, and lemmatization. Data cleaning reduces the word density in a given text and helps in preparing the accurate features for model training, as cleaned data improves the efficiency of ML models. The candidate threat actions are extracted from the above-cleaned text by applying POS tagging.

As an ontology requires intensive labor work and its efficiency heavily relies on the completeness of the human-defined ontology, the proposed method plans to automatically build up a key threat action list that is the key component of a TTP ontology to reduce the dependency on domain knowledge. To construct a key threat action list, a two-stage process is developed: the first stage filters out non-security related action tokens and the second stage applies similarity matching measure to extract key threat actions, where the key threat action list serves the purpose of the ontology used in the past research in threat action retrieval.

4. SYSTEM VALIDATION AND EVALUATION

The dataset is sourced from information security reports, Github’s APTNotes [27], where APTNotes have acquired comprehensive APT attack investigation reports published by cybersecurity companies, which explain attack chains and threat actions in detail. A total of 600 articles published from 2008 to May 2020 has been collected, where 520 reports from 2008 to 2019 are used for training and the newer ones are for evaluation purpose in order to evaluate if the proposed system can identify threat actions effectively based on a past dataset.

The articles in the dataset are studied, and the threat actions of each article are labeled by a security professional for performance evaluation, where the labeled dataset is summarized in Table 1.
Table 1. The threat actions of the dataset (source from this study).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of threat actions</th>
<th>No. of articles for testing/training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Candidate</td>
<td>Effective</td>
</tr>
<tr>
<td>APTNotes</td>
<td>21,631</td>
<td>1,438</td>
</tr>
</tbody>
</table>

To validate the proposed method by comparing compare the performance of different combinations of filtering and similarity methods as listed in Table 2. The experimental results demonstrate that the proposed threat action retrieval method achieves the best performance among all the different combinations of filtering and similarity methods and can identify threat actions effectively.

Based on our preliminary study, a security-related article might contain non-security action words that are not related to threat actions. An ontology-based approach requires intensive manual work. Therefore, the study proposes a multi-stage threat action retrieval approach in order to mimic the effort of ontology. The data clean removes noise and consolidates synonyms; the POS tagging labels and filters out non-verb tokens; the filtering process removes non-security action verbs; the matching process computes the similarity of the threat actions to retrieve key threat actions. The correctness of the experimental results are validated by humans, and the results verify the study objective: automatically retrieving threat actions without ontology.

Table 2. The performance of the different filtering and matching methods (source from this study).

<table>
<thead>
<tr>
<th>Filtering</th>
<th>Matching</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF</td>
<td>BM25</td>
<td>71.63%</td>
<td>28.55%</td>
<td>40.83%</td>
</tr>
<tr>
<td>WordNet</td>
<td>BM25</td>
<td>62.78%</td>
<td>74.80%</td>
<td>68.00%</td>
</tr>
<tr>
<td>WordNet</td>
<td>BM25, W2V, D2V, FastText</td>
<td>90.63%</td>
<td>94.55%</td>
<td>92.58%</td>
</tr>
</tbody>
</table>

5. CONCLUSION

This study applies word vector, tagging, filtering techniques to capture threat actions. The novelty of the proposed solution includes automatically producing a key threat action list as the base of the ontology, the two-stage key threat action extraction algorithm, and applying word vector models for key threat extraction.

The experimental results demonstrate that the proposed solution can capture effective threat actions efficiently with high accuracy and outperforms the previous research. According to the results, the proposed method achieves the following research goals: to identify threat actions efficiently without a predefined ontology and to be able to extract threat actions from different types of documents and in different languages.

This study applies part-of-speech tagging to label tokens in a sentence with their grammatical word categories, but it does not maintain grammatical relations between them. The future work might be able to explore dependency parsing to analyze the sentence structure as it keeps tokens' grammatical relations.

As this research focuses on retrieving threat actions, other pieces of CTI information might be useful for attack prevention. Exploring the relationships among adversaries, victims, and threat actions is another possible research direction for understanding the correlations of these parties.
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ABSTRACT

In this report, a system was developed that can predict the outcome of opening a restaurant in NYC based on various NYC open data sets, such as 311 calls, New York Police crime records and restaurant rating data. The data sets were preprocessed and cleaned before analysis to improve the quality of our results.
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1. INTRODUCTION

In today’s highly competitive world, every business has a motive to be profitable. Among business sectors, restaurant’s business is more connected to locality they are set up in. Apart from the quality of the food provided in the restaurant, there are other factors that need to be considered in order to make a restaurant business successful. People often choose restaurants that are in a safe and secure locations so they can relax and enjoy the meal. Some of the most important factors to consider regarding safety and accessibility are crime rate, entertainment, ease of commute and infrastructure. For example, an area with higher average income, and lower complaints of rodents, potholes, etc. can be considered as more safe and secure than other areas.

At an estimated population of 8.4 million, New York City is the most populated city in the United States. There is a constant fluctuation in the number of people moving to and from NYC every year, which has led to it having one of the most dynamic real estate markets worldwide. With such dynamic nature which will affect the locality rating, there is a need to constantly analyse the different localities of NYC. Someone moving into the city for setting up a business (e.g., restaurant) might be very interested in knowing which areas are more likely to bring in larger profit, which areas have good amenities, and less crime complaints. In this regard, metrics that show how safe a locality is, or which localities are prone to higher crime rate or higher service requests, are important factors to consider before setting up a restaurant. Financial institutes need to analyse risk when a business owner want to get finance from them. A tool to analyse risk would be beneficial.

Customer ratings for a restaurant are one of the important factors which contribute to the restaurant’s success. If we take into consideration crime reports, 311 requests and the ratings of other restaurants in the same locality, the success of opening a new restaurant in that area can be predicted. These of course depend on the quality of the restaurant itself and how its facilities are. But we believe that the surroundings do affect the success of a restaurant. This is where the analytic comes in.
In this report, our goal is to come up with a dynamic model which can predict the outcome of opening a restaurant in NYC. The same can be applied to other cities in the US. To achieve this, we need to find relevant data and perform analysis on that data to define a dynamic and robust model. The advent of Big Data and advancements in computational techniques have enabled us to optimally find metrics that can help us to choose big data. We want the data set to be as substantial and complete as possible so that it covers a long history of transactions and information. The more comprehensive the data, the bigger the possibility of building an accurate model and producing meaningful results. The data sets we are using are from NYC open data website. This website will be used to import data sets for 311, NYPD and restaurant data. The data sets were comprehensive enough to suit our needs. [6, 7, 8].

Since there are only few technologies that can handle huge data, it is important that we choose a technology which is freeware or processed with a minimal cost. When processing large data, one machine with more memory and disk space is more expensive and less efficient than a group of machines with cheap hardware and configuration. As a result, we turned to big data technologies to make use of cluster machines and lightning-fast processing of data. After deciding to use big data technology to process the data, it is also important to choose the correct big data technology. We will choose a popular technology, Spark [5], which is built on Hadoop [4].

As Hadoop is the heart and soul of big data technologies to create and maintain a cluster, it is important to take advantage of Hadoop for cluster management and HDFS. We also need a technology to perform data operations, so we need to choose a platform that can handle huge data and perform operations. As Hive [11] is a popular data warehouse technology, we can use Hive for any data operations. These big data technologies are able to complete our data processing operations an efficient manner, so we decided to use them.

During the planning stages, in order for restaurant owners to accurately predict the success of opening a new restaurant, a few important factors need to be considered. These predictions would help the restaurant owner decide where to set up a restaurant based on location, crime and other factors to reduce the business risk. To make this prediction, we first need to identify patterns in the data so that the model can learn from these patterns and apply them to predict future behaviours and patterns. There are many algorithms that we can use to do this, and in this report, we used the simple decision tree algorithm [9, 12] because its similarity to human thinking and ease of use both result in good interpretations of the data. Some researchers even use this approach to identify risk factors for relapse to Smoking [2]. If we are clear on which tree nodes and attributes to choose, we can definitely produce a dynamic and robust model. Decision tree is a classification technique and the decision tree algorithm tries to solve the problem by using a tree representation. Each internal node of the tree corresponds to an attribute and each leaf node corresponds to a class label.

2. **System Implementation**

Ubuntu [10] was chosen as the platform and Spark was installed on top of it. The data source includes 10 gigabytes of 311 service requests, where each record includes the type of call, latitude and longitude of the incident, zip code of the incident and the date of the complaint. The second data set is 1.4 gigabytes and includes New York City Police Department records reported crime and offense data based upon New York State Penal Law and other New York State Laws. Records specify type of crime, latitude and longitude of the incident, zip code of the crime scene and the date of the crime complaint. The third data set is 300 MB of restaurant rating records which includes restaurant zip code, building, street, and restaurant rating. Figure 1 shows the system components and their connections.
For these three major datasets, each contained millions of records. A substantial amount of time was spent on data processing and preparing the data sets for analysis. The data sets were cleaned using Hive SQL, where we handled missing values, duplicate values, records with invalid zip codes, records with invalid latitude and longitude information and determined the important fields to retain.

Some of the records were recorded at a latitude and longitude level instead of at a zip code level. Thus, we used the Geocode API and developed a python script that accepts latitude and longitude information as input parameters and outputs the corresponding zip code. Using Hive SQL, we joined the zip code of respective latitude and longitude location with the remaining attributes in the dataset. Finally, we used SQL and Hive to further process the fields which had a multitude of information contained in lists. These steps were taken in order to prepare individual datasets for the desired analytics. These refined individual datasets were grouped together using Hive SQL and SQL.

![Figure 1. System components](image)

### 2.1. Severity Classification Based on 311 Requests

We used 311 requests from past 5 years. Features that we considered after cleaning the data sets are 311_Incident Zip, which represent the 228 zip codes of NYC, and 311_Severity_1, 311_Severity_2 and 311_severity_3, which represent the count of 311 complaints based on severity. Complaints such as food poisoning and drug activity … etc., come under 311_Severity_1. Sidewalk condition, curb condition, mosquitoes … etc., come under 311_Severity_2 and complaints such as no permit parking, or lack of public bathroom come under 311_Severity_3. For each zip code, we calculated the count of all the severities and pivoted the severity counts as 311_Severity_1, 311_Severity_2, 311_Severity_3 for each zip code using SQL. See figure 2 for the classification.

<table>
<thead>
<tr>
<th>311 Complaint severity</th>
<th>311 Complaint types</th>
</tr>
</thead>
<tbody>
<tr>
<td>311_Severity_1</td>
<td>Food poisoning, Drug activity etc.</td>
</tr>
<tr>
<td>311_Severity_2</td>
<td>Sidewalk condition, curb condition, mosquitoes</td>
</tr>
<tr>
<td>311_Severity_3</td>
<td>No permit, public toilet</td>
</tr>
</tbody>
</table>

![Figure 2. Classification of 311 Severity Based on 311 Complaint Types.](image)
2.2. Severity Classification Based on Crime Complaints

We used crime complaints from past 5 years. Features that are considered after cleaning the data sets are Crime_Incident_Zip, which represent the 228 zip codes of NYC, and Crime_Severity_1, Crime_Severity_2 and Crime_severity_3, which represent the count of crime complaints based on severity. Crimes such as murder, felony … etc., come under Crime_severity_1. Forgery, robbery, assault … etc., come under Crime_severity_2 and the miscellaneous complaints come under Crime_severity_3. Similar to the 311 severity data sets, we calculated the count for each zip code with all the severities and pivoted the severity counts as Crime_Severity_1, Crime_Severity_2, and Crime_Severity_3 for each zip code using SQL. See Figure 3.

<table>
<thead>
<tr>
<th>Crime Complaint severity</th>
<th>Crime Complaint types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crime_Severity_1</td>
<td>Felony, murder, etc.</td>
</tr>
<tr>
<td>Crime_Severity_2</td>
<td>Assault, robbery, forgery</td>
</tr>
<tr>
<td>Crime_Severity_3</td>
<td>Miscellaneous</td>
</tr>
</tbody>
</table>

Figure 3. Classification of crime severity based on crime complaint types

2.3. Determine Restaurant Label Based on the Restaurant Rating

The features considered in the restaurant dataset are the Restaurant zip of the NYC locality, restaurant address, type of cuisine and the rating of the restaurant. The average of the ratings given to all the restaurants are considered. Restaurant rating which 2.5 or below is labelled as “low”, which is low recommended restaurant, Restaurant rating greater than 2.5 and less than 3.3 is labelled as “medium”, which is a medium recommended restaurant. Restaurant rating greater than 3.3 is labelled as “high”, which is highly recommended restaurant. See Figure 4 for restaurant labelling.

<table>
<thead>
<tr>
<th>Restaurant Label</th>
<th>Restaurant Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>2.5 or less</td>
</tr>
<tr>
<td>Medium</td>
<td>&gt;2.5 and &lt;3.3</td>
</tr>
<tr>
<td>High</td>
<td>3.3 and above</td>
</tr>
</tbody>
</table>

Figure 4. Restaurant Labelling Based on Rating

2.4. Determine the 311 Status, Crime Status Based on Crime Complaint Severity and 311 Complaint Severity

If the 311_Severity_1 is greater than 311_Severity_2 and 311_Severity_3, then 311_status is labelled as “low” and therefore is low recommended location. If the 311_Severity_2 is greater than 311_Severity_1 and 311_Severity_3 then the 311_status is labelled as “medium”, which is medium recommended location. Similarly, if the 311_Severity_3 is greater than 311_Severity_1 and 311_Severity_2 then the 311_status is labelled as “high” and this means the area is highly recommended. See Figure 5 for 311_status classification.

We classified crime severity in a similar way. If the Crime_Severity_1 is greater than both Crime_Severity_2 and Crime_Severity_3, then Crime status is marked as “low” which means it is not a recommended location. If the Crime_Severity_2 is greater than both Crime_Severity_1 and Crime_Severity_3, then Crime status is labelled as “medium” and it is medium recommended location. If 311_Severity_3 is greater than both 311_Severity_2 and 311_Severity_1, then the
Crime status is labelled as “high” and it is a highly recommended location. Figure 6 shows the classification of crime status based on the crime complaint severity.

<table>
<thead>
<tr>
<th>Crime status</th>
<th>Location label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Worst</td>
</tr>
<tr>
<td>Medium</td>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
<td>Best</td>
</tr>
</tbody>
</table>

Figure 5. The 311 Status classification

2.5. Determine the Location Label Based on Crime Status, 311 Status and Restaurant rating

Looking at all the possible combinations of crime status, 311 status and restaurant rating, we labelled each area as best, moderate or worst. For instance, if the 311 status is low, crime status has a low classification and restaurant rating is less than 2.5, then we label this location as worst, which means the location is not recommended for setting up a restaurant. See Figure 7 for classifications.

<table>
<thead>
<tr>
<th>311 status</th>
<th>Crime status</th>
<th>Restaurant Rating</th>
<th>Location label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
<td>&lt;2.5</td>
<td>Worst</td>
</tr>
<tr>
<td>Low</td>
<td>Medium</td>
<td>&lt;2.5</td>
<td>Worst</td>
</tr>
<tr>
<td>Medium</td>
<td>Low</td>
<td>&lt;2.5</td>
<td>Worst</td>
</tr>
<tr>
<td>Medium</td>
<td>Medium</td>
<td>&lt;2.5</td>
<td>Worst</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>&lt;2.5</td>
<td>Worst</td>
</tr>
<tr>
<td>High</td>
<td>Medium</td>
<td>&lt;2.5</td>
<td>Worst</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>2.5-3.3</td>
<td>Worst</td>
</tr>
<tr>
<td>Medium</td>
<td>Low</td>
<td>2.5-3.3</td>
<td>Worst</td>
</tr>
<tr>
<td>Low</td>
<td>Medium</td>
<td>2.5-3.3</td>
<td>Worst</td>
</tr>
<tr>
<td>Medium</td>
<td>Low</td>
<td>&gt;=3.3</td>
<td>Moderate</td>
</tr>
<tr>
<td>Medium</td>
<td>Medium</td>
<td>&gt;=3.3</td>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
<td>Medium</td>
<td>2.5-3.3</td>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
<td>Medium</td>
<td>&gt;=3.3</td>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>&gt;=3.3</td>
<td>Best</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>&gt;=3.3</td>
<td>Best</td>
</tr>
<tr>
<td>High</td>
<td>Medium</td>
<td>&gt;=3.3</td>
<td>Best</td>
</tr>
<tr>
<td>High</td>
<td>Medium</td>
<td>&gt;=3.3</td>
<td>Best</td>
</tr>
</tbody>
</table>

Figure 7. Location Classification
2.6. Prediction Model Implementation

The Apache Spark MLlib was used to develop the prediction models. The feature set was as described above. We experimented with two different Machine Learning algorithms: Logistic Regression and Decision Trees. Logistic Regression is best suited for models with output ranging from 0 to 1. In this model, output was categorized as low, medium, or high ranging from 0 to 2. The dataset obtained after cleaning is split randomly by using the random function into both training and the testing datasets, known as K-fold cross validation approach. The model after training the dataset is applied to predict the results for the testing and the results are evaluated. We found that compared to decision trees, Logistic regression was a less accurate algorithm.

3. CONCLUSIONS AND REMARKS

The total count for prediction with low recommended is 4149036. For medium recommended, total count is 3984406 and for high recommended, 3273156. See Figure 8 for a pie chart illustrate the percentage of the recommendation. Due to the communication delays among cluster PCs the speed up is not significant.

Decision Tree Algorithm is used as a classification technique which is used on the existing dataset and the resulting decision tree is used to create a strategy for finding the status of the zip code based on the security and severity. The decision tree considers the factors that are considered relevant for the decision.

The decision tree technique can be used to identify the impact of changes on results when one of the underlying attributes is changed. As the security and severity for a location changes constantly, this technique allows businesses to identify the factors that are more sensitive and less sensitive contributing to the security of the location. This kind of sensitivity is difficult to detect in another model.

4. FUTURE WORKS

Because there are many different algorithms and topics to explore in model creation and feature selection, it would be interesting to analyse the effects of these algorithms and verify if any of them could perform better on the data sets that we have.
Additionally, we can perform more robust analysis and develop a model with more accuracy if we have the ability to input additional information like housing rates, population demographics, accessibility to public transit, green space, school rating and population diversity. Due to time constraints, as well as the limit on resources and availability of public data, our analysis was restricted.

As the work is done on a local pseudo-distributed mode cluster and there is no significant speed up, Using a bigger cluster with more data on cloud computing service like Amazon Web Service maybe a good option, which will give an opportunity to use more big data technologies and use of lightning-fast speed of the cluster.
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ABSTRACT

IT has become an essential part of the organization. IT governance specifies the decision rights and accountability framework to encourage desirable behaviour in using IT. Concepts of IT governance have expanded to improve IT-business alignment under today’s business environment and prospects. This paper contributes to empirically knowledge of IT governance practices in Japanese organizations based on survey data gathered from 101 corporations, including large, medium, and small companies. The findings of the ordinal regression analyses in this study indicate that IT governance is associated with Strategic Alignment, Performance Measurement and Value Delivery, while Risk Management and Resource Management have positive but no significance association with IT governance.
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1. INTRODUCTION

According to the “Corporate IT Trend Survey 2020” (FY2019 survey) by Japan Users Association of Information Systems [1], which examines trends in corporate IT investment and IT strategy, 40.7% of the total answered their IT budgets would “increase”, 46.0% “unchanged”, and 13.2% “decrease.” Digital transformation in business continues to be an important management issue. The role of IT continues to grow, and IT budgets are expected to continue their upward trend despite growing economic uncertainty.

Today, IT has become an essential part of the organization, and IT function of the organization has evolved from a technology provider into a strategic partner [2]. IT governance addresses the authority and control for key IT activities in organizations, such as IT infrastructure and IT use. Effective IT governance guarantees that IT helps business goals, maximizes investment in IT, and directs IT-related risks and opportunities [3]. A lack of IT governance in one company can threaten an entire society, as shown by two well-publicized IT failures in Japan: Japan Airlines’ halting automated check-in procedures by the system failure, and Mizuho Financial Group’s banking system failure. Those system failures caused chaos, from which the recovery took for a while until the operations went completely back to normal.

Weill and Ross [4] define IT governance as specifying the decision rights and accountability framework to encourage desirable behaviour in using IT. In corporate management, IT governance, which is an organizational mechanism for continuously optimizing IT investment,
effects, and risks, can be the most important issue for Japanese companies. IT governance influences corporate management strategy. Concepts of IT governance has expanded [3][4] to improve IT-business alignment under today’s business environment and prospects.

This paper contributes to the empirical knowledge of IT governance practices in Japanese organizations by using a questionnaire survey data. Factor analyses and multiple regression have been used to interpret the relationships among IT governance and IT governance related factors.

The remainder of this paper is organized as follows. Section 2 presents a literature review of the concept of IT governance, IT governance framework, strategic alignment maturity, and IT governance in Japan. Section 3 describes research objectives and hypotheses. Section 4 presents the methodology used for questionnaire survey and multivariate statistical approach. Section 5 presents our survey results and implications. The conclusion is presented in Section 6.

2. LITERATURE REVIEW

IT governance takes place through the specification of decision rights and accountabilities framework designed to motivate advantageous IT-related behaviour within an organization [4]. IT management must ensure the governance mechanisms are in place implemented to fulfil the strategies [5]. Many literatures have conducted a systematic literature review on IT governance and listed various definitions (e.g. [6] [7] [8] [9] [10]).

Carroll, et al [6] focused on the published literature on the control objective for information and related technology (COBIT). COBIT and “value from IT investments” (Val IT) are frameworks developed by Information Systems Audit and Control Association (ISACA) for information technology (IT) management and IT governance to help business executives, IT personnel and management. They found approximately 7 % of the publications had academic background, while 93% were practitioners oriented. Even the later study by De Maere and De Haes [11] suggested the number of publications in top journals is low at 1 % within the context of IT governance.

Based on their literature review, Vejseli and Rossmann [8] identified five relevant perspectives for further research including strategic alignment perspective, IT leadership perspective, IT capability and process performance perspective, resource relatedness perspective and culture perspective. Fink and Ploder [12] introduced a decision support framework to address the issue of implementing IT governance into the organizational context and imply corporate culture can influence the success of IT governance implementation. Their model is developed based on the IT governance model suggested by Weil and Ross [4] with its five decision fields: IT principles, IT architecture, IT infrastructure, business applications, IT investment and prioritization. Webb et al. [7] proposed definitive definition of IT governance, focusing on two important areas of influence on the emergence of IT governance: 1) corporate governance within organization and 2) strategic information system. They found five elements (strategic alignment, delivery of business value through IT, performance management, risk management and control and accountability) of the framework have been validated.

Aasi et al. [10] found that IT governance is strongly linked with the corporate governance, which is influenced by culture; however, there are few research studies in this topic. After performing an extensive literature review, Levstek et al. [9] decided to use the following definition of De Haes and Van Grembergen [13] as the most comprehensive definition.

“IT governance is an integral part of corporate governance, exercised by the Board, overseeing the definition and implementation of processes, structures and relational mechanism in the
organization that enable both business and IT people to execute their responsibilities in support of business/IT alignment and the creation of business value from IT enabled business investment” (see Figure 1).

Symons et al. [14] suggested that implementing a good IT governance requires a framework based on structure, process, and communication. Symons et al. [14] also suggests that there are four objectives that drive IT governance: IT value and alignment, accountability, performance measurement, and risk management. Each of these objectives must be addressed as part of the IT governance process (see Figure 2).

There are many theoretical literatures, discussing over different definitions of IT governance and frameworks, while fewer empirical studies are found.

Lunardi et al. [15] empirically tested the determinants for the effectiveness of IT governance, based on survey data of 87 CIOs of large Brazilian companies. They found that IT strategic alignment, IT value delivery, IT risk management and IT performance management are positive and significant associated to IT governance effectiveness, indicating that the higher the performance of these domains, the higher the IT governance effectiveness. IT strategic alignment, in turn, appears as the main predictor. Miyamoto and Kudo [16] conducted an empirical research on IT governance using research data of 345 SMEs residing in Akita prefecture, located in the northern part of Japan. They found that Strategic Alignment, Performance Measurement, Resource Management, Risk Management, Value Delivery are positive and significant associated to IT governance. They also found that most of these SMEs understand the importance of IT governance, but few have a person in charge of IT specialization.
3. **Research Model and Hypotheses**

The proper alignment between use of IT and the business goal of an organization is basic principal to efficient and effective IT governance [6]. Based on literature review, the author assesses Japanese corporations’ IT governance by strategic alignment, risk management, value delivery, resource management, and performance management, and created a research model (see Figure 3).

![Figure 3. Research model](image)

The following hypotheses are proposed and are examined.

H1: There is a significant, positive relationship between IT governance and Strategic Alignment.
H2: There is a significant, positive relationship between IT governance and Performance Measurement.
H3: There is a significant, positive relationship between IT governance and Resource Management.
H4: There is a significant, positive relationship between IT governance and Risk Management.
H5: There is a significant, positive relationship between IT governance and Value Delivery.

4. **Surveys**

4.1. Data

The data were collected by means of a questionnaire. The survey was conducted throughout Japan from late August in 2018 to mid-November in 2018. Respondents were randomly selected from several databases of local businesses of each prefecture and from members of Japan Users Association of Information Systems. The survey was conducted online and amassed 101 valid responses. The questionnaire was sent by email to the information system division, as well as the corporate planning division of the firms. Most of the questionnaires are asked by 5 -point scale.
Table 1. Size of the companies studied

<table>
<thead>
<tr>
<th>Total number of employees</th>
<th>Annual Revenue (in billion yen)</th>
</tr>
</thead>
<tbody>
<tr>
<td>More than 1,000</td>
<td>27</td>
</tr>
<tr>
<td>300-1,000</td>
<td>24</td>
</tr>
<tr>
<td>100-300</td>
<td>14</td>
</tr>
<tr>
<td>50-100</td>
<td>10</td>
</tr>
<tr>
<td>20-50</td>
<td>13</td>
</tr>
<tr>
<td>Less than 20</td>
<td>12</td>
</tr>
<tr>
<td>Missing</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>101</td>
</tr>
</tbody>
</table>

Table 1 shows number of employees and annual revenue of the sample. The data in this study contains both large corporations as well as SMEs. In Japan, SMEs is defined under Article 2, Paragraph 1 of the Small and Medium-sized Enterprise Basic Act, and the term “small enterprises” refers to “small enterprises” as defined under Article 2, Paragraph 5 of said act. The category of “more than 1,000 employees” and “300 to 1,000 employees” can be considered as large corporations: those of up to 300 employees as small and medium enterprises, and those less than 20 employees as small enterprises.

The respondents in this study represented a variety of industry. The list of industries for those participating this research is shown in Table 2 and the list of variables is shown in Table 3.

Table 2. The Participating Organizations: Industries

<table>
<thead>
<tr>
<th>Industries</th>
<th>Frequencies</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rubber / ceramic industry</td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td>Other service industry</td>
<td>8</td>
<td>7.9</td>
</tr>
<tr>
<td>Other manufacturing industry</td>
<td>10</td>
<td>9.9</td>
</tr>
<tr>
<td>Chemical · Petroleum</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Machinery and electrical equipment</td>
<td>14</td>
<td>13.9</td>
</tr>
<tr>
<td>Education</td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td>Finance / insurance industry</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Construction</td>
<td>8</td>
<td>7.9</td>
</tr>
<tr>
<td>Trading company · other wholesale business</td>
<td>8</td>
<td>7.9</td>
</tr>
<tr>
<td>Retail · Food industry</td>
<td>5</td>
<td>5.0</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>24</td>
<td>23.8</td>
</tr>
<tr>
<td>Food</td>
<td>3</td>
<td>3.0</td>
</tr>
<tr>
<td>Fisheries · Agriculture · Forestry · Mining</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Precision equipment</td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td>Fiber</td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td>Warehouse · Transportation</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Steel · Nonferrous metal · Metal</td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td>Electricity, Gas and Public Service</td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td>Real estate business</td>
<td>2</td>
<td>2.0</td>
</tr>
<tr>
<td>Transportation equipment</td>
<td>3</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Total 101 100.0
4.2. Empirical Analyses

The ordinal regression model [17] is used to model between the ordinal outcome and independent variables. Both dependent variables (IT governance (ITG) and independent variables (Strategic Alignment (SG), Risk Management (RM), Value Delivery (VD), Resource Management (RM), Performance Management (PM) are obtained by confirmatory factor analysis.

4.2.1. Confirmatory Factor Analysis

In the social sciences, factor analytical methods are commonly used in the scale measurement in examining the structure of scales. There are two common standard statistical tools, exploratory and confirmatory factor analyses for developing measurement scales.

Confirmatory factor analysis (CFA) is a multivariate statistical procedure that is used to test how well the measured variables represent the number of constructs. In CFA, the number of factors requires in the data can be specified, and measured variable is related to which latent variable.

The basic factor analysis equation can be represented in matrix form as:

\[ Z = \lambda F + \epsilon \]

Where \( Z \) is a px1 vector of variables, \( \lambda \) is a pxm matrix of factor loadings, \( F \) is an mx1 vector of factors and \( \epsilon \) is a px1 vector of error or residual (unique or specific) factors [18]. Because of differences in the units of variables used in factor analysis, the variables were standardized, and a correlation matrix of variables was used to obtain eigenvalues. Varimax rotation was used to facilitate interpretation of factor loadings \((\lambda_{ib})\). Factor coefficients \((\epsilon_{ib})\) were used to obtain factor scores for selected factors. Factors with eigenvalues greater than 1 were employed in multiple regression analysis [18] [19] [20]. Score values of selected factors were considered as independent variables for predicting IT governance.
Table 3. A List of Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Strategic Alignment</th>
<th>Importence</th>
<th>top1</th>
<th>top2</th>
<th>top3</th>
<th>top4</th>
<th>top5</th>
<th>top6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>a) Importance of leveraging IT for enhancing competitiveness</td>
<td>c) Involvement of IT personnel to process business strategy</td>
<td>d) Involvement of senior management to IT strategy formulation process</td>
<td>e) Involvement of senior management for business transformation projects involving IT</td>
<td>f) Aggressiveness of management for communication with IT personnel</td>
<td>g) Senior management’s IT strategy is known to every employee</td>
<td>h) Management suggests and supports utilization of IT in business</td>
</tr>
<tr>
<td></td>
<td></td>
<td>top1</td>
<td>top2</td>
<td>top3</td>
<td>top4</td>
<td>top5</td>
<td>top6</td>
<td></td>
</tr>
<tr>
<td>Risk</td>
<td>Management</td>
<td>risk1</td>
<td>risk2</td>
<td>risk3</td>
<td>risk4</td>
<td>risk5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a) Managers communicate with IT personnel to understand the circumstances of their use of IT</td>
<td>b) IT personnel substantively understand the management strategy</td>
<td>c) The business unit personnel understand IT environment and the company’s IT strategy</td>
<td>d) Exchanging ideas between departments by leveraging information sharing and corporate intranet groupware</td>
<td>e) Hold regular meetings on IT projects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>governance</td>
<td>gove1</td>
<td>gove2</td>
<td>gove3</td>
<td>gove4</td>
<td>gove5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a) Supervision and management of IT budget</td>
<td>b) Supervision and management of IT investment evaluation</td>
<td>c) Thorough sharing duties and authority on IT</td>
<td>d) Establishment of the IT-related committee</td>
<td>e) Clarification of the criteria in an allocation and prioritization of IT utilized resources</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value</td>
<td>Delivery</td>
<td>value1</td>
<td>value2</td>
<td>value3</td>
<td>value4</td>
<td>value5</td>
<td>value6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a) Understanding the business value expected in the use of IT between business sectors</td>
<td>b) Participation in the implementation process of IT employees</td>
<td>c) Participation in the management planning process of IT personnel</td>
<td>d) Each department and senior management to share each other’s goals and risk</td>
<td>e) Business divisions and IT personnel trust each other</td>
<td>f) Regarding IT projects, consult professionals (such as the IT coordinator) or external organizations, such as public institutions and private companies</td>
<td></td>
</tr>
<tr>
<td>Performance Management</td>
<td>skill1</td>
<td>skill2</td>
<td>skill3</td>
<td>skill4</td>
<td>skill5</td>
<td>skill6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a) Encourage and offer a chance to take advantage of in-house IT employees to create new ways to use IT</td>
<td>b) Educate and train to increase the capacity utilization of IT</td>
<td>c) Set a goal of IT skills of employees and recommend employees to take the IT related exam</td>
<td>d) Hiring personnel with the knowledge and skills required for the IT management and operation</td>
<td>e) Creating managerial posts for IT professionals</td>
<td>f) Expanding the career paths for IT professionals</td>
<td></td>
</tr>
<tr>
<td>Resource Management</td>
<td>resource1</td>
<td>resource2</td>
<td>resource3</td>
<td>resource4</td>
<td>resource5</td>
<td>resource6</td>
<td>resource7</td>
<td>resource8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a) Computerize general administrative duties (e.g., planning, finance, accounting, regulatory measures, and quality control)</td>
<td>b) Computerize personnel and labor management (e.g., human resources management and benefits, recruitment and training of personnel, salaries payments, etc.)</td>
<td>c) Computerize technological development (e.g., R &amp; D, product design, knowledge management, and production equipment design)</td>
<td>d) Computerize procurement (e.g., demand planning, payment and billing, procurement, etc.)</td>
<td>e) Computerize purchasing and logistics (e.g., scheduling, shipment and delivery planning, warehouse management, inventory management, etc.)</td>
<td>f) Computerize manufacturing operations (e.g., assembly, maintenance, equipment, equipment maintenance, inspection, printing, etc.)</td>
<td>g) Computerize logistics shipping (e.g., order processing, shipping and transportation planning of the final product, and storage of the final product)</td>
</tr>
</tbody>
</table>
Table 4 contains the Pearson correlation coefficient between all pairs of six latent variables obtained by factor analysis. Correlation is significant at the 0.01 level (two-tailed) and the correlations between indicators range between 0.33 and 0.83. All variables are correlated with other variables well, but none of the correlation coefficients is particularly larger than 0.90; therefore, multicollinearity is not a problem for these data.

4.2.2. Regression Analysis

The regression equation fitted was:

$$ITG_{it} = a + b_1SA + b_2RM + b_3VD + b_4RM + b_5PM + e$$

Where $a$ is regression constant (it is the value of intercept and its value is zero); $b_1$...$b_5$ are regression coefficients of Factor Scores (FS), and $e$ is the error term. Regression coefficients were tested with a $t$-statistic. The coefficient of determination ($R^2$) was used as an indicator of the quality of the regression [21].

5. Empirical Results

The results of analyses are shown as follows.

Table 5. Model Summary

<table>
<thead>
<tr>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>.880***</td>
<td>.775</td>
<td>.762</td>
<td>.44616271</td>
</tr>
</tbody>
</table>

The table 5 is the model summary. $R$ can be considered as one measure of the quality of the prediction of the dependent variable, IT governance. A value of 0.880 indicates a good level of prediction. The $R$ square ($R^2$) value, the coefficient of determination, shows the value of 0.775, which indicates the independent variables explain 77.5% of the variability of the dependent variable.

Table 6. ANOVA

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regression</td>
<td>62.932</td>
<td>5</td>
<td>12.586</td>
<td>63.229</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>18.314</td>
<td>92</td>
<td>.199</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>81.245</td>
<td>97</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The F-ratio in the ANOVA (Table 6) tests whether the overall regression model is a good fit for the data. The table shows that the independent variables statistically significantly predict the dependent variable, \( F(5, 92) = 63.229, p(0.001) < 0.05 \), (i.e., the regression model is a good fit of the data).

Table 7 shows the results of regression analyses.

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
</tr>
<tr>
<td>(Constant)</td>
<td>-.001</td>
<td>.045</td>
</tr>
<tr>
<td>Strategic_Alignment</td>
<td>.149</td>
<td>.087</td>
</tr>
<tr>
<td>Risk_Management</td>
<td>.116</td>
<td>.105</td>
</tr>
<tr>
<td>Value_Delivery</td>
<td>.438</td>
<td>.077</td>
</tr>
<tr>
<td>Resource_Management</td>
<td>.068</td>
<td>.056</td>
</tr>
<tr>
<td>Performance_Management</td>
<td>.254</td>
<td>.074</td>
</tr>
</tbody>
</table>

a. Dependent Variable: IT_Governance

Value Delivery \( p(0.000) < 0.05 \), Performance Management \( p(0.001) < 0.05 \), and Strategic Alignment \( p(0.089) < 0.10 \) are statistically significant, but Risk Management \( p(0.273) > 0.05 \) and Resource Management \( p(0.232) > 0.05 \) are not significant.

A result of IT governance model for Japanese SMEs shows the following findings.

H1: There is a significant, positive relationship between IT governance and Strategic Alignment.

H2: There is a significant, positive relationship between IT governance and Performance Measurement.

H3: There is positive, but no significant relationships are found between IT governance and Resource Management.

H4: There is positive, but no significant relationships are found between IT governance and Risk Management.

H5: There is a significant, positive relationship between IT governance and Value Delivery.

The results suggest that all hypotheses show positive relationships with IT governance; particularly those with Strategic Alignment, Performance Measurement and Value Delivery are positive and statistically significant.

6. CONCLUSIONS

Based on literature review on IT governance, the author has tested factors which are related to IT governance, using the survey data from 101 Japanese corporations including large ones and SMEs.

The findings of the ordinal regression analyses in this study indicate that IT governance is associated with Strategic Alignment, Performance Measurement and Value Delivery, while Risk
Management and Resource Management have positive but no significance association with IT governance.

The results suggest that the corporations recognize that IT strategic alignment as an important component to attain higher levels of IT effectiveness, which in turn could help organizations to obtain better business performance (Luftman at al. 2010). The respondents also seem to understand that measuring IT performance and value delivery are essential parts of any IT governance program.

![Figure 3. Who is responsible for IT in 2013](image1)

![Figure 4. Who is responsible for IT in 2018](image2)

However, the author could not find significant associations between IT governance and IT risk and resource management. Although many organizations increasingly recognize the importance of IT governance, it is also known that many of them struggle with implementing and embedding these governance practices into their organization [22].

Results for a question asked, “Who is responsible for IT in your organization?” are shown in figure 3 and figure 4, respectively. Figure 3 reflects the results of questionnaire targeting SMEs in Akita prefecture, the northern part of Japan, conducted in 2013, and figure 4 reflects those of entire Japan, including large companies and SMEs, in 2018. Figure 3 suggests that “an employee who knows IT is responsible for IT” is more than 50 percent, and there are a few CIOs. The result for SMEs in 2018 seems to have the same trend; however, larger corporations have more dedicated IT managers, including CIOs.

The limitation of this study is “sample bias.” About one fourth (24%) of respondents are representing the telecommunications industry, and 14% are those of the machinery and electrical equipment, 10% are representing other manufacturing industry (see Table 2). This paper might have had limited ability to gain access to the appropriate scope of participants. The author is planning to conduct a larger survey research to solve such bias.
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AUTOMATIC DETECTION AND EXTRACTION OF LUNGS CANCER NODULES USING CONNECTED COMPONENTS LABELING AND DISTANCE MEASURE BASED CLASSIFICATION
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ABSTRACT

We introduce in this paper a method for reliable automatic extraction of lung area from CT chest images with a wide variety of lungs image shapes by using Connected Components Labeling (CCL) technique with some morphological operations. The paper introduces also a method using the CCL technique with distance measure based classification for the efficient detection of lungs nodules from extracted lung area. We further tested our complete detection and extraction approach using a performance consistency check by applying it to lungs CT images of healthy persons (contain no nodules). The experimental results have shown that the performance of the method in all stages is high.
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1. INTRODUCTION

According to World Health Organization (WHO) statistics, lung cancer cases exceeded 13% of all cancer cases appeared in the world, surpassing breast cancer which came second with 11.9%[1]. These facts made lung cancer a major concern for both related specialists and scientists seeking efficient computer aided diagnosis.

Early diagnosis can improve the effectiveness of treatment and increase the patient's chance of survival [2]. The previous facts motivated researchers to pay a great attention to researches that work on automated diagnosis of lung cancer in a wide field known as Computer Aided Diagnosis Systems for Lung Cancer. A reliable computer diagnosis of the disease will help screening a large number of images created every day enabling specialized doctors to work with only little amount of candidate images and raising their efficiency [3]. Hundreds of published scientific papers appeared during the past 3 decades [2]. These published research works were reviewed in several review papers [2,3,4,5,6] to evaluate the overall situation of research on this subject, identify the challenges, and propose specified points to improve the performance of the CAD approaches for lung cancer detection and diagnosis. The review papers discussed in general the four main steps of processing of lungs images: segmentation of the lung fields (regions),...
detection of nodules inside the lung fields, segmentation of the detected nodules, and diagnosis of the nodules as benign or malignant.

In general, all review papers called for further improvements in the performance of the available systems, especially, in segmentation of lungs (lungs from chest image) and detection of lung nodules (segmenting and detecting nodules from lung images) and considered this improvement as challenges for further investigation in this field.

In this paper, we introduce an automatic method for detection and extraction of Lungs Cancer Nodules from chest CT images. The method provides good improvements in segmenting lungs accurately from chest CT image with a considerable variety of shapes so that it can be considered as flexible and effective. The method uses 2D Connected Components Labeling (2D-CCL) technique to extract the lungs area from chest image, and after extraction of some suitable features, the method makes use of a weighted distance measure based classification technique to detect nodules with high accuracy.

2. RELATED WORKS

Different techniques were used by researchers to extract nodules from 2D and 3D, CT images. Using two dimensional CT images, Kaur R., et al. [7] used PCA (Principal Component analysis) to extract nodules from lung cancer CT images, and Miwa T., et al.[8] used morphological N-Quoit Filter to automatically extract nodules based on shape and gray level information. Homma N., et al. [9] used Gabor filter and the difference of pixel values along the object axis to detect nodules, and Gomathi M., et al. [10] used FPCM and extreme learning machine for the same purpose. Those were some sample references from the period (2002-2013). Recently, S. Makaju et al. [11], used in 2018 watershed technique for segmentation and some shape and density features to detect nodules., S. Wang et. al. [12]used in (2020) Residual Neural Networks and N. Khehrah et. al [13] used in (2020) the histogram and some morphological operators to extract the lung, and a threshold based technique to select candidate nodules. The works mentioned above on detecting lung nodules from 2D chest CT images for Computer Aided diagnosis are naturally not exhaustive but give a good idea about the diversity of techniques and methods used.

Ammar M. et al. [14], used the CCL technique to extract liver area from the complicated 2D abdominal CT image to be used for diagnosis of liver cancer. Based on this experience, the authors explored the possibility of using the same technique for the detection and extraction of lung cancer nodules from 2D chest CT images, and presented the encouraging results they obtained in this paper.

3. USED DATA

Images from CT scans of lungs of 11 persons were provided by Alsham Imaging Center and 102 others by Tishreen Hospital. The images in each scan are about 80, and the thickness of each slice is 2 mm. The specialist selected one image from each scan to be used in this study. We divided the 113 images into 2 groups: (1) lungs of 98 cancer patients containing nodules, and (2) lungs of the remaining 15 persons with no nodules (from healthy persons). Both groups were used for lung area extraction from the CT image. For nodule detection, we used the first group for developing and testing the algorithm, and used the second group to check the consistency of the algorithm performance, since the algorithm that detects nodules in the lungs of cancer patients must detect “no nodules” in the images of the lungs of healthy persons. We transformed all the images from DICOM format to JPG format for processing in MATLAB environment.
shows an example from the CT slices of healthy persons, and another one from CT slices of a cancer patient lungs.

<table>
<thead>
<tr>
<th>A lung CT image of a healthy person</th>
<th>A lung CT image of a cancer patient</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Healthy Lung CT Image" /></td>
<td><img src="image2.png" alt="Cancer Lung CT Image" /></td>
</tr>
<tr>
<td>534x512</td>
<td>703x512</td>
</tr>
</tbody>
</table>

Fig. 1. A CT image of a healthy person (left), and another one of a lung cancer patient (right). The nodules diagnosed by doctor, are surrounded by a small circles.

4. **NODULES AUTOMATIC EXTRACTION METHOD**

As can be seen in Fig. 1, the original lungs CT image is a complicated content one because it contains, as well as the lungs area, the name of the medical center, the name of the patient, the date, and several other types of information and shapes to help the doctor in diagnosis and archiving. Besides, the lung nodes and the nodules are rather similar in shape, and their gray levels are similar to those of the surrounding region. This situation makes direct extraction of the lungs with their pictorial content from the original image (by thresholding, for example) impossible. Therefore, the general method we use to extract the nodules consists of two main stages, as shown in Fig. 2. Of course, each stage consists of several steps. In the first stage, the lungs area is extracted from the original CT image, and in the second one, the nodules in the lungs area are detected and extracted. If no nodules found in the lungs image, it is marked as "healthy lungs". The output image contains the extracted nodules that can be used later in diagnosis research.

4.1. **Lungs Area Extraction Stage**

The automatic extraction of lungs area from the abdominal CT image is a complicated process. It is rich of details that we should consider in order to extract the lungs accurately from different CT shapes. Therefore, we explain the steps of this stage rather briefly here, then explain later the nodules detection and extraction process. In this stage, we extract the lungs area from the original chest image through two essential processes. In the first one, the known "lungs mask" is extracted through several steps. Then the mask is multiplied by the original image to extract the lungs area from the chest image with the original gray levels preserved. We explain the complete steps in the following:

1– Thresholding the input original image automatically using Otsu’s method [15] to select the threshold, then all pixels values in the image below this threshold are set to zero "0", and the rest ones are set to "1", resulting in a binary image. Fig. 3(b) shows the result of thresholding the original image shown in Fig. 3(a).
2- Labeling the connected components in the thresholded image to give each distinct object (connected component) a unique label that enables us, in principle, to compute all possible kinds of features and use them appropriately to extract lungs area or to distinguish the nodules.

3– Finding the largest component which is the closed region surrounding the lungs, by selecting the component that has the maximum area measured by number of pixels in the thresholded image, Fig. 3(c) shows the largest component obtained from Fig. 3(b).

4– Applying a "closing" process to the complement of Fig. 3(c) to remove any remaining printed characters or tiny objects attached to the largest component and to close small holes. The result of this process is shown in Fig. 3 (d).

5 – Applying a hole-filling process to the complement of Fig. 3 (d) to get the complete inner area of the largest component, shown in Fig. 3 (e).

6- Removing any organs may remain near the lung: This is done by applying an "opening" process followed by a "closing" one using a circular "structuring element" with a diameter (D=10). This case does not appear in some CT scans. Fig.3 (g) shows an organ removed from Fig. 3(f) by this step. Note that we use here a different image to show this case, which does not appear in all CT images.

7- Multiplying Fig. 3(d) by Fig. 3(e) to get what we called Lung Mask shown in Fig. 3 (h).
Finally, multiplying the Lung Mask by the original image in Fig. 3(a) to extract the lungs area with original gray levels preserved, as shown in Fig. 3(i).

![Fig. 3. Sample results of the eight steps lungs extraction process.](image)

The method explained above extracted successfully lungs areas from CT images of different general shapes and complications, as shown in Fig. 4. These results give an idea of the flexibility and effectiveness of the proposed method.

### 4.2. Extraction of nodules from lungs image

After having the lungs area extracted, we extract nodules through three main stages: (1) Preparing the lungs area image for feature extraction, (2) Extracting features used for classification, and (3) Classifying the regions remaining in the prepared image into "nodules", and "not nodules". Regions classified as "nodules" remain in the resultant image and the others are removed, as shown in Fig. 2. We explain the three stages in the following in necessary details.
Fig. 4. Sample results of extracting lungs areas from images of different general shapes and complication, with very good accuracy.

4.2.1. Preparing the lung area for feature extraction

Preparing the image of lungs area for feature extraction is done in three steps, as shown in Fig. 5. These steps are:

1. Binarizing the image using Outs's method to select the threshold in the same way used in step 1 of lungs area extraction process explained in section 4-1.
2. Labeling connected components in the lungs area binary image.
3. Removing small components with areas less than 15 pixels, since as our investigation of all images showed that the regions of such areas are not nodules. Removing these small components will save some of the computation time needed for feature extraction and classification. Fig. 6 shows a sample result with the remaining CCs.
Feature extraction

Specialized doctors diagnosed the nodules used in this study. We found by visual interactive investigation of our data using MATLAB programming facilities that, in general, the nodules have a rather circular shape with almost specific distribution of gray levels, Fig. 7 shows two examples of the interactive examination we made. Therefore, we extracted two groups of features: shape features group and density features group. We will explain the two groups in the following two subsections.
4.2.2.1. Shape Features used in the Study

After labeling the remaining components in the lung image, we extracted the following shape features for every component:

\[ F_{s1}: \text{form factor} = \frac{4\pi \cdot \text{Area}}{\text{Perimeter}}; \quad F_{s2}: \text{roundness} = \frac{4\pi \cdot \text{Area}}{\pi \cdot \text{Max Diameter}^2} \]
\[ F_{s3}: \text{solidity} = \frac{\text{Area}}{\text{Convex Area}}; \quad F_{s4}: \text{extent} = \frac{\text{Total Area}}{\text{Area Bounding Rectangle}} \]
\[ F_{s5}: \text{compactness} = \frac{\sqrt{(4\pi \cdot \text{Area})/\pi}}{\text{Max Diameter}}; \quad F_{s6}: \text{aspect ratio} = \frac{\text{Max Diameter}}{\text{Min Diameter}} \]

Where \( F_s \) stands for: shape feature.

4.2.2.2. Density features

Density features are those related to gray levels of image components. Several density features can be extracted from a gray image [16]. We extracted the following ones:

\[ F_{d1}: 3^{rd} \text{ normalized moment:} \quad \mu_2 = 255 \cdot \sum_{i=0}^{255} (z_i - m)^2 p(z_i) \]
\[ F_{d2}: 4^{th} \text{ normalized moment:} \quad \mu_3 = 255 \cdot \sum_{i=0}^{255} (z_i - m)^3 p(z_i) \]
\[ F_{d3}: \text{standard deviation:} \quad \sigma = \sqrt{\mu_2} \]
\[ F_{d4}: \text{Smoothness measure:} \quad R = 1 - \frac{1}{1 - \sigma^2} \]
\[ F_{d5}: \text{similarity measure:} \quad U = \sum_{i=0}^{255} (z_i)^2 \]
\[ F_{d6}: \text{entropy:} \quad e = -\sum_{i=0}^{255} p(z_i) \cdot \log_2[p(z_i)] \]

Where: \( m = \sum_{i=0}^{255} z_i \cdot p(z_i); \quad F_d: \text{density feature, } m: \text{average of gray levels; } z_i: \text{value of the pixel at gray level } (i); \ p(z_i): \text{value of the histogram at gray level } (i). \)

4.2.3. Detection of nodules from extracted lungs with remaining CCs

The image of the extracted lungs area with the remaining connected components CCs, like that in Fig. 6, contains nodules and none nodules CCs. Therefore, detecting nodules in this situation
belongs to the Pattern Recognition standard two-classes problem, in which a test sample must be classified whether to belong to the first class (nodule, here), or to the second class (not-nodule). This situation is exactly similar to signature verification problem in which the test signature must be judged whether to be genuine or a forgery. Ammar M. developed a reliable system for signature verification that gives its decision based on a threshold on a Weighted Euclidian Distance Measure computed from suitable features [17]. This system is US patented [18], and still working commercially in hundreds of US banks since about two decades examining about 3 million checks every day. Based on that, this approach is expected to work well in nodule detection. We detected nodules-components by computing the Weighted Euclidean Distance (WED) of each CC in the image using shape and density features explained in the previous two subsections, then using a global threshold obtained from the training group, we classified each CC with a WED less than this global threshold as a "nodule", because the low WED means that the CC resembles the nodules more than the arbitrary CCs. CCs that have a WED equal or larger than the threshold is considered as not-nodule.

5. TRAINING

The training to obtain the global threshold is done on 30 images among the 98 ones containing nodules diagnosed by the specialized doctor. Fig. 8, for example, shows the feature values and the WED of the 4 CCs in a simple case image containing one nodule diagnosed by the doctor, and denoted by "T" in the last column. It is obvious that this nodule is easily separable from the other CCs due to the considerable difference in the WED value. This was an example, but the complete training was done using all shape and density features in 30 images from the 98 images containing nodules used in this study. It is worth noting that the number of remaining CCs in an image reaches 41 in some images.

![Fig. 8. Shape feature values and Weighted Euclidean Distance Measure of the remaining CCs of a simple test image.](image)

6. RESULTS AND DISCUSSION

After training on the 30 images using shape features once, and both shape and density features once again to obtain the global threshold that separates the nodules from the other CCs in each case, we obtained the results shown in Table 1, where: TP is "True Positive", "FP" is "False Positive", "FN" is False Negative, and the "Sensitivity" is computed by this equation: Sensitivity = TP/(TP+FN).
<table>
<thead>
<tr>
<th>Feature kind</th>
<th>Sensitivity %</th>
<th>FPs (per case)</th>
<th>No. CCs</th>
<th>No. of Nodules Diagnosed by doctor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape features</td>
<td>95.1</td>
<td>2.1</td>
<td>1836</td>
<td>173</td>
</tr>
<tr>
<td>Shape + Density features</td>
<td>97.2</td>
<td>1.98</td>
<td>1836</td>
<td>173</td>
</tr>
</tbody>
</table>

We can conclude from Table 1 that: the average diagnosed nodules is about 2.54 per image, and the average number of remaining CCs in an image before detection and extraction is 27. It is worth noting that FPs is a false alarm, and it is not dangerous.

Using the density features with shape features improves the sensitivity by about 2%, and the improvement in FPs reaches about 6%.

### 6.1. Performance consistency check

As a consistency check of the performance of the nodule detection and extraction algorithm, we tested the lung images of the 15 healthy persons as a consistency-test-group. The result was excellent where 9 false positives (FPs) appeared in 8 images (4% of CCs, as an average). Fig. 9 shows the result for a test image containing seven nodules where all detected with one FP, and the second is for a healthy person where no nodules are detected, and consequently will be classified as "healthy lung".

![Image](image.png)

Fig. 9. The first column is the input image, the second column is the extracted lungs image, and the third column is the result of detection and extraction of nodules. In the first row: TPs=7, and FPs=1. In the 2nd row: TPs=0, FPs=0, healthy person (perfect result).
6.2. Comparison with some other works

As can be seen in Table 2 below, the introduced method gave a general performance compared with the best results reported, with rather higher sensitivity and it approached the minimum (FPs) false positives.

<table>
<thead>
<tr>
<th>Authors</th>
<th>year</th>
<th>Sensitivity%</th>
<th>FP per case</th>
<th>No. nodules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu [19]</td>
<td>2010</td>
<td>97</td>
<td>4.3</td>
<td>32</td>
</tr>
<tr>
<td>Orozco [21]</td>
<td>2012</td>
<td>96.15</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>Teramoto [22]</td>
<td>2013</td>
<td>80</td>
<td>4.2</td>
<td>103</td>
</tr>
<tr>
<td>Shao [23]</td>
<td>2012</td>
<td>89.47</td>
<td>11.9</td>
<td>44</td>
</tr>
<tr>
<td>Bergtholdt [24]</td>
<td>2016</td>
<td>85.90</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wu [25]</td>
<td>2017</td>
<td>79.23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Saien [26]</td>
<td>2018</td>
<td>83.98</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>Khehrah [12]</td>
<td>2020</td>
<td>93.75</td>
<td>0.13</td>
<td>-</td>
</tr>
<tr>
<td>Monif(our work)</td>
<td>2021</td>
<td>97.2</td>
<td>2.1</td>
<td>173</td>
</tr>
</tbody>
</table>

7. Future Work

We plan to work on improving the performance of the classification by using the feature selection technique developed by Ammar M. [17].

8. Conclusions

We have introduced a method for the automatic detection and extraction of lungs cancer nodules from CT images using connected component labeling (CCL) and weighted distance measure based classification. The obtained results have shown clearly the high performance of the method in both extraction of lungs area from the CT image and in the correct detection of the cancer nodules. This high performance was also supported by the consistency check we made which reveals the ability of the method to detect the healthy image at the same time.

The experiments conducted and their results analysis presented in this paper enable us to conclude that using CCL technique with appropriate sequence and parameters of some morphological operations may lead to a high performance approach for extracting lungs areas from complex chest CT image with a wide variety in shapes. We can conclude also that using CCL technique with the high flexibility it offers in manipulating CCs in the extracted lungs areas, with the usage of WEDM and a threshold based classification, may provide an efficient method for detecting and extracting nodules to be used later for diagnosis. We found also that using density features with shape ones improves to some extent the performance. We hope that we have introduced a positive effort in the general direction of the research for building an actual automatic lung cancer detection and diagnosis systems.
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ABSTRACT

Data compression virtually increases the effective network bandwidth on an interconnection network of parallel computers. Although a floating-point dataset is frequently exchanged between compute nodes in parallel applications, its compression ratio often becomes low when using simple lossless compression algorithms. In this study, we aggressively introduce a lossy compression algorithm for floating-point values on interconnection networks. We take an application-level compression for providing high portability: a source process compresses communication datasets at an MPI parallel program, and a destination process decompresses them. Since recent interconnection networks are latency-sensitive, sophisticated lossy compression techniques that introduce large compression overhead are not suitable for compressing communication data. In this context, we apply a linear predictor with the user-defined error bound to the compression of communication datasets. We design, implement, and evaluate the compression technique for the floating-point communication datasets generated in MPI parallel programs, i.e., Ping Pong, Himeno, K-means Clustering, and Fast Fourier Transform (FFT). The proposed compression technique achieves 2.4x, 6.6x, 4.3x and 2.7x compression ratio for Ping Pong, Himeno, K-means and FFT at the cost of the moderate decrease of quality of results (error bound is 10^{-4}), thus achieving 2.1x, 1.7x, 2.0x and 2.4x speedup of the execution time, respectively. More generally, our cycle-accurate network simulation shows that a high compression ratio provides comparably low communication latency, and significantly improves effective network throughput on typical synthetic traffic patterns when compared to no data compression on a conventional interconnection network.

KEYWORDS


1. INTRODUCTION

The network bandwidth becomes one of the primary concerns on recent parallel computers, because its annual improvement is moderate compared to that of computation power in compute nodes. A way to virtually increase the network bandwidth is the reduction of redundancy of communication data themselves. Some parallel scientific applications repeatedly generate similar communication data [1]. For this kind of communication, each compute node has a chance to reduce traffic by compressing communication data, e.g., by sending only the information of difference from the prior data.

A floating-point dataset is frequently exchanged between compute nodes in parallel applications. However, its compression ratio generally becomes low when using a simple lossless compression algorithm. A complicated lossless compression algorithm would have a high compression ratio.
However, it has a large latency overhead to compress communication data. It is not suitable for interconnection networks, because HPC interconnection networks are latency-sensitive, e.g., less than one microsecond for inter-process communication [2].

In this study, we aggressively apply a fast lossy compression algorithm to IEEE 754 floating-point communication data on interconnection networks. Generally, a lossy compression achieves a higher compression ratio than that by a counterpart lossless compression for a given dataset.

We take an application-level compression for providing high portability. In parallel programs, floating-point values are compressed before they are sent at the source side, and exchanged to relevant processes. They are then decompressed at the receiver side. The compression algorithm relies on value predictions for floating-point values, like SZ [3]. We provide byte- and bit-wise compression techniques to MPI (message passing interface) implementation. If the value prediction succeeds in the byte-wise compression, the floating-point value is converted to a single byte expression, corresponding to an MPI char type. Otherwise, the original value is not compressed, and it is transferred as it is. Although the byte-wise compression has low compression-operation latency, its upper bound of the compression ratio is not high, i.e., obviously four and eight for single-precision and double-precision floating-point values, respectively. By contrast, the bit-wise compression generates a bitstream encapsulated in a byte array, corresponding to an MPI char type as well. If the value prediction succeeds at a source, the floating-point value is converted to three bits. Even if the value prediction fails, the least significant bits (LSBs) are discarded from the IEEE 754 floating-point expression of the value to obtain a relatively high compression ratio, while maintaining a given error bound.

In this study, the loss during data compression is restricted within a specified absolute error bound to have acceptable execution results for target MPI applications. Both approaches work well in cases where subsequent data correlate reasonably with earlier data, which is often the case for the intermediate and final floating-point results produced by some scientific programs. In this case, approximate communication can be applied to error-resilient applications for speedup while maintaining the accuracy of the output at an acceptable level. In our study, several representative MPI-based error-resilient applications are used for the evaluation of the proposed lossy compression algorithm. Their computing tasks either do not aim at an exact numerical answer or they have inherent resilience to output error.

Our main contributions in this work are as follows:

- We designed, implemented, and evaluated byte- and bit-wise lossy application-level compression techniques based on several predication models for floating-point communication values in MPI parallel applications.
- We obtained 2.4x, 6.6x, 4.3x and 2.7x compression ratio (error bound is $10^{-4}$) for Ping Pong, Himeno, K-means clustering and FFT applications, thus speeding up the execution time by 2.1x, 1.7x, 2.0x and 2.4x, respectively.
- From the network point of view, our cycle-accurate network simulation shows that, when the compression ratios become 1.5, 3.0 and 6.0, the effective network throughput is improved by 133%, 176% and 260%, respectively.

The rest of this work is organized as follows. Background information and related work are discussed in Section 2. Section 3 presents the byte- and bit-wise compression techniques. Section 4 shows evaluation methodology and results. Section 5 concludes with a summary of our findings in this work.
2. **Background and Related Work**

2.1. Lossy Compression

Lossy compression or irreversible compression is a class of data encoding methods, which uses inexact approximation and partial data discarding to represent the content. Lossy compression is opposed to lossless compression which does not degrade the data precision or quality. The compression ratio of lossy compression is usually higher than that of lossless compression due to the data precision loss to a limited extent.

A widely used lossy compression algorithm is the discrete cosine transform (DCT) [4], which is most commonly used to compress multimedia data such as audio, video and images. Another famous lossy compression algorithm of the transform type is fast Fourier transform (FFT) [5], which converts a signal from its original domain (often time or space) to a representation in the frequency domain and vice versa.

Lossy compression of the predictive type was applied to differential pulse-code modulation (DPCM) [6], which is used as a signal encoder that uses the baseline of pulse-code modulation (PCM) but adds some functionalities based on the prediction of the samples of the signal. Another proposed lossy compression algorithm called linear predictive coding (LPC) [7] is widely used in speech coding and speech synthesis, using the information of a linear predictive model to represent the spectral envelope of a digital signal of speech in compressed form in audio signal processing and speech processing. FPZIP [8] was primarily designed for lossless compression but also has provision for lossy compression to achieve a high compression ratio. It predicts the data by a subset of encoded data and maps the difference to an integer number. For lossy compression, ZFP [9] often outperforms FPZIP by dividing 3-D floating-point arrays into small and fixed-size blocks of dimensions to achieve a higher compression ratio. A more complicated lossy compression algorithm called ISABELA [10] can achieve a higher compression ratio by transforming data layout such as sorting, cubic B-splines fitting and window splitting.

The prediction techniques based on the preceding data elements have received much attention for both lossless compression and lossy compression in recent years. For instance, the works [11] [12] [13] extend predictive coding to floating-point data and compress floating-point values without loss. The predicted and the actual floating-point values are broken up into sign, exponent and mantissa, and their corrections are compressed separately with context-based arithmetic coding. FPC [14] [15] [16] is a high-speed compressor for double-precision floating-point data. In FPC, the data are predicted by using FCM/DFCM (differential-finite-context-method predictor) and selecting closer values to the true ones. The bit-wise XOR operations are then performed between the predicted values and true values. Finally, the leading zeros in the result are compressed to less (e.g., 4) bits. SZ [3] [17] [18] is proposed for lossy compression by predicting data using three curve-fitting models, i.e., preceding-neighbor fitting model, linear-curve fitting model and quadratic-curve fitting model. The essential idea of SZ is to use linear predictive coding for predictable data and to perform complicated binary analysis for unpredictable data. Another work [1] presented a similar idea of floating-point data compression for FPGA-based high-performance computing by using a one-dimensional polynomial predictor. The above lossy compression algorithms usually have a tradeoff between the compression latency overhead and the compression ratio. Most of them are historically optimized for the purpose of storing compact data in storage. Even for recent HPC and cloud purposes, the main target is still to compress data on storage [19], e.g., storing checkpoint images at the cost of trivial decrease on quality of results [20]. Our target, the interconnection network, is radically different.
from that assumed in most of existing compression algorithms. Compressing data for inter-
process communication in parallel programs is latency-sensitive when compared to that for
storage. A recent work [34] proposed a DCT-based approximate communication scheme to
reduce communication overhead without a considerable quality loss of the result. It obtains a
good balance between compression speed and compression ratio. However, its limitation is that it
is only useful for non-random message patterns. To the best of our knowledge, this study is the
first challenge to apply a prediction-based lossy data compression algorithm at a program level to
the inter-process communication datasets generated in MPI parallel applications.

2.2. Data Compression on Interconnection Networks

Besides off-chip interconnection networks, there are some prior works on data compression
techniques targeting interconnection networks on a chip. Lossless frequent-pattern compression
(FPC) is a significance-based compression scheme for on-chip communication to cache [21]. It
compresses only some data patterns, such as leading 0s and 1s in data streams on the network-
interface hardware. FPC introduces a variable-length cache line, and its essential design is to
handle variable cache line sizes [22]. It enables low compression overhead, e.g., one or two clock
cycles. FPC is efficient for fixed-point values, e.g., integer numbers. However, it does not work
well for IEEE 754 floating-point values. This is because a floating-point value includes many
mantissa bits that hardly include locality. The work [23] on lossy compression of floating-point
data provides a fast lossy compression scheme which simply truncates the 16, 24 or 32 least-
significant bits to save total link energy. However, the error bound is not guaranteed during
compression especially for near-zero small floating-point values, which is distinct from our error-
bounded lossy compression techniques.

3. ERROR-BOUND LOSSY FLOATING-POINT COMPRESSION TECHNIQUES

In this section, we present byte- and bit-wise prediction-based compression techniques that have
different tradeoffs between the compression latency overhead and the compression ratio.

3.1. Linear-predictive Byte-wise Compression

A compression algorithm often encodes the differences or XORs between the given input data
and the one predicted by using previous data. In this study, we map the input data to predefined
symbols if the given data can be predicted by their previous data within the error bound.

3.1.1. Design

Based on how prediction is actually performed, prediction-based algorithms are classified into
two groups: arithmetic-based algorithms [11] [12] [13] [8] and context-based algorithms [14]
[15] [16]. Arithmetic-based algorithms use an arithmetic predictor to obtain prediction via
calculations, whereas context-based algorithms use hash tables to look up data that appear after
the same input phrase to predict the next input. We choose the arithmetic-based algorithmic
approach because our target is IEEE 754 (single- and double-precision) floating-point formats
with almost no bit-level locality for expressing two similar values. Although the arithmetic-based
prediction requires buffer memory to retain previous inputs, the size of the buffer can be reduced
by employing one-dimensional polynomial predictions [1].

We use a versatile linear predictor for lossy compression [24] [3] [1]. For a one-dimensional
numerical dataset \( d = \{d_1, d_2, \ldots, d_M\} \), the linear predictor predicts each element \( d_i \) by its \( n + 1 \)
preceding elements \( \{d_{i-(n+1)}, \ldots, d_{i-1}\} \) within the given error bound. We use typical polynomial
predictions, \( p_i \), according to varying \( n \). The predictions for the first four values of \( n \) are as follows:

\[
\begin{align*}
p_i &= d_i (n = 0) \\
p_i &= 2 \times d_i - d_{i-1} (n = 1) \\
p_i &= 3 \times d_i - 3 \times d_{i-2} + d_{i-3} (n = 2) \\
p_i &= 4 \times d_i - 6 \times d_{i-2} + 4 \times d_{i-3} - d_{i-4} (n = 3)
\end{align*}
\]

The byte-wise compression is illustrated in Algorithm 1. The basic idea is borrowed from the bestfit curve-fitting algorithm in [3]. In Line 3, the conversion is performed to handle bit strings of floating-point values such that each element of \( d \) is not less than zero, i.e., \( d_i \geq 0 \). This conversion ensures that the sign bits of negative floating-point values are flipped to zero, which improves the performance of the linear prediction.

![Algorithm 1](image1)

The character symbol can be coded in a single byte, e.g., ASCII code, for the linear prediction of an input original floating-point value (4 bytes for single precision and 8 bytes for double precision). We can assign different character symbols to express \( 2^8 = 256 \) predictions at maximum in Line 6. However, since the hit ratios for \( n = 0, 1, 2, 3 \) are relatively high, we simply attempt the first four predictions described in Equations 1 - 4 (the detail is evaluated in Section 4.1.2.).

![Figure 1](image2)
Notice that $D_{\text{index}}$ represents the displacement information of the predicted data. To identify $d_i$ is stored in $D_{\text{cmp}}$ or $D_{\text{uncmp}}$, the displacement information is needed for its smooth decompression at the receiver side. The block diagram of the byte-wise (de)compression is illustrated in Fig. 1. Since the decompression operation is performed as opposed to the compression operation, we omit to describe the decompression algorithm like Algorithm 1.

### 3.1.2. Implementation

We describe the implementation of the byte-wise compression for two basic MPI communication mechanisms. The first kind of communication is the point-to-point communication. The second kind of communication is the collective communication established amongst a group of processes.

MPI is a standard upon which many implementations exist. The byte-wise compression uses basic MPI functions such as MPI_Isend, MPI_Irecv and MPI_Waitall, and basic MPI data types such as MPI_INT, MPI_FLOAT/DIDOUBLE and MPI_UNSIGNED_CHAR, thus providing high portability to various MPI implementations.

![Block diagram of byte-wise (de)compression](image)

(a) Point-to-point  
(b) Collective (broadcast)

Figure 2. The byte-wise compression to MPI messages.

Fig. 2(a) shows the diagram of adding the byte-wise compression to MPI point-to-point messages. This example assumes that process 0 sends messages to process 1. Because the compressed data and the uncompressed data are transferred separately, the receiver process should be aware of their respective counts to provide the corresponding receive buffers in advance. For this reason, after the sender completes data compression, it first sends the displacement information (constructed with MPI_INT) of the compressed data, which is essential for data decompression at the receiver side. The sender then transfers the compressed data (constructed with MPI_UNSIGNED_CHAR) and the uncompressed data (constructed with MPI_FLOAT or MPI_DOUBLE). After receiving the data, the receiver performs the decompression by using the displacement information. Fig. 2(b) shows the example of the implementation of adding the byte-wise compression to MPI collective (broadcast) messages. This example assumes that process 0 is the root process and it simultaneously sends messages to other processes. The flow is similar to that in the point-to-point communication.

### 3.2. Linear-predictive Bit-wise Compression

In this subsection, we improve the compression ratio by a bit-wise compression technique at the cost of a moderate increase of compression complexity.
3.2.1. Approximation of IEEE 754 Floating-point Values

We describe the background information on rounding IEEE 754 floating-point values. IEEE 754 standard specifies a single-precision floating-point format for a 32-bit value, which consists of 1 sign bit, 8 exponent bits and 23 mantissa bits, and a double-precision floating-point format for a 64-bit value, which consists of 1 sign bit, 11 exponent bits and 52 mantissa bits [25]. A floating-point value is computed by \( \text{sign} \times \text{mantissa} \times 2^{\text{exponent}} \), where the sign is 1 or -1 if the leading bit is 0 or 1, respectively. The mantissa expresses a real value between 1.0 and 2.0, with a fractional part represented in binary format. For the single-precision format, the exponent equals the 8 bits in the middle minus 127; for the double-precision format, the exponent equals the 11 bits in the middle minus 1,023.

For example, the single-precision value \( (0, 10000000, 10010011111110000)_2 \) expresses \( (-1)^0 \times 1.570795… \times 2^{128-127} \approx (3.14159)_{10} \).

The least significant bits (LSBs) in the mantissa have little impact on the value of a floating-point number. In the bit-wise compression, we only retain the necessary \( b \) bits in the mantissa while maintaining the user-defined error bound. Thus, we aggressively discard the last \( 23 - b \) bits for the single-precision format, \( 52 - b \) bits for the double-precision format, as neglectable LSBs in the mantissa. In the above example, discarding the last 10 bits, e.g., setting the last 10 bits to 0s, will make the value 3.1413574 with 0.0074% error. If the error bound is set to \( 10^{-3} \), then this inexact value is acceptable in terms of data precision.

It is obvious that the number of necessary bits in the mantissa, i.e., \( b \), depends on the error bound. We figure out the value of \( b \) of the floating-point number \( d_i \) according to the predefined error bound \( E \). First, we determine the integer value of \( n \) where \( 2^n \leq E < 2^{n+1} \). Then, we calculate \( b = m + n \) where \( 2^m \leq d_i < 2^{m+1} \). Here, if \( b < 0 \), we set \( b = 0 \). The least necessary number of bits for the error-bounded compression is \( 1 + 8 + b = 9 + b \) for a single-precision floating-point value, and \( 1 + 11 + b = 12 + b \) for a double-precision floating-point value. Therefore, we can get the compression ratio, \( 32/(9 + b) \) for a single-precision floating-point value, and \( 64/(12 + b) \) for a double-precision floating-point value. Obviously, the double precision floating-point data benefits more from the lossy bit-wise compression due to a larger compression ratio.

3.2.2. Design

We describe the bit-wise compression in Algorithm 2. The concept of using the linear prediction is the same as the byte-wise compression. For the smooth decompression, we convert the input floating-point values to non-negative values in Line 2 to ensure that the sign bits of negative

<table>
<thead>
<tr>
<th>Algorithm 2: The bit-wise compression.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> 1-D floating-point array ( D ), and user-defined error bound ( E )</td>
</tr>
<tr>
<td><strong>Output:</strong> bitstream ( D_{bs} ) (encapsulated in a byte array)</td>
</tr>
<tr>
<td>1: for ( i = 1 \rightarrow M ) do</td>
</tr>
<tr>
<td>2: convert ( D_i ) into non-negative floating-point ( d_i )</td>
</tr>
<tr>
<td>3: bestfit = arg min ( {</td>
</tr>
<tr>
<td>4: if ( p_{\text{bestfit}} \leq E ) then</td>
</tr>
<tr>
<td>5: switch bestfit do</td>
</tr>
<tr>
<td>6: case 0: append ((100)<em>{12}) to ( D</em>{bs} )</td>
</tr>
<tr>
<td>7: case 1: append ((101)<em>{12}) to ( D</em>{bs} )</td>
</tr>
<tr>
<td>8: case 2: append ((110)<em>{12}) to ( D</em>{bs} )</td>
</tr>
<tr>
<td>9: case 3: append ((111)<em>{12}) to ( D</em>{bs} )</td>
</tr>
<tr>
<td>10: else</td>
</tr>
<tr>
<td>11: cut the LSBs, and append the remaining bits to ( D_{bs} )</td>
</tr>
<tr>
<td>12: end if</td>
</tr>
<tr>
<td>13: end for</td>
</tr>
</tbody>
</table>
floating-point values are flipped to zero like in the byte-wise compression. In Line 11, we discard the maximum length of LSBs under the condition that the user-defined error bound is satisfied.

Figure 3 illustrates the block diagram of the bit-wise data compression and decompression, respectively. This procedure of the linear prediction is similar to that in the byte-wise compression described in Section III-A. If the prediction fails ($p_i^{\text{bestfit}} > E$), the original value is compressed to a variable bit length, i.e., $9 + b$ bits for a single-precision floating-point value and $12 + b$ bits for a double-precision floating-point value.

All these bits are concatenated to a continuous output bitstream. Note that the encoded data bits can be organized in the output bitstream in accordance with their original order in the input dataset. In other words, the bit-wise compression technique does not require any displacement information like in the byte-wise compression, and thus reduces the communication overhead.

For the bit-wise decompression, we can easily reconstruct the linearly predicted data and the bit-wise compressed data extracted from the received bitstream. First, we recognize the leading bit of each data piece, 1 or 0. To decode the data piece, it is also indispensable to know the bit length of the data piece, i.e., how many bits follow the leading bit. If the leading bit is 1, the data piece belongs to the linearly predicted data, thus the bit length is always 3. Then we decode the linearly predicted data by applying the calculation similar to Equations 1 - 4. Otherwise, if the leading bit is 0, the data piece belongs to the bit-wise compressed data, thus the bit length is $9 + b$ for single-precision floating-point data and $12 + b$ for double-precision floating-point data. In this case, the value of $b$ is the key to calculate the total bit length of the data piece for its decoding. Remember that the value of $b$ depends on the value of the exponent, thus we can get $b = m + n$, where $2^n \leq E < 2^{n+1}$ ($n > 0$) and the value of $m$ can be obtained from the exponent bits. The lost LSBs in the data piece are padded with $(1000\ldots)_2$. For single-precision floating-point data, the number of supplemental bits is $23 - b$; for double-precision floating-point data, the number of supplemental bits is $52 - b$.

After the decoding phase, we perform a simple difference mapping procedure to convert the decoded dataset to the final decompressed dataset, which is the inverse operation of the difference preprocessing in the compression phase.
3.2.3. Implementation

The bit-wise compression uses basic MPI functions such as MPI_Isend, MPI_Irecv, and MPI_Waitall, and basic MPI data types such as MPI_INT, MPI_FLOAT/DOWNBLE and MPI_UNSIGNED_CHAR for high portability to various MPI implementations.

![Diagram](image)

Figure 4. The bit-wise compression to MPI messages.

Figure 4(a) shows the implementation of adding the bit-wise compression to MPI point-to-point messages. For the bit-wise compression, the sender only needs to send the size of the compressed data (constructed with a single MPI_INT) before transferring the compressed data (constructed with MPI_UNSIGNED_CHAR). Afterwards, the sender transfers the difference information (constructed with a single MPI_FLOAT or MPI_DOUBLE) generated at the difference preprocessing phase for decompression at the receiver side. Obviously, the bit-wise compression exchanges smaller amount of MPI communication messages when compared to the byte-wise compression. Figure 4(b) shows the implementation of adding the bit-wise compression to MPI collective (broadcast) messages.

4. Evaluation

We firstly perform the byte- and bit-wise compression techniques on a real machine consisting of two compute nodes. We secondly perform them on an event-driven system simulator assuming a modern 64-node system. We finally investigate the impact of the compression ratio on the network throughput and communication latency using a cycle-accurate network simulator.

4.1. Parallel Application Performance on A Real Machine

4.1.1. Condition

We perform the evaluation using the MPI applications running on two compute nodes in which Intel Xeon Processor X5690 is equipped with a 3.47 GHz 12-core processor. The two compute nodes have a GbE network interface, Broadcom NetXtreme II BCM5709 1000Base-T. We use OpenMPI v3.1.3 for inter-process communication on Linux Kernel 4.9.0-8-amd64. Table 1 describes the communication data types generated in the evaluated MPI applications.
Table 1. MPI parallel applications used in the evaluation.

<table>
<thead>
<tr>
<th>Application</th>
<th>Data Type</th>
<th>Message Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ping Pong</td>
<td>MPI_FLOAT</td>
<td>8,192</td>
</tr>
<tr>
<td>Himeno</td>
<td>MPI_FLOAT</td>
<td>16,384</td>
</tr>
<tr>
<td>K-means Clustering</td>
<td>MPI_DOUBLE</td>
<td>2,366,316 (obs_info)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4,386,200 (num_plasma)</td>
</tr>
<tr>
<td>FFT</td>
<td>MPI_DOUBLE</td>
<td>2,101,248</td>
</tr>
</tbody>
</table>

4.1.2. Ping Pong

We introduce our floating-point data compression to a ping-pong MPI program. Two processes use MPI_Send and MPI_Recv to continually bounce messages off of each other until they decide to stop. A ping_pong_count is initiated to zero, and it is incremented at each Ping Pong step by the sending process. As the ping_pong_count is incremented, the processes take turns being the sender and receiver. Finally, after the limit is reached (10,000 in this study), the processes stop sending and receiving. We use 8,192 samplings (at time step 100) single-precision (32 bits) floating-point data from Blast2 [26] as the input dataset.

![Figure 5](image)

(a) Compression ratio  (b) Application execution time

Figure 5. Evaluation of Ping Pong on two nodes.

Figure 5(a) shows the compression ratio with different given error bounds. Since the target data are single-precision floating-point numbers, we set the error bound $E$ from $10^{-6}$ to $10^{-2}$. We select Lossless [1] and SZ (v1.0) [3] as our competitors. Lossless is one of state-of-the-art lossless compression techniques. It uses a single one-dimensional polynomial predictor, subtracts from the original value, and compresses the successive zeros in their difference. SZ is one of the state-of-the-art lossy compression algorithms, as described in Section 2.1. Unsurprisingly, the lossy compression algorithms obtain higher compression ratios than the lossless ones while maintaining within the defined error bounds. As the error bound relaxes, the compression ratio becomes larger for SZ and our compression techniques. Comparatively, the bitwise compression technique maintains a higher compression ratio than the byte-wise compression technique, and it gets comparable performance to SZ. For instance, when the error bound is $10^{-4}$, the bit-wise compression algorithm gets 4.9x compression ratio, which reaches 82.6% compression ratio compared to SZ.
Figure 5(b) depicts the execution time of the Ping Pong MPI application by compressing floating-point communication data using the byte-wise and bit-wise compression techniques. We measure the execution time using the MPI_Wtime function that is inserted just before and after the target MPI functions, thus the execution time does not include the MPI initialization and finalization. Notice that SZ is not directly applicable to MPI inter-process communication on interconnection networks. We thus omit it in Fig. 5(b). The lossless compression is not included in the evaluation because its compression ratio is almost 1.0, as illustrated in Fig. 5(a).

According to the comparison with the original version of the MPI application, we found that both the byte-wise and bit-wise compression techniques obtain better performance in terms of execution time. Due to a higher compression ratio of MPI messages transferred between processes, the bit-wise compression technique performs better than the byte-wise one. For instance, when the error bound is $10^{-4}$, compared to the uncompressed version, the byte-wise and bit-wise compression techniques reduce the execution time by 40.1% and 74.4%, respectively.

To understand the behavior of the compression techniques, Figure 6(a) illustrates the breakdown of hit ratios of the first four linear predictions ($n = 0, 1, 2, 3$) of the proposed compression techniques in the Ping Pong application. Notice that both the byte-wise and bit-wise compression techniques have the same hit ratio. The total hit ratio increases from 11.1% to 71.9% as the error bound relaxes from $10^{-6}$ to $10^{-2}$. The first three linear predictions contribute much to an increase of the compression ratio. Figure 6(b) shows the comparison of compression ratios of the bit-wise compression techniques including and excluding linear predictions in the Ping Pong application. The latter (bitwise-np) applies the bit rounding to both predictable data and unpredictable data. In this case, its compression ratio is lower than the bit-wise compression technique which uses the linear predictions to compress each predictable data to only three bits. This proves that the linear prediction plays an important role in the bitwise compression technique due to its high compression ratio.

<table>
<thead>
<tr>
<th>absErrorBound (1en)</th>
<th>-6</th>
<th>-5</th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compound Error</td>
<td>0</td>
<td>0.000001</td>
<td>0.000085</td>
<td>0.000697</td>
<td>0.006649</td>
</tr>
</tbody>
</table>

We maintain the error bound for each individual data prediction, but error can compound via compression of consecutive data pieces. Table 2 provides the results for using the bit-wise
compression technique in the Ping Pong application, which give the final compound error after the processes stop sending and receiving. It can be found that the final compound error can be still maintained within the different predefined error bounds.

![Figure 7. Compression/decompression time on Ping Pong.](image)

We shift to compare the time cost of compression and decompression with SZ (v2.1), as shown in Fig. 7. Since SZ is not directly applicable to inter-process communication on interconnection networks, here, SZ is evaluated as a reference. Simply relying on the linear prediction, the byte-wise compression technique significantly outperforms SZ as well as the bit-wise compression technique in terms of both the compression time and decompression time. The byte-wise compression technique maintains high superiority to SZ, e.g., 8.5x speedup for compression and 9.1x speedup for decompression when the error bound is $10^{-4}$, although it is inferior to the byte-wise compression technique. The bit-wise compression technique without linear predictions (bitwise-np) takes larger compression time and decompression time when compared to both the byte-wise and bit-wise compression techniques. Considering its worse compression ratio than the bitwise compression technique, the bitwise-np compression is omitted in the following evaluation.

4.1.3. Himeno

The Himeno benchmark program is developed to take measurements to proceed with major loops in solving the Poisson’s equation solution using the Jacobi iteration method [27]. We modified the Himeno benchmark program for the purpose of the compression evaluation. In the Himeno benchmark program, the most used MPI functions are MPI_Isend and MPI_Irecv. The calculation size we use in the evaluation is $m$ $(256 \times 128 \times 128)$. 

Figures 8(a) and 8(b) show the compression ratio and the application execution time, respectively. They both show a similar tendency to those in the Ping Pong application. In the case of the error bound $10^{-4}$, the bit-wise compression upgrades the compression ratio by x6.6 and improves the execution time by x1.7 when compared to the uncompressed version.

4.1.4. K-means Clustering

The program of K-means clustering [28] partitions input dataset into subsets called clusters. The similar elements are placed in the same cluster. The similarity is calculated based on distance metrics, such as euclidean distance or hamming distance. In the evaluation, we assume 100 clusters and set the maximum calculation iteration to 1,000.

We employ the following two input datasets in our evaluation.

- obs_info: measurement from scientific instruments which comprises latitude and longitude information of the observation points of a weather satellite (0.3% are unique values)
- num_plasma: the result of numeric simulations which simulate plasma temperature evolution of a wire array z-pin chase experiment (23.9% are unique values)
The evaluation results of the compression ratio are depicted in Fig. 9. A finding is that the bit-wise compression technique outperforms SZ for any error bound between $10^{-6}$ and $10^{-2}$, because the difference preprocessing converts the original floating-point data to small values that increase the compression ratio for the bit-wise compression technique. The use of a more linear prediction ($n = 3$) than SZ also helps to further improve the compression ratio for the bit-wise compression technique. Besides, we found that the bit-wise compression achieves a high compression ratio as the error bound relaxes to $10^{-2}$, which is very close to the theoretically maximum value for the compression of double-precision floating-point data. This implies that the linear prediction almost contributes the entire data compression, which compresses a 64-bit value to 3 bits. On the other hand, the clustering result would become more flexible when the error bound relaxes to $10^{-2}$.

![Figure 10. Application execution time of K-means clustering on two nodes.](image)

(a) obs_info  
(b) num_plasma

As shown in Fig. 10, the bit-wise compression technique reduces the execution time by half for either obs_info or num_plasma. However, the byte-wise compression technique presents a tiny advantage when compared to the uncompressed communication data in terms of application execution time. This is because the root node repeatedly broadcasts the k-means arrays, which aggravate the frequent operations of the compression and decompression. The compression benefit for the data communication is thus sacrificed by the increased (de)compression time overhead.

![Figure 11. Error of k-means clustering (num plasma).](image)
Figure 11 shows the average error of means on the clusters for the dataset num_plasma when using the bit-wise compression technique, together with its impact on the final clustering result. The same color indicates the same cluster in the clustering output. When the error bound relaxes to $10^{-4}$, the bit-wise compression still generates almost the same clustering result as the uncompressed version. The clustering error occurs when the error bound jumps over $10^{-3}$.

4.1.5. FFT

The program of FFTSS [29] is an open source library for computing the Fast Fourier Transform (FFT). The FFTSS library includes various FFT kernel routines. We modify FFTSS v3.0 to implement the floating-point data compression techniques. In the evaluation, we create and execute a plan for computing the double-precision data with two-dimensional transforms for processors with MPI library.

![Diagram](image1)

Figure 12. Evaluation of FFT on two nodes.

The evaluation results of compression ratio and execution time are depicted in Fig. 12(a) and 12(b), respectively. The byte-wise compression seems not beneficial for both the measurements because it simply relies on the linear prediction, which seems not to work well in this case. The bit-wise compression significantly outperforms the byte-wise compression as the error bound relaxes. It keeps a higher compression ratio than SZ within the error bounds from $10^{-6}$ to $10^{-2}$ and saves the execution time by around 60% compared to the uncompressed version.

4.2. Parallel Application Performance on 64 Compute Nodes

4.2.1. Condition

Since we do not have a large-scale real machine, instead, we use a discrete-event simulation to evaluate the performance of parallel application benchmarks. To this end, we use the SimGrid (v3.21) simulation framework [30]. It simulates the executions of the unmodified MPI parallel applications [31] and the modified versions using the byte- and bit-wise compression techniques.

In the simulation, we assume the minimal routing using the Dijkstra algorithm on a $4 \times 4 \times 4$ 3-D torus interconnection network. We configure SimGrid so that each switch has a 100ns delay, switches and compute nodes are interconnected via the links with 200Gbps bandwidth each, and each compute node has a 5TFlops computation power. The parameters of each application are the same as those in the previous subsection.
4.2.2. Ping Pong

We simulate the synthetic traffic patterns that determine each source-and-destination communication node pair: random uniform and matrix-transpose. Each process exchanges the same dataset as that used in the previous subsection, according to the synthetic access patterns. These traffic patterns are commonly used for measuring the performance of interconnection networks, as described in [32]. A node injects data packets into the interconnection networks independently of each other.

![Figure 13. Compression ratio of Ping Pong on 64 nodes.](image1)

(a) Random uniform  
(b) Matrix-transpose

![Figure 14. Relative execution time of Ping Pong on 64 nodes.](image2)

(a) Random uniform  
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Figure 13 illustrates the comparison of the compression ratio, and Figure 14 is the execution time relative to the non-compression communication on the interconnection network. These results are consistent with the results in Fig. 5(a) and 5(b). We observe that the improvement ratios over the original uncompressed interconnection network become high as the acceptable quality turns low.
4.2.3. **Himeno**

We show the simulation results for the Himeno benchmark in Fig. 15(a) and 15(b). We set the calculation size as $s (128 \times 64 \times 64)$ and tuned the iteration times according to the simulated CPU speed, which do not impact the comparison of our data compression algorithms. In this case, the byte-wise compression technique seems to bring a limited improvement in terms of either compression ratio or execution time. This indicates that the linear prediction plays an insignificant role in the dataset for the byte-wise compression technique. By contrast, the bit-wise compression technique obtains a comparable compression ratio to SZ, and reduces the execution time by up to 33.2% compared to the original uncompressed version.

4.2.4. **K-means Clustering**

We show the compression results for the K-means benchmark in Fig. 16(a) and 16(b). We set the calculation size as $s (128 \times 64 \times 64)$ and tuned the iteration times according to the simulated CPU speed, which do not impact the comparison of our data compression algorithms. In this case, the byte-wise compression technique seems to bring a limited improvement in terms of either compression ratio or execution time. This indicates that the linear prediction plays an insignificant role in the dataset for the byte-wise compression technique. By contrast, the bit-wise compression technique obtains a comparable compression ratio to SZ, and reduces the execution time by up to 33.2% compared to the original uncompressed version.
As depicted in Fig. 16 and 17, we perform the evaluation of k-means clustering using the datasets obs_info and num_plasma. The settings of other parameters are the same as those in the real-machine evaluation. Similarly, the trends indicate the superiority of the bit-wise compression technique using both the datasets. More specifically, due to the benefit of small values obtained by the difference preprocessing phase, the bit-wise compression technique presents a higher compression ratio than SZ especially as the error bound relaxes, and it reduces the execution time by around 30%. Similarly to the evaluation on a real machine, the bit-wise compression technique achieves a high compression ratio close to the theoretically maximum value when the error bound relaxes to $10^{-2}$.

4.3. Throughput and Latency

We illustrated the performance of MPI applications in the previous subsection. In this subsection, we generalize and investigate the effective network performance obtained by different compression ratios using a cycle-accurate network simulation.

4.3.1. Condition

We use a cycle-accurate network simulator written in C++ [33]. A router model consists of channel buffers, a crossbar and a link controller, and the control circuits are used to simulate the switching fabric. On a conventional packet router, a header flit transfer requires four cycles that include routing, virtual-channel allocation, switch allocation and flit transfer from an input channel to an output channel through a crossbar. We use the minimal adaptive routing via two virtual channels on a 4×4×4 3-D torus interconnection network. Each node includes a router with a local processor. The packet length is set to 32 flits when no data compression is applied. We simulate the same synthetic traffic patterns as those in the previous subsection: random uniform and matrix-transpose.

We investigate the impact of the compression ratio of data packets on the communication latency and the effective network performance. Although the compression ratio depends on the data type and compression algorithm, we parameterize the compression ratio for illustrating the network performance in this simulation. For the consistency with the previous subsection, the compression ratio is set to 1.5, 2.0, 3.0 and 6.0. We set 40 cycles as the (de)compression overhead at each source and destination pair.
Our results show two important metrics: communication latency and effective throughput. The communication latency is the elapsed time between the generation of a packet at a source host and its delivery at a destination processing element. We measure the communication latency in simulation cycles. The effective throughput is defined as the maximum accepted traffic represented by the flit delivery rate. The flit delivery rate is computed as $C \times R$, where $C$ and $R$ are the compression rate and the average number of received flits at a processing element within a cycle.

4.3.2. Results

![Diagram showing communication latency vs. accepted traffic for (non-)compression communications.](image)

Figure 18. Communication latency vs. accepted traffic for (non-)compression communications.

Figure 18 illustrates the relationship between the communication latency and the accepted traffic rate for non-compression and compression communication datasets. The plot of “2.0x” represents the case where all packets are compressed with the compression ratio of 2.0.

As the compression ratio increases, the packet length becomes shorter, thus efficiently reducing the network injection latency. Since the communication latency includes the network injection latency, we observe that a higher compression ratio leads to a better communication latency at the low traffic load. For example, the 1.5 and 2.0 compression ratios bring the higher communication latency than no compression on the interconnection network at the low traffic load. By contrast, the 3.0 and 6.0 compression ratios improve the communication latency even at the low traffic load with the random uniform traffic.

A higher compression ratio also leads to a better effective network throughput, since shortening the packet length by the data compression decreases the network load. For example, when the compression ratio is 3.0, it improves the effective network throughput by 176% and 140% with the traffic patterns of random uniform and matrix transpose, respectively. Similarly, the 1.5 and 6.0 compression ratios improve the effective network throughput by up to 133% and 260%, respectively.

Through the simulation results, we observe that a high compression ratio improves both the communication latency at a high traffic load and the effective network throughput with both the evaluated traffic patterns.
5. CONCLUSION

Data compression increases the effective network bandwidth on an interconnection network of parallel computers. Generally, a lossy compression achieves a higher compression ratio than that by a counterpart lossless compression. In this study, we introduce a lossy compression algorithm to floating-point communication data on interconnection networks.

Since recent interconnection networks are latency-sensitive, a simple lossy compression technique that has small compression overhead is preferred. In this context, we apply a linear predictor with the user-defined error bound to floating-point communication data compression. We provide byte- and bit-wise compression techniques. In the byte-wise compression, if the value prediction succeeds, a floating-point value is converted to a single byte expression, corresponding to an MPI char type. Otherwise, the original value is not compressed. Although the byte-wise compression has low compression-operation latency, its upper bound of the compression ratio is not high, i.e., obviously four and eight for single-precision and double-precision floating-point values, respectively. By contrast, the bit-wise compression generates a bitstream encapsulated in a byte array, corresponding to an MPI char type. If the value prediction succeeds at a source node, the floating-point value is converted to three bits. Even if the value prediction fails, the least significant bits (LSBs) are discarded from the IEEE 754 floating-point expression of the value in order to obtain a relatively high compression ratio, while maintaining a given error bound.

We implemented and evaluated the byte- and bit-wise compression techniques for floating-point communication data generated in the MPI parallel programs of Ping Pong, Himeno, K-means Clustering and FFT. The bit-wise compression technique achieves 2.4x, 6.6x, 4.3x and 2.7x compression ratio for Ping Pong, Himeno, K-means and FFT at the cost of a moderate decrease of quality of results (error bound is $10^{-4}$), thus achieving 2.1x, 1.7x, 2.0x and 2.4x speedup of the execution time, respectively. More generally, from the network point of view, the cycle-accurate network simulation shows that, when the compression ratio becomes 1.5, 3.0 and 6.0, the interconnection network improves the effective network throughput by up to 133%, 176% and 260%, respectively. Through this observation, we highly recommend using the lossy application-level compression, i.e., the bit-wise compression, on interconnection networks.
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Abstract

The “Industry 4.0” revolution and Industry Internet of Things (IIoT) has dramatically transformed how manufacturing and industrial companies operate. Industrial control systems (ICS) process critical function, and the past ICS attacks have caused major damage and disasters in the communities. IIoT devices in an ICS environment communicate in heterogeneous protocols and the attack vectors might exhibit different misbehavior patterns. This study proposes a classification model to detect anomalies in ICS environments. The evaluation has been conducted by using ICS datasets from multiple sources and the results show that the proposed LSTM detection model performs effectively.
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1. Introduction

The emerging technologies of Industry Internet of Things (IIoTs) and 5G have started a new chapter for industries and businesses. The “Industry 4.0” revolution has dramatically transformed how manufacturing and other industrial companies operate. Industry 4.0 converges operations technology (OT) and information technology (IT) networks. While this union of these formerly disparate networks certainly facilitates data exchange and enables organizations to improve business efficiency, it also comes with a host of new security concerns [1].

Industrial Control System (ICS) is a major core system for manufacturing processes and critical infrastructure operations, which is a collection of all control systems, such as Supervisory Control and Data Acquisition (SCADA), Industrial Automation and Control System (IACS), Distributed Control System (DCS), Process Control System (PCS) [2]. It plays a significant role in industrial physical infrastructure to ensure each fundamental element to be under surveillance and co-work with others.

Industry control systems (ICS) and other OT devices used to be deployed in an internal network without security protection but are connected to IT networks nowadays. ICS design had not considered the security functionality, but now ICS, sensors, and other controllers become IP-enabled and IIoT endpoints on the converged OT/IT network, which expand the attack surface and increase security risk for enterprises.
IIoT devices and ICS systems have become a primary attack target based on their importance to business operation and national security. ICS attacks became prevailing in this decade, ranging from power plants, gas pipelines, water cleaning, energy and petrochemical companies, financial sectors. In 2010, Stuxnet was the first known threat targeting specific ICS systems, followed by Dugu, Flame, and Gauss targeting specific ICS manufacturers in 2011 [3]. The attacks are expected to increase in number and sophistication. Therefore, critical infrastructure owners and operators must develop the ability to detect and recover from cyberattacks [4]. Therefore, protecting ICS and IIoT networks is critical for enterprises and industries.

Traditional IDS mostly work on a signature basis, and there are not many known signatures to detect attacks on ICS networks [5]. IDS for IT networks might not work sufficiently in such an emerging OT/IT environment, because ICS components and IIoT devices behave differently from IT devices.

This study proposes a classification method to detect anomalies in heterogeneous network environments. In the first phase, it identifies the network protocol of the traffic and detects anomalies in the second phase by applying the LSTM model, where LSTM is an artificial neural network architecture with feedback connections that can process single data points as well as sequences of data, such as time series traffic flows.

The remainder of this paper is constructed as follows. Section 2 reviews the previous related research. Section 3 presents the proposed detection method, followed by the performance evaluation in Section 4. The last section draws the conclusion remark and the future directions of this study.

2. LITERATURE REVIEW

A study [6] highlighted common characteristics of IoT networks, in which a multitude of different devices with different capabilities and different communication protocols communicate with each other. It categorizes IoT attacks by different network layers: physical, link, network, transport, and application layers. Another study [7] defined a taxonomy model for attacks on most used industrial communication protocols: Modbus and DNP3.

Some research identified anomalies based on the recurring network patterns of IIoT networks. A study [5] analyzed the network traffic from a water distribution system in order to understand how ICSs work and evaluated the off-the-self IDS solutions. It concludes that network traffic from an ICS is static and the off-the-self IDS solutions produced high false positives. A study [8] developed an open-source PLC for validating PLC logic execution and comparing PLC behaviors when under an injection attack with crafted packets. Another study [9] designed an approach that exploits traffic periodicity to detect traffic anomalies by sliding windows but also pointed out that changes in the traffic periodicity are not necessarily malicious.

A study [10] developed an anomaly event detection model for a water system controlled by ICS and evaluated the following six ML algorithms: logistic regression, Gaussian naïve Bayes, k-nearest neighbors, support vector machine, decision tree, and random forest. The experimental results discovered that the more recorded attack scenarios used for training, the more robust the detection model.

Neural Network (NN) is one of the most popular ML algorithms, which have been employed on anomaly detection. Radford et al. [11] showed that RNN can represent sequences of communications on a network and discover anomalous network traffic. Prasse et al. [12] analyzed HTTPS network flows, employed a natural language model to extract features from domain
names, and proposed an LSTM-based detection method. Their experimental results show that the LSTM classification model outperforms a random forest model. Kim and Ho [13] employed CNN to extract spatial features and LSTM temporal characteristics and proposed a neural network for detecting anomalies on web traffic.

3. PROPOSED METHODOLOGY

According to the literature review on the major ICS attack events [4], most of the attacks have involved abnormal network behaviors. On the other hand, the literature review also has demonstrated ML techniques yield effective classification and LSTM is suitable for time-series data. Therefore, this study analyzes the ICS traffic and employs an LSTM detection model to identify anomalous traffic.

The IIoT devices on the converged OT/IT network communicate in multiple communication protocols; therefore, attack scenarios might be different based on the applied protocol. Our preliminary study discovers that the machine-learning model performs better on identifying anomalies of a single protocol than on identifying anomalies of different protocols.

To improve detection effectiveness, this study proposes a detection method that applies the LSTM classification model to identify malicious traffic. The raw network traffic in packets is captured from the network, and the module Preprocess merges packets into flows, where a flow is a sequence of packets from a source to a destination. The detail of the proposed method is explained below.

3.1. Protocol Categorization

The past research applied ML models [14-16] to identify network protocols, which requires intensive computation and training time. Although IIoT devices may communicate in heterogeneous network protocols, it is reasonable to assume that the protocols applied within an IIoT network environment are known so that the security control of network monitoring can be operated. Given the knowledge of the protocol formats and the valid range of each field in the headers, the module Protocol Categorization identifies the protocol by examining the header.

3.2. Feature Encoding

Feature encoding is a process of transforming a categorical variable, such as protocol type, into a continuous variable. The payload (Data segment) is represented in hex, and its entropy is included in the feature set.

The selected feature set consists of relevant features from the applied communication protocol. For the protocols over TCP/IP, the following TCP/IP features are included: source IP, destination IP, port, packet size. For a specific ICS communication protocol, all its header fields, payload, and payload entropy are included in the feature set. Transaction ID, Protocol ID, the size of the payload, Unit ID, Function Code, and the payload and its entropy are extracted.

3.3. Detection Model

ICS processes perform periodic tasks; therefore, the communication contents among the IIoT devices are stable and periodical. The LSTM is suitable for learning time series and periodic patterns according to the literature review. The loss function adopted is binary cross-entropy as it is a binary classifier, where cross-entropy loss increases as the predicted probability diverges
from the actual label and penalizes misclassification greatly to build a good detection model. Most model learning optimizers are based on the stochastic gradient descent technique. RMSprop [17] uses an adaptive learning rate, instead of treating the learning rate as a hyper-parameter, and is suitable for learning a model from a big or redundant dataset. The training data of this study contains repeated traffic patterns that fit the above description. Therefore, this study adopts RMSprop for model optimization.

4. **Evaluation and Discussion**

This research adopts accuracy, precision, recall, and F1 score as performance measurements. Accuracy is the proportion of correct predictions among the total number of the examined cases; precision as known as positive predictive value is defined as the fraction of the true instances among the predicted instances; recall as known as sensitivity is the fraction of the total number of the correctly identified instances divided by the total number that were predicted to be positive instances; F1 score that combines precision and recall is the harmonic mean of precision to compare the two models in this study.

This study evaluates the proposed solution with the datasets from multiple sources [18-20] and divides them into training and testing with the ratio of 8:2. The dataset source [18] contains multiple datasets collected from power systems, a gas pipeline and water storage tank, and gas pipelines. The dataset CSET [21] was collected from an electrical network monitor system that consists of two MTUs and three SCADA controllers. The 4SICS Geek Lounge [20] contains an ICS lab with PLCs, RTUs, servers, and industrial network equipment (routers, switches, firewalls, network cameras).

4.1. Experiment: Effectiveness of the Classification Method

This experiment evaluates the performance of the proposed detection method that categorizes the network protocol of the traffic data and then identifies anomalies. Table 1 presents the results of the LSTM detection model with and without protocol categorization. The classification model achieves better performance, as attack patterns might be different on different protocols.

<table>
<thead>
<tr>
<th></th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>86.58%</td>
</tr>
<tr>
<td>Precision</td>
<td>95.81%</td>
</tr>
<tr>
<td>Recall</td>
<td>64.84%</td>
</tr>
<tr>
<td>F1</td>
<td>0.773371722</td>
</tr>
</tbody>
</table>

5. **Conclusion**

This study proposes a ML-based classification model to identify anomalies on heterogeneous IIoT network environments and demonstrates that the impact of imbalanced training data and the resampling on the detection performance. The proposed a detection method first categorizes the protocol types of traffic flows and then identifies the anomalies of each protocol type. Such an approach reduces the training time as well as improves the detection efficiency on the heterogeneous network environments.
Most past research has focused on improving performance by evaluating different ML models. Besides that, this study demonstrates that upsampling improves the efficiency of model learning and the basic unit of data resampling may affect detection performance.

The multi-layered IT/OT converged network environments expand the attack surface; hence, defense-in-depth [22] is recommended by implementing layers of defense mechanisms. This study identifies the attacks of the two low levels on the ICS environments. While targeted attacks become very stealthy and customized, future work can extend the detection by cross-correlating security alerts from different layers of ICS environments.
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A NEW HASHING BASED NEAREST NEIGHBORS SELECTION TECHNIQUE FOR BIG DATASETS
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ABSTRACT

KNN has the reputation of being a simple and powerful supervised learning algorithm used for either classification or regression. Although KNN prediction performance highly depends on the size of the training dataset, when this one is large, KNN suffers from slow decision making. This is because each decision-making process requires the KNN algorithm to look for nearest neighbors within the entire dataset. To overcome this slowness problem, we propose a new technique that enables the selection of nearest neighbors directly in the neighborhood of a given data point. The proposed approach consists of dividing the data space into sub-cells of a virtual grid built on top of the dataset. The mapping between data points and sub-cells is achieved using hashing. When it comes to selecting the nearest neighbors of a new observation, we first identify the central cell where the observation is contained. Once that central cell is known, we then start looking for the nearest neighbors from it and the cells around. From our experimental performance analysis of publicly available datasets, our algorithm outperforms the original KNN with a predictive quality as good and offers competitive performance with solutions such as KDtree.

KEYWORDS

Machine learning, Nearest neighbors, Hashing, Big data.

1. INTRODUCTION AND MOTIVATIONS

The K nearest neighbors or simply KNN is an algorithm that relies on a very simple principle: tell me who your neighbors are and I’ll tell you who you are (Figure 1). Therefore, to make a prediction, KNN does not rely on a statistical model, it learns nothing from the training data and has to carry the full dataset during its decision making. For this reason, KNN is categorized as a Lazy Learning algorithm.

Figure 1: KNN example
The $K$ of KNN is not a parameter but a hyperparameter because, unlike conventional parameters, it will not be learned automatically by the algorithm from the training data. It is up to us to optimize it, using the test dataset. To generate a prediction for a new observation $x$, the algorithm searches for the $K$ closest instances to $x$ from the dataset. For these instances, the algorithm will be based on their target values to generate the output of the observation we want to predict. Accordingly:

- If we are in a regression task, the prediction is the average or median of the $K$ nearest instances’ labels.
- If we are in a classification task, the prediction is commonly majority class among the $K$ nearest instances’ labels.

Figure 1 illustrates simple classification example with $k = 3$. We can clearly observe that among the $3$ nearest data points, $2$ belongs to class A. KNN will then output class A for the black data point. KNN is a supervised learning method with very good prediction accuracy, hence its wide use in several domains. In medicine, researchers proposed a KNN based drug classification approach used to categorize the different types of drug[1], it is also used for diagnosing Heart disease patients[2], cancer prediction and detection[3][4][5]. In computer vision, KNN work efficiently in image classification [6], face recognition [7]. The KNN algorithm is also present in cybersecurity where it is effectively used for credit card fraud detection[8], detection of intrusive attacks in a network system[9]. The strength of KNN is its simplicity and efficiency. However, behind this efficiency, it hides two big weaknesses that are:

- The large size of the final model: since KNN is not a statistical model, all training datasets must be carried out during inferences.
- Slow inferences: during inference, KNN must iterate through the dataset for distance calculations before selecting the nearest neighbors. This process has a time complexity of $(fn)\log(fn)$ with $n$ the training dataset size and $f$ the number of features.

In addition, KNN is also very sensitive to noise (outliers), highly dependent on the choice of $K$ and the distance metric. The slowness and model size weaknesses restrict the use of KNN with large training data. Since KNN runs in memory and as the RAM is limited, it will be difficult to keep a large dataset in memory. Due to the slowness that results, this algorithm is not suitable for real-time applications or applications having strict time limits requirements. In this paper, we focused on the slowness problem of KNN during predictions with big datasets. To improve the prediction time efficiency, we are proposing a new hashing-based algorithm called GHN: Grid Hashing Neighborhood. GHN approach consists of splitting the data space into sub-cells by building a virtual grid on top of it. The virtual grid is constructed in such a way that each data point in the dataset can be mapped to a specific grid cell with a hash function. Both the virtual grid and the mapping hash function are constructed at the learning phase and then used during inferences to speed up the nearest neighbors selection. During prediction, the nearest neighbors of a new observation are selected in two steps. First, the central cell to which the new observation belongs is identified using the mapping hash function. Second, we search for nearest neighbors from this central cell and cells around it layer by layer. Therefore, unlike the native KNN, which have to go through the entire training dataset, GHN is able to select the nearest neighbors directly in the neighborhood of a new observation. Our performance analysis shows that our approach is faster in making predictions than the native KNN.

The rest of the paper is structured as follows. Section 2 reviews related work. Section 3 the methodology of GHN. Section 4 evaluates the performance of our implementation of GHN, the
original KNN, and KDtree on some publicly available datasets. Finally, the paper is concluded in Section 5.

2. RELATED WORK

The slowness of KNN predictions is not a new problem in machine learning, unlike humans who, just by looking at the data representation in 2D or 3D vector space, can intuitively guess the nearest neighbors of a data point, a computer requires more calculations for the same task. Three main groups emerge among the different techniques used to compute the nearest neighbors that are: data reduction approaches, hashing based approaches, and tree-based approaches. Most of the literature’s suggested solutions consist of data reduction strategies. These strategies try to reduce the size of the training data, therefore, reducing the number of distance calculations and the amount of memory needed by the model during prediction. Reducing the size of the training data can be effective for certain types of datasets that may still work accurately by only considering some special data points. Although they are quicker in prediction and enhance memory usage, these approaches are less adopted. It may be because data reduction usually does not lead to the same prediction accuracy as KNN.

In [10],[11],[12],[13] concave and convex hulls-based techniques are proposed and used to reduce each class samples to their edge data points. In these techniques, only the edge points are used in the training datasets for classification. Hart et Al. proposed the condensed nearest neighbor(CNN)[14] which reduces its data by selecting prototypes $U$ from the training data in a way that 1NN with $U$ can classify the samples almost as precisely as 1NN does with the dataset. CNN works in 3 steps [15]: 1) Scans all the elements of the training data $X$, looking for an element $x$ whose nearest prototype from $U$ has a label different from $x$. 2) Remove $x$ from $X$ and add it to $U$. 3) Repeat the operation until no other prototype is added to $U$. In the end use $U$ instead of $X$ to train the model. In the same perspective, Salvador et Al. introduce compressed kNN[16] which is a binary level data compression technique. The method proposes to compress observations into packets of a certain number of bits. In each packet, attributes are stored through binary level operations. This technique reduces the amount of RAM needed to maintain the training data in memory. An interesting feature of the compressed kNN approach is that the information can be decompressed, observation by observation on the fly and in real-time, without the need to decompress the entire dataset in memory. Unfortunately, compressed kNN also suffers from slowness and only works with categorical features.

During our research, we noticed that there were only a few researches attempts to use hashing techniques to estimate the nearest neighbors. Hashing can be used to group similar data points in buckets. The most popular hashing based solution is the LSH(Locality Sensitive Hashing) family [17] [18] [19] [20]. LSH based solutions use random plane projections in the data space to divide that space into sub-regions. These sub-regions are then used as a bucket to build a hash function. Even if LSH based solutions improve prediction time, the strategy behind them is ineffective and does not guarantee to get the real nearest neighbors hence its low adoption. Gao et Al. try to face this problem by suggesting another family of hashing technique, DHT[21], which, unlike the LSH family, can maintain relationships between the nearest neighbors. Tree-based solutions are the most adopted in real-world problems when it comes to approximating the nearest neighbors. The most famous are KD tree[22][23] and Ball Tree[24][25]. They are data structures that organize training data like a tree. When searching for the nearest neighbors, we navigate the tree from top to bottom, hoping that the region we led in will contain the nearest neighbors. Just like with LSH, these tree-based solutions can easily miss the real nearest neighbors and they are mostly recommended for low dimensional space since they don't perform well with multi-dimensions. In conclusion, there is still no efficient solution to accurately estimate the KNN that
provides low computation and memory cost. The existing one suffers from drawbacks like accuracy degradation or the risk of having fake nearest neighbors. Our solution adopts a unique hashing-based approach that allows us to directly select our neighbors around the observation during prediction with relatively good performances.

3. PROPOSED SOLUTION

Compared to the other machine learning algorithms KNN does not have a learning phase, the dataset does not undergo any transformation and is entirely maintained in memory. It is during predictions that KNN does all of its computations (distances, nearest neighbors selection). Unlike KNN, GHN has a learning phase before the prediction one. Figure 2 illustrates the GHN algorithm. We work with the simple case of a two-dimensional space, i.e. when the training data only have two features since it is much easier to visualize and understand. However, it can be generalized to multiple dimensions. Figure 2.a contains the observations of two classes, the class A observations are the blue squares, that of class B are the green circles, and the new observation whose class is to be predicted is represented by a red cross. For this example, \( k = 3 \), so our goal is to find the 3 nearest data points to our new observation. GHN algorithm consists mainly of two steps:

1) **Cells sampling:** this phase is accomplished during training. We subdivide the data space into identical sub-cells by building on top of it a virtual grid as illustrated in Figure 2.b. A Hash function is used to map training data points to their corresponding sub-cells.

2) **Exploration:** this phase consists of selecting the nearest neighbors of a given input. As shown in Figure 2.c, GHN firstly determines the sub-cell to which the new observation with unknown output belongs by using the mapping hash function. Secondly, it searches nearest neighbors from data points in this central cell and cells in its neighborhood layers by layer.

![Figure 2: Different steps of GHN algorithm](image)

### 3.1. Cell sampling

It is done during the model’s training phase. As said above, during this phase, we build a virtual grid on top of the data space to split it into sub-cells. Each sub-cell will contain the data point located in the area it covers. These cells represent the buckets of our hash table, they are identical but not necessarily equilateral. Before building the virtual grid, we start by deciding the cell measurements on each dimension. To do this, we divide the values range covered by the training data points on each dimension in the largest possible number of splits. The division has to be done in a way that each of the splits we obtain ends up with at least one data point. The cell measurements on the corresponding dimension will then be the split width. The cell sampling process is illustrated with Figure 3, in which the first dimension can have a maximum of 7 splits...
and a maximum of 8 splits for the second dimension. The cell measurements will be respectively $(\text{range}_1/7, \text{range}_2/8)$ on the first and second dimensions. This way of determining the virtual grid’s cell measurements ensures an optimal distribution of the data points in cells, it also facilitates the lookup of nearest neighbors during exploration. Once the measurements for each dimension are determined, Equation 1 defines the hash function that maps a data point to its corresponding cell. The result of Equation 1 uniquely identifies each cell of the virtual grid. Data points that belong to the same cell have the same cell id. GHN hash table does not keep any information about empty cells for memory efficiency. The entire cell sampling process is simplified by Algorithm 1.

\begin{algorithm}
\caption{Cell sampling Algorithm}
\begin{algorithmic}[1]
\State \textbf{grid} : A hash table where the key is cellId;
\State \textbf{a} : cell measurements;
\State \textbf{data} : training data;
\State \textbf{grid} = \textbf{grid} // \textbf{a};
\State \textbf{grid}[\text{cellId}] = \text{[]};
\State \textbf{grid}[\text{cellId}].append(\text{point});
\end{algorithmic}
\end{algorithm}

\begin{equation}
\text{cell\_id} = P // a
\end{equation}

Where:

- \textit{P}: The data point.
- \textit{//:} Integer division.
- \textit{a}: Cell Measurements

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cell_images}
\caption{Cell measurements}
\end{figure}

### 3.2. Exploration

The actual selection of neighbors data points is made during this exploration step. The idea is to start with the cell to which our new observation belongs. Using Equation 1, we can get its id, compute the ids of cells in its neighborhood to search for the nearest data points. The two steps of the exploration are as follows:
1) Get the central cell, the one that contains the new observation using Equation 1.
2) Retrieve data points from the central cell and its neighbors layer by layer, as shown in the example of Figure 2.c.

We use the breadth-first search [26] (BFS) techniques in our implementation to compute ids and visit cells around the central one. When a cell is visited, the data points it contains are collected in a buffer. The buffer here is a heap of size k and only keeps the k potential nearest element using heap sort mechanism[27]. The exploration stops when a layer is visited and there is no update among the buffer elements. In Figure 2.c, $K = 3$, the three nearest data points are selected as follows:

- Central cell exploration: The central cell only contains 1 data point. We add this observation to our buffer, and we explore the cells on the first layer since the buffer size is less than 3.
- First layer Exploration: After visiting these 8 cells, from the data point collected from them, the buffer will only retain the 3 closest ones to our observation.
- Second layer Exploration: the second layer consists of 16 cells. Visiting these cells does not provide any update among the data points in the buffer, so the exploration stops there.

At the end of the exploration, the buffer will remain with the exact k elements that are our nearest neighbors. It is important to note that in some rare cases, the exploration may miss the real nearest neighbors due to the fact the virtual grid cells don’t have the same measurements for each dimension. The entire exploration process is illustrated by Algorithm 2.

**Algorithm 2: Exploration Algorithm**

```plaintext
grid : The hash table;
a : cell measurements;
data : training data;

/* Select K Nearest: Cells exploration */
central_cellId = new_input/a;
queue = [central_cellId];
buffer = [];
while queue is not empty do
    cellId = queue.dequeue()
    if cellId not grid then
        buffer.addAll(grid[cellId])
    end
    Add neighbors' cells to the queue;
    for next_cell in neighborsCells do
        queue.enqueue(next_cell)
    end
end
return buffer;
```

### 3.3. Performances Comparison with KNN

The complexity of GHN mainly depends on the number of features and the exploration depth (visited layers) that is strongly influenced by the data distribution. GHN can achieve record performance with large training datasets compared to existing solutions. The more the data grows, the faster is GHN since it directly searches for neighbors in the observations’ neighborhood. Its performance is almost constant $O(1)$ when the input is located in a densely populated area of the data space, otherwise, GHN will require a little more effort and more exploration. The time taken by GHN to make a prediction is the time taken by its exploration phases, added to the time needed to process the buffer that contains the k nearest elements:
Time Complexity = Exploration + Buffer processing

- Exploration time: Depends on the exploration depth and the number of data points processed from visited cells. Knowing the exploration depth, Equation 3 can help to define the total number of visited cells.
- Buffer processing time: it takes $O(k)$ time to process the buffer because only $k$ elements remain at the end of the exploration phase.

During the exploration, the number of cells on each layer given by the following Equation 2, is proved in Appendix A.

$$n = (2l + 1)^f - (2l - 1)^f$$  \hspace{1cm} (2)

Where:

- $l$: the number of visited layers.
- $f$: the number of dimensions or features.

Therefore, if the exploration stops after $l$ layers, the total number of cells from the central cell to the last layer is expressed by the following Equation 3. We also demonstrate it in Appendix B.

$$S_{cells}(l) = (2l + 1)^f - 1$$  \hspace{1cm} (3)

The number of features $f$ is fixed and does not change while using the model, only the exploration depth $l$ influences $S_{cells}(l)$. It is difficult to extrapolate the different values of the exploration depth and the number of data points processed during the exploration phase since they depend on the dataset. For this reason, it is difficult to compare GHN directly with the KNN. Nevertheless, we will rather look at the best-case comparison of them. The best case that GHN allows is when the exploration is done in a very dense area and stop after exploring a single layer ($depth = l = 1$) and collecting $k$ data points. For this best-case scenario, the number of visited cells is calculated by setting $l = 1$ in Equation 3 gives $S_1 = 3^f - 1$. Then the best-case complexity of is:

$$O(3^f - 1) + O(k) \approx O(1) + O(1) = O(1)$$

- $O(3^f - 1)$ is the cell exploration complexity. $f$ can be neglected since it is a constant: $O(3^f - 1) \approx O(1)$.
- $O(k)$ is the complexity for processing buffer. $k$ also is a constant and can be neglected.

The proposed approach can achieve the best-case complexity of almost $O(1)$, which is far better than the original KNN and which has not yet been possible with all the solutions proposed so far. With original KNN, the best and worst-case time complexity is $O(nflog(fn))$. Both GHN and KNN have a memory complexity of $O(fn)$. Although GHN uses slightly more memory than KNN to store its hash table, the number of cells will never exceed the size of the training dataset $n$. GHN is the only proposed solution whose prediction time performance is not negatively influenced by the growth in the training data size. With existing solutions, the more the dataset size increases the slower they are but with our approach, the more the learning data increases, the better.
3.4. Discussion

The proposed solution can be used for classifications as well as for regressions tasks as it is only intended to improve the selection of nearest neighbors. In the draft of Figure 4 we can notice that once the nearest neighbors selected, they are used as input of a classification model that is responsible for predicting the majority class by a vote or a regression model that will predict the average or the median of the k selected samples. Features in the training dataset may take their values from completely different scales of magnitude. It is recommended for the training data to be rescaled in order to set features on the same magnitude. This is carried out using data scaling techniques such as Standardization, Mean Normalization, Unit Vector, etc. GHN is not suitable for all types of datasets as it assumes that all data points converge in the same area of the data space. When the data points are far away from each other or when our observation is very far from the region where the data points are located, GHN’s performance degrades. As KNN, GHN is also subject to the curse of dimensionality [28]. This occurs when the number of states exponentially increases for a tiny increase in the number of dimensions or parameters due to a combinatorial explosion. The phenomena can be observed in Equation 3. Each time the number of layers increases, the number of cells to explore is an exponential function of the dimensions.

![Figure 4: GHN Flow](image)

4. Experiments and Results

We evaluate the GHN performance against the original KNN and the popular KDTree. Our experiment target two main metrics, the prediction time which helps to evaluate the time efficiency, and the accuracy score which can tell us about how well the model is performing. Our tests are performed on 5 real dataset that we grab from different datasets repository [29], [30], [31], [32], [33], [34], these datasets are presented in Table 1. Each dataset is used for classification tasks only in order to facilitate comparisons. We scale the datasets and reduce their dimensions by using Principal component analysis(PCA). Our experiment is implemented in python 3.6 and the running environment is an Ubuntu laptop of processor Intel i7.
Table 1: Datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fashion MNIST [34]</td>
<td>Fashion-MNIST is a dataset of Zalando’s article images. Each example is a 28x28 grayscale image, associated with a label from 10 classes.</td>
</tr>
<tr>
<td>MNIST [30]</td>
<td>MNIST database of handwritten digits has a training set of 60,000 examples. The digits have been size-normalized and centred in a fixed-size image.</td>
</tr>
<tr>
<td>Pulsar Star [29], [33]</td>
<td>Describes a sample of pulsar candidates collected during the High Time Resolution Universe Survey.</td>
</tr>
<tr>
<td>Wine Quality [31]</td>
<td>Data about various chemical combination of red wine.</td>
</tr>
</tbody>
</table>

We have collected in Table 2 the time taken by each model to evaluate the test data for each dataset.

Table 2: Prediction Times(ms) on various datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>GHN</th>
<th>KDTree</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fashion MNIST</td>
<td>84.29</td>
<td>52.40</td>
<td>228.77</td>
</tr>
<tr>
<td>MNIST</td>
<td>10.00</td>
<td>5.22</td>
<td>111.48</td>
</tr>
<tr>
<td>Pulsar Star</td>
<td>9.09</td>
<td>15.00</td>
<td>60.20</td>
</tr>
<tr>
<td>Wine Quality</td>
<td>0.27</td>
<td>0.87</td>
<td>2.46</td>
</tr>
<tr>
<td>Russian Demography</td>
<td>0.19</td>
<td>0.90</td>
<td>2.92</td>
</tr>
</tbody>
</table>

For each dataset, 80% is used for training and the remaining 20% for testing. In the results of Figure 5, GHN and KDtree are much faster than the original KNN on the 5 datasets. We also notice that KDT is slightly faster than GHN on image data type, this is due to the effect of the curse of dimensionality faced by GHN during the exploration since a flattened image end up with a high dimensional vector. This problem is mitigated by using PCA to bring the dimensions to a good balance between speed and accuracy. On the contrary, for other types of data, GHN is faster than KDtree. By analysing Table 2 data and Figure 5 results, GHN is the best choice for real-time applications if we must choose between GHN and KNN.

![Figure 5: Comparison of prediction times on various datasets](image)

In Table 3 and Figure 6, we compare accuracies of GHN, KDTree and KNN on all datasets.
Table 3: Accuracies on various datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>GHN</th>
<th>KDTree</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fashion MNIST</td>
<td>0.86</td>
<td>0.80</td>
<td>0.88</td>
</tr>
<tr>
<td>MNIST</td>
<td>0.74</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>Pulsar Star</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Wine Quality</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>Russian Demography</td>
<td>0.50</td>
<td>0.49</td>
<td>0.52</td>
</tr>
</tbody>
</table>

With these results, we can conclude that all solutions accuracies are almost identical except for some slight variations. GHN offers better accuracy than KDTree on Russian Demography data and Fashion MNIST.

Our experiment confirmed the fact that GHN can improve the time efficiency during predictions. It displays an accuracy as concurrent as that of KNN and KDTree. The main goal of GHN is to improve the prediction time by selecting the nearest neighbors directly in the neighborhood of our observation. Like KNN, GHN is sensitive to noise and is also subject to the curse of dimensionality. On the other hand, compared with proposed solutions till now that deal with the slowness of KNN, GHN is the only one capable of achieving almost constant time performance when the observations are in a densely populated area of the data space.

5. CONCLUSION

This paper proposes a new technique for picking the nearest neighbors that improve the prediction time for KNN, which turns out to be very slow. The algorithm works in two steps: Cell sampling and Exploration. During the first step, a hash function maps the data points with cells of a virtual grid built on top of the data space. Finally, the second step running during predictions consists of exploring and selecting the nearest data points. The experimental results validate the superior speed of GHN against KNN on all our testing datasets. GHN is compatible for both regression and classification tasks with a prediction efficiency as good as that of KNN. However, because the curse of dimensionality effect that exponentially increases the number of cells to explore from layer to layer, GHN is only recommended for low dimensional data spaces.
APPENDIX A

PROOF OF EQUATION 2

How many cells are on a given layer \( l \)? To answer this question, let’s define by:

- \( a \) : cell measurements
- \( l \) : the layer
- \( f \) : the number of features

By looking at the Figure 2.c, we can deduce that the area from the central cell to a layer \( l \) is:

\[
A(l) = [(2l + 1)a]^f
\]

To only obtain the area covered by cells on layer \( l \) only, we must, therefore, deduct from \( A(l) \) the area \( A(l - 1) \):

\[
A(l) - A(l - 1) = [(2l + 1)a]^f - [(2(l - 1) + 1)a]^f
\]

Now we can compute the number of cells on layer \( l \). For that we just have to divide \( A(l) - A(l - 1) \) by the cell volume \( a^f \):

\[
N_{cells} = \frac{A(l) - A(l - 1)}{a^f}
\]

\[
N_{cells} = [(2l + 1)a]^f - [(2(l - 1) + 1)a]^f
\]

Dividing this volume with the cell area gives us the total number of cells:

\[
S_{cells}(l) = \frac{A(l) - a^f}{a^f}
\]

\[
S_{cells}(l) = [(2l + 1)a]^f - (2l - 1)^f
\]

Hence Equation 2.

APPENDIX B

PROOF OF EQUATION 3

In this Appendix, we want to find the number of cells from the first layer to a layer \( l \).

We obtain the area from the first to layer \( l \) by deducting from \( A(l) \) defined in Appendix A the volume of the central cell:

\[
A(l) - a^f = [(2l + 1)a]^f - a^f
\]

Dividing this volume with the cell area gives us the total number of cells:

\[
S_{cells}(l) = \frac{A(l) - a^f}{a^f}
\]

\[
S_{cells}(l) = [(2l + 1)a]^f - a^f
\]

\[
S_{cells}(l) = (2l + 1)^f - (2l - 1)^f
\]

Which gives Equation 3.
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FENIX: A SEMANTIC SEARCH ENGINE BASED ON AN ONTOLOGY AND A MODEL TRAINED WITH MACHINE LEARNING TO SUPPORT RESEARCH
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ABSTRACT

This paper presents the final results of the research project that aimed to build a Semantic Search Engine that uses an Ontology and a model trained with Machine Learning to support the semantic search of research projects of the System of Research from the University of Nariño. For the construction of FENIX, as this Engine is called, it was used a methodology that includes the stages: appropriation of knowledge, installation and configuration of tools, libraries and technologies, collection, extraction and preparation of research projects, design and development of the Semantic Search Engine. The main results of the work were three: a) the complete construction of the Ontology with classes, object properties (predicates), data properties (attributes) and individuals (instances) in Protegé, SPARQL queries with Apache Jena Fuseki and the respective coding with Owlready2 using Jupyter Notebook with Python within the virtual environment of anaconda; b) the successful training of the model for which Machine Learning algorithms and specifically Natural Language Processing algorithms were used such as: SpaCy, NLTK, Word2vec and Doc2vec, this was also done in Jupyter Notebook with Python within the virtual environment of anaconda and with Elasticsearch; and c) the creation of FENIX managing and unifying the queries for the Ontology and for the Machine Learning model. The tests showed that FENIX was successful in all the searches that were carried out because its results were satisfactory.
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1. INTRODUCTION

The Internet was conceived by Tim Berners-Lee as a project to manage and share knowledge and information among a select group of scientists. With the pass of the time and with the advances in the development of hardware that made possible the communication around the world, the necessary applications were developed to meet the needs of users. The large volume of content available online makes searching and processing difficult, the need to devise new ways to optimize the treatment given to such content has been vital; for the information available on the Web to be interpreted by computers without the need for human intervention, the Semantic Web is required. It is said that in Internet computers are not only capable of presenting the information contained in web pages, else they should also “understand” such information [1].

According to Berners Lee and Hendler, on the Semantic Web, information is offered with a well-defined meaning, allowing computers and people to work cooperatively. The idea behind the
Semantic Web is to have data on the Web defined and linked so these can be used more effectively for discovery, automatization, integration and reuse between different applications. The challenge of the Semantic Web is to offer the language that expresses data and rules to reason about many data and also allows the rules on any knowledge representation system to be exported to the Web, providing a significant degree of flexibility and “freshness” to traditional centralized knowledge representation systems, which become extremely overwhelming, and its growing in size is unmanageable. Different web systems can use different identifiers for the same concept; thus, a program that wants to compare or combine information between such systems has to know which terms mean the same thing; ideally the program should have a way of discovering the common meanings of whatever database it encounters. One solution to this problem is to add a new element to the Semantic Web; collections of information called Ontologies [2].

In the same way, it is known that the large amount of textual information available on the WEB with the increase in demand by users, makes necessary to have systems that allow access to that interest information in an efficient and effective way for saving time in the search and consultation. Among the existing techniques to achieve this efficiency and effectiveness, and in turn to provide access or facilitate the management of text document information are Machine Learning techniques, using them is highly convenient, this can be evidenced in a large number of applications in different areas [3].

This is because the factors that have generated the success of the Internet have also caused problems such as: information overload, heterogeneity of sources and consequent problems of interoperability. The Semantic Web helps to solve these problems by allowing users to delegate tasks to software tools. By incorporating semantics in the Web, the software is capable of processing content, reasoning with it, combining it and making logical deductions to solve problems automatically. Automatic ability is the result of the application of artificial intelligence techniques, which require the participation of intelligent agents that improve searches, adding values for reasoning and making decisions to web services that store high content [4].

According to Kappel, it is pertinent to make use of semantics, which is reflected in the responses that a user receives to their requests in search engines, since these go beyond the state in which users simply asked a question and received a set sorted by web page priority. Users want targeted answers to their questions without superfluous information. Answers should contain information from authorized sources, terms with the same meaning as those used in the question, relevant links, etc. So, the Semantic Web tries to provide a semantic structure to the significant contents of the Web, creating an environment in which software agents navigate through the pages performing complex tasks for users [1].

It is assumed that this Web has the ability to build a knowledge base on the preferences of users and that, through a combination of its ability to understand patterns and the information available on the Internet, it is able to meet exactly the information demands from users, for example: restaurant reservation, flight scheduling, medical consultations, purchase of books, etc. Thus, the user would obtain exact results on a search, without major complications because the Semantic Web provides a way to reason on the Web as it is an infrastructure based on metadata (highly structured data describing information), thus extending its capabilities. That is, it is not a magic artificial intelligence that allows web servers to understand the words of the users, it is only the construction of a skill arranged in a machine, in order to solve well-defined problems, through similar operations well defined to be carried out on existing data [4].

In the systematic review of the literature, a search engine is defined as an application and / or computer resource that allows information to be located on the servers of a certain website,
resulting in a list that is consistent with the files or materials stored on the corresponding servers and responding to the needs of the user. Search engines make easy to locate the information that is scattered around the Web, but it is crucial to know the way in which the search is being carried out [5]. Syntactic search engines make use of keywords, where the search result depends on an indexing process, which is the one that will allow organizing searches with these keywords or through the use of hierarchical trees categorized by a certain topic. Despite the power shown by syntactic search engines, they are still far from being able to provide to the user adequate results for the queries made, since the number of results can be too many and therefore it will be quite tedious to find the desired result or else not getting any results, with the addition that much of the responsibility for the search can fall into the hands of the user, who would have to filter and categorize their search to get a clear and concise answer [6].

In this way, it can be observed that these problems can be solved with the use of semantic search engines which, on the other hand, facilitate the user's work, are efficient in the search since they find results based on the context, thus providing information more exact about what is sought, offering a more biased number of results, facilitating the work of filtering the results by the user. In this way that these search engines interpret user searches by making use of algorithms that symbolize comprehension or understanding, offering precise results quickly and thus recognizing the correct context for the search words or sentences. It is nothing more than a semantic search engine, one that performs the search by looking at the meaning of the group of words that are written [7].

ERCIM digital library [8], NDLTD [9], Wolfram Alpha [10] use semantics to find results based on context. The last one is capable of directly answering the questions asked by the user instead of providing a list of documents or web pages that could contain the answer, as Google does. Once the question is asked, the tool calculates different answers by selectively choosing the information from the Web to end up giving a precise answer. Swotti is another search engine that uses Semantic Web technologies to extract the opinions made by users in blogs and forums about companies or products. It is able to identify the adjectives and verbs that define what people are looking for, and therefore allows people to deduce if the comment is positive or negative. When people make a search in Swotti they get not only results, else a qualitative assessment [11].

Swoogle is a document search engine for the Semantic Web, a Google for the Semantic Web although it is not aimed at the end user yet, it has been created at the University of Maryland, it is not intended for the common user, but for the crawling of semantic web documents whose formats are OWL, RDF or DAML. Swoogle is a search engine that detects, analyzes and indexes the knowledge encoded as Semantic Web documents. Swoogle understands by Semantic Web documents those that are written with some of the languages oriented to the construction of Ontologies (RDF, OWL, DAML, N3, etc). It retrieves both documents written entirely in these languages (which for Swoogle are strict Semantic Web documents) and documents partially written with some of them. It also provides an algorithm also inspired by Google's Page Rank algorithm, which for Swoogle has been called Ontology Rank. The Ontology Rank algorithm has been adapted to the semantics and usage patterns found in the Semantic Web documents. Swoogle currently has around 1.5M Semantic Web documents indexed. This information is available through an internal link to statistical data related to their status [12]. Other works such as that of Camacho Rodríguez in her undergraduate work to obtain the degree in Telematics Engineering propose incorporating a semantic search engine in the LdShake platform for the selection of educational patterns. This work was developed at the Pompeu Fabra-UPF University of Barcelona, Spain in 2013. This work analyzes the efficiency of using Ontologies to considerably improve the results and at the same time gain speed in the search [13]. Amaral presents a semantic search engine for the Portuguese language where it makes use of Natural Language Processing tools and a multilingual lexical corpus where the user's queries are evaluated, for the disambiguation of polysemic words, it uses pivots shown on the screen with the
different meanings of the word where the user chooses the meaning with which he wants to make the query [14]. Aucapíña and Plaza in their thesis for obtaining the Degree in Systems Engineering propose a semantic search engine for the University of Cuenca in Cuenca, Ecuador in 2018, where they describe in detail the use of SPARQL as a query language and the various stages carried out to achieve the prototype of the semantic search engine following proven methodologies and in certain cases those are supported by automated processes [15]. Umpióa-Rodríguez in his final degree project in Computer Engineering called “SPARQL Interpreter” at the University of Las Palmas of Gran Canaria, developed in 2014, where he explains how SPARQL Interpreter addresses the problem of communication between a query language and a database of specific data [16]. Baculima and Cajamarca in their degree thesis in Systems Engineering developed a “Design and Implementation of an Ecuadorian Repository of Linked Geospatial Data” at the University of Cuenca Ecuador, in 2014, they work on the solution for generation, publication and visualization of data Geospatial Links, for which they rely on web search engines, this since the Web focuses on the publication of this type of data, allowing them to be structured in such a way that they can be interconnected between different sources. This work is supported by SPARQL and GEOSPARQL to be able to carry out queries, insert modification and elimination of data [17]. Iglesias, developed his project at the Simón Bolívar University of Barranquilla, his objective was to build an ontological search engine that allows semantic searches to be carried out online for master's and doctorate training works, where people can find this kind of work or topics that can serve as a guide for new research to emerge, thus improving searches when selecting research topics for undergraduate projects [18]. Bustos Quiroga in the thesis in the Master's Degree in Computer and Systems Engineering develops a “Prototype of a system for integrating scientific resources, designed to function in the space of linked open data to improve collaboration, efficiency and promote innovation in Colombia” in 2015 at the National University of Colombia. In this work he used the Semantic Web in linked data to improve integration in timelessness between applications and facilitate access to information through unified models and shared data formats [19]. Moreno and Sánchez in their undergraduate work to obtain the title of Systems and Computing Engineer propose a prototype of semantic search engines applied to the search for books on Systems Engineering and Computing in the Jorge Roa Martínez library of the Technological University of Pereira. This work was developed in 2012. This prototype was developed based on the existing theoretical foundations and the analysis that was carried out on the technologies involved, such as intelligent software agents, Ontologies that are implemented in languages such as RDF and XML, and other development tools [20]. Likewise, at the University of Nariño, Benavides and Guerrero developed the undergraduate work project to obtain the title of Systems Engineer, in 2013, called “UMAYUX: a knowledge management software model supported by a coupled-weakly dynamic Ontology with a database manager for the University of Nariño” whose objective was to convert the knowledge that was tacit, in the academic and administrative processes of the University of Nariño, into explicit knowledge that allows to collect, structure, store information and transform through the use of domain-specific Ontologies, in a way that each academic unit or administrative unit can build and couple to the model. The UMAYUX model was implemented through the construction of MASKANA, a knowledge management tool supported by a dynamic Ontology on degree works of undergraduate students of the Systems Engineering program of the Systems department of the Faculty of Engineering, weakly coupled with the PostgreSQL DBMS (Data Base Management System) [21].

Currently, the Research System of the University of Nariño does not have a tool that allows teachers, students and other researchers to carry out effective searches and queries about the research projects that have been carried out in that University. For this reason, in order to solve this problem, it was proposed to build a search engine making use of semantics through the SPARQL query language, the RDF language with the management of Ontologies and Machine Learning with a specific area called Natural Language Processing. In this way, the work can be
facilitated and the researchers and the community in general can recover and find the information requested, successfully, from the research projects that are digitized in the Research System of the University of Nariño. 85% of research projects are in Spanish language.

2. METHODOLOGY

The methodology used for the work comprises the following stages: appropriation of knowledge; installation and configuration of tools, libraries and technologies; collection, extraction and preparation of research projects; design and development of the semantic search engine.

3. RESULTS

3.1. Appropriation of knowledge.

It is highlighted the result of the acquired knowledge of all the topics covered by the project, as well as the various tools and languages used. The learning of topics such as: semantics, Semantic Web, Ontologies, Search Engines, Machine Learning, Natural Language Processing and Methontology was obtained. In the same way, the learning in languages such as Python, XML, RDF, OWL and SPARQL was known and reinforced.

3.2. Installation and configuration of tools, libraries and technologies.

It is highlighted the result of the installation and configuration of: Jupyter notebook, Protégé, Owlready2, Apache Jena Fuseki, Elasticsearch, Visual Studio Code, Anaconda, Gensim with Word2Vec and Doc2Vec, Pandas, Numpy, NLTK, SpaCy, etc.

3.3. Collection and extraction of research projects.

It is highlighted the result of collecting and extracting information from the research projects of teaching projects, student projects and degree works that are stored in the research system of the University of Nariño.

It is clarified that currently the difference between student projects and degree works is that student projects are registered from the first semesters of the university career (from first to eighth) while degree projects are registered from the last semesters of the university career (seventh onwards) until the moment of appearing as a graduate (if it is the case).

3.4. Preparation of research projects.

The result of preparing the research projects is highlighted, in such a way that this allowed for navigating through the following stages, anticipating and avoiding inconveniences, errors or problems with respect to the quality of the data.

In this order of ideas, the following phases (from the stage of preparation of research projects) are highlighted:

3.4.1. Data Organization Phase

In this phase, algorithms (created by the authors of this work) were applied to the research projects, this because the projects in the collection and extraction phase were untidy and in
conditions not suitable to be treated, managed and worked. Jupyter Notebook was used with Python and Pandas scripts to facilitate the handling of data in series and data frames.

3.4.2. Corpus Creation Phase

In this phase, the corpus for the research projects was created, which was the most powerful input of semantics, as can be seen in the later stages. This corpus resulted from unifying all the data from the research projects (already organized in the previous phase), which were: title and summary of the research; keyword 1, keyword 2, keyword 3, keyword 4, keyword 5; names, surnames, program, faculty, department, research group and line of research for each of the authors and advisers. In this phase, like the previous one, Jupyter Notebook, Python and Pandas were also used to facilitate the handling of data in series and data frames.

3.4.3. Data Pre-processing Phase

In this phase, the NLTK and SpaCy libraries were used to preprocess the data obtained in the previous phase. For this, the following subphases (from the data-preprocessing phase) were used:

3.4.3.1. Data Tokenization Subphase

In this subphase, algorithms from the NLTK library were executed to separate all the words and to be able to work with them individually.

3.4.3.2. Data Normalization Subphase

For this subphase, many algorithms were applied so that all the data were under the same standard.

3.4.3.3. Data Cleaning Subphase

In this subphase, NLTK and SpaCy algorithms were applied together with regular expressions so that the data is totally clean, this with the elimination of null data, punctuation marks, “non-ascii” characters and stopwords.

3.4.3.4. Data Lemmatization Subphase

Finally, in this subphase, the data resulting from the cleaning stage were lemmatized.

3.5. Design of Semantic Search Engine

Once the previous stage of preparation of the research projects was completed, FENIX was designed. This design was carried out taking into account the specification and conceptualization phases of the Methontology methodology, where the following results stand out:

3.5.1. Specification Phase

Within this phase, the reasons that allowed to make the Ontology were identified, it was also described the end users who make use of the Semantic Search Engine. Also a knowledge acquisition process was carried out; this process of acquiring knowledge differs from the appropriation of the general knowledge of the project, since this acquisition is mainly focused on the design of the Search Engine.
Thus, it is highlighted that the Ontology was created to give a robust semantic component to the Search Engine interacting with the research projects and their components. The end users will be all those researchers who wish to access the research project resources through various searches.

### 3.5.2. Conceptualization Phase

Within the conceptualization phase, eleven specific tasks were developed that allowed to successfully conceptualize: classes, attributes, relationships and instances of Ontology. These tasks were:

**Task 1. Build the glossary of terms:**

This task listed all the important terms selected after analyzing the previous specification phase with its knowledge acquisition process, also this task presented a brief description of each term as shown in Table 1.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universidad</td>
<td>The education-oriented entity that contains faculties.</td>
</tr>
<tr>
<td>Facultad</td>
<td>The entity that contains academic departments.</td>
</tr>
<tr>
<td>VIIS</td>
<td>Vice-Chancellor of Research and Social Interaction, is the entity in charge of the research aspect throughout the University, is the one who manages the economic resources for research projects.</td>
</tr>
<tr>
<td>Departamento</td>
<td>The entity that contains academic programs.</td>
</tr>
<tr>
<td>Convocatoria</td>
<td>This term refers to the convocatory by the VIIS for researchers to come to this convocatory and submit projects in order for them to be financed.</td>
</tr>
<tr>
<td>Programa</td>
<td>It is the academic program that is conformed by teachers and students.</td>
</tr>
<tr>
<td>Grupo de investigación</td>
<td>It is the group conformed by teachers and/or research students in order to submit projects to the VIIS convocatory.</td>
</tr>
<tr>
<td>Docente</td>
<td>He/She is a researcher who belongs to the University, who carries out projects of teaching type.</td>
</tr>
<tr>
<td>Estudiante</td>
<td>He/She is a researcher who belongs to the University, who carries out projects of student type and/or degree works.</td>
</tr>
<tr>
<td>Investigador externo</td>
<td>He/She is a researcher who is external to the University but who presents for the convocatory for VIIS.</td>
</tr>
<tr>
<td>Línea de investigación</td>
<td>It is a branch that the research group manages, focused on a specific area of knowledge.</td>
</tr>
<tr>
<td>Investigador</td>
<td>He/She is the one who develops research projects and submits them to the VIIS convocatory. This researcher may be a teacher, student or external researcher.</td>
</tr>
<tr>
<td>Proyecto de investigación</td>
<td>It is perhaps the most important entity within the research domain that contains everything related to a research project.</td>
</tr>
<tr>
<td>Palabra</td>
<td>This entity refers to each of the words that conforms the research project, these were used for building the thesaurus and generating a big part of the semantic.</td>
</tr>
</tbody>
</table>

**Task 2. Build concept taxonomies:**
This task defined the taxonomy or hierarchy of ontology concepts or classes that were obtained from the glossary of terms in task 1, this taxonomy is shown in Figure 1.

![Figure 1 Taxonomy of ontology concepts](image.png)

**Task 3. Build ad hoc binary relation diagrams:**

In this task the binary relations diagram that contains the predicates of Ontology was elaborated. The relations of the most important class of Ontology are visualized in Figure 2, which is “Proyecto de investigación”.

![Figure 2 Binary relations diagram for class: “Proyecto de Investigación”](image.png)

**Task 4. Build concepts dictionary:**

This task detailed the most important or relevant concepts or classes within the research domain of Ontology, highlighting its attributes, relations and instances. “Proyecto de investigación” was
chosen because this class have all the raw material with many words for discovering the semantic power. It is shown in Table 2.

Table 2. Concept dictionary for “Proyecto de Investigación”

<table>
<thead>
<tr>
<th>Class Proyecto de Investigación</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes</td>
</tr>
<tr>
<td>id_proyecto_investigacion</td>
</tr>
<tr>
<td>titulo_proyecto_investigacion</td>
</tr>
<tr>
<td>resumen_proyecto_investigacion</td>
</tr>
<tr>
<td>palabras_clave</td>
</tr>
<tr>
<td>estado_proyecto_investigacion</td>
</tr>
<tr>
<td>tipo_proyecto_investigacion</td>
</tr>
<tr>
<td>Relations</td>
</tr>
<tr>
<td>pi_tiene_palabra</td>
</tr>
<tr>
<td>pi_pertenece_li</td>
</tr>
<tr>
<td>pi_pertenece_convocatoria</td>
</tr>
<tr>
<td>pi_puede_ser_realizado_estudiante</td>
</tr>
<tr>
<td>pi_puede_ser_realizado_docente</td>
</tr>
<tr>
<td>pi_puede_ser_realizado_ie</td>
</tr>
<tr>
<td>pi_puede_ser_asesorado_docente</td>
</tr>
<tr>
<td>pi_pertenece_viis</td>
</tr>
<tr>
<td>Instances</td>
</tr>
<tr>
<td>Proyecto investigación</td>
</tr>
</tbody>
</table>

Task 5. Describe ad hoc binary relations:

A total of 55 binary relationships were obtained, of which “pi_tiene_palabra” is highlighted because each project relates to its words in such “pi_tiene_palabra” relation facilitates searches.

It is shown in Table 3.

For each relationship its origin class (domain), destination class (range), inverse relation and cardinality were obtained.

Table 3. Binary relation (pi_tiene_palabra) in detail

<table>
<thead>
<tr>
<th>Relation pi_tiene_palabra</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin Class (Domain)</td>
</tr>
<tr>
<td>Proyecto de investigacion</td>
</tr>
<tr>
<td>Destination Class (Range)</td>
</tr>
<tr>
<td>Palabra</td>
</tr>
<tr>
<td>Inverse Relation</td>
</tr>
<tr>
<td>palabra_describe_pi</td>
</tr>
<tr>
<td>Cardinality</td>
</tr>
<tr>
<td>1:N</td>
</tr>
</tbody>
</table>

Task 6. Describe instance attributes:

A total of 45 attributes were obtained, of which the most representative class (“Proyecto de investigación”) is shown. Instance attributes of this class can be seen in Table 4.

For each class, the instance attributes, the class name (domain), the data type (range) and its cardinality are displayed.
### Table 4. Instance attributes for class: “Proyecto de Investigación”

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Data Type (Range)</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>id_proyecto_investigacion</td>
<td>Int</td>
<td>1</td>
</tr>
<tr>
<td>titulo_proyecto_investigacion</td>
<td>String</td>
<td>1</td>
</tr>
<tr>
<td>resumen_proyecto_investigacion</td>
<td>String</td>
<td>1</td>
</tr>
<tr>
<td>palabras_clave</td>
<td>String</td>
<td>0:5</td>
</tr>
<tr>
<td>estado_proyecto_investigacion</td>
<td>String</td>
<td>1</td>
</tr>
<tr>
<td>tipo_proyecto_investigacion</td>
<td>String</td>
<td>1</td>
</tr>
</tbody>
</table>

### Task 7. Describe class attributes:

This task defined class attributes that serve as cardinal constraints for each class. These can be observed in Table 5 for classes “Investigador”, “Docente” and “Proyecto de Investigación”.

<table>
<thead>
<tr>
<th>Class</th>
<th>Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigador</td>
<td>Maximum 4 researchers per research project.</td>
</tr>
<tr>
<td>Docente</td>
<td>Maximum 2 teachers can advise research projects.</td>
</tr>
<tr>
<td>Proyecto de Investigación</td>
<td>Maximum 2 years and minimum 6 months duration of the research project.</td>
</tr>
</tbody>
</table>

### Task 8. Describe constants:

The need to use constants for this Ontology was not contemplated.

### Task 9. Describe formal axioms:

There was no need to use axioms that are predicates (relationships) that are always fulfilled, i.e. they are always affirmative.

### Task 10. Describe rules:

Because this Ontology did not introduce formal axioms, no rules were necessary.

### Task 11. Describe instances:

Instances were obtained for each of the classes contemplated in ontology: “Universidad, Facultad, VIIS, Departamento, Convocatoria, Programa, Grupo de investigación, Docente, Estudiante, Investigador externo, Línea de investigación, Investigador, Proyecto de investigación y Palabra”. This was achieved with the previous stage of preparation of research projects.

### 3.6. Development of the Semantic Search Engine

FENIX was developed based on three phases (from the stage of Development of the Semantic Search Engine) in which the following results are highlighted:
3.6.1. Development with Methontology Phase

For this phase the three subphases of Methontology were applied which are: formalization, implementation and evaluation.

3.6.1.1. Formalization Subphase

This phase highlights the results obtained after using the Protégé tool for the construction of Ontology in semi-computable terms.

3.6.1.2. Implementation Subphase

This phase highlights the results of using the Owlready2 library to encode a computable version of Ontology. Scripts were created and encoding was performed for the handling of Ontology with Python where an entire process of instantiating objects of all classes was performed:

Owlready2 “DataProperties” that correspond to ontology attributes, along with Owlready2 “ObjectProperties” that correspond to Ontology relations were also encoded within the scripts; for each of these elements mentioned, the domain and range were determined. It should be said that Owlready2 reverse relationships are executed in the background, so it was only enough execute the direct relationship.

In synthesis, all classes, attributes, and relations were instantiated within Ontology.

3.6.1.3. Evaluation Subphase

This phase highlights results after having performed functional tests locally and having successfully retrieved the data and other components of ontology with the use of SPARQL and Apache Jena Fuseki server by handling triples of RDF (subject predicate object).

3.6.2. Development with Machine Learning Phase

This phase highlights the results of training with the Machine Learning algorithm with Natural Language Processing such as Word2Vec, which helped to find the context that a word has, in addition a model was trained with the Doc2Vec algorithm, which relies on Word2Vec to find documents that relate to each other, these models make use of neural networks. In this case, the model was trained with the algorithms previously mentioned based on the Skip-Gram model, which attempts to predict words or documents in context given a word or set of base words to search for.

It should be clarified that the output returned by Word2Vec was the input for the process performed with Doc2Vec, this is possible since both algorithms work hand in hand to achieve discover semantic relationships and retrieve information semantically effectively.

To perform the search for similarity between words or documents, of a set of given words, the Gensim library was used, which makes use of the normalization of the vectors obtained from the words to be searched and the calculation of the product point between the normalized vector and each of the vectors corresponding to each word or document trained.

The model was created with data from the preparation stage of research projects, the respective hyper parameters were assigned, the model was trained, the results were evaluated and the hyper parameters were re-fed to satisfactory results, as it is evidenced in Table 6.
### Table 6. Hyperparameters for word2vec and doc2vec models

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>vector_size</td>
<td>300</td>
<td>Dimension of the vector of each of the words in the corpus.</td>
</tr>
<tr>
<td>window</td>
<td>5</td>
<td>Refers to the context where the distance between predicted words is chosen.</td>
</tr>
<tr>
<td>min_count</td>
<td>1</td>
<td>Minimum words to look for.</td>
</tr>
<tr>
<td>dm</td>
<td>0</td>
<td>0 indicates that Doc2Vec PV-DBOW is used which is analogous to the Skip-Gram model used in Word2vec. 1 indicates that Doc2Vec PV-DM is used which is analogous to the CBOW model used in Word2Vec.</td>
</tr>
<tr>
<td>dbow_words</td>
<td>1</td>
<td>0 indicates that it will train with Doc2Vec. 1 indicates that it will train with Doc2Vec taking Word2Vec input.</td>
</tr>
<tr>
<td>hs</td>
<td>0</td>
<td>It is the value with which the neuron will be punished in case the task done is not correct.</td>
</tr>
<tr>
<td>negative</td>
<td>20</td>
<td>Number of irrelevant words for negative sampling.</td>
</tr>
<tr>
<td>ns_exponent</td>
<td>-0.5</td>
<td>Indicates that frequencies will be sampled equally.</td>
</tr>
<tr>
<td>alpha</td>
<td>0.015</td>
<td>Neural network learning rate</td>
</tr>
<tr>
<td>min_alpha</td>
<td>0.0001</td>
<td>Rate to be reduced during training.</td>
</tr>
<tr>
<td>seed</td>
<td>25</td>
<td>Seed to generate hash for words.</td>
</tr>
<tr>
<td>sample</td>
<td>5</td>
<td>Reduction number for high frequency words</td>
</tr>
<tr>
<td>epochs</td>
<td>150</td>
<td>Epochs, number of iterations for training.</td>
</tr>
</tbody>
</table>

In Figure 3, Figure 4 and Figure 5 are presented the results of executing the order to find 10 more similar and related words (according to the cosine similarity of the algorithm ordered in percentage terms from highest to lowest) to another word that is specified within of the entire research corpus with a method of the Word2Vec algorithm.

Figure 3 indicates the 10 words most similar and related to the word “cultivos”.

```python
modelo_cargado.wv.most_similar(
    positive=['cultivos'],
    topn=10)
```

```
[('andinos', 0.5301966667175293), ('sustituir', 0.511906262124634),
('agrotecno2', 0.499441766529683), ('totipotencia', 0.49643880453380476),
('cebada', 0.495974987741528583), ('invitro', 0.4916745591163635),
('transitorios', 0.4897231459617615), ('hechas', 0.48805299401283264),
('potencializador', 0.4799562996595764), ('recetivo', 0.4767568706466125)]
```

Figure 3 Result of method with Word2vec for word “cultivos”

Figure 4 indicates the 10 words most similar and related to the word “fresa”.

```python
modelo_cargado.wv.most_similar(
    positive=['fresa'],
    topn=10)
```

```
[('fresas', 0.5301966667175293), ('fresones', 0.5301966667175293),
('frenes', 0.5301966667175293), ('freseros', 0.5301966667175293),
('fresones', 0.5301966667175293)]
```

Figure 4 Result of method with Word2vec for word “fresa”
3.6.3. Integration of Ontology and Machine Learning Phase

For this phase, Ontology and Machine learning are integrated, providing potency, effectiveness and semantic power to optimize times, resources, and to have greater chances of finding successful and satisfactory results to certain searches in FENIX, the results are observed in: Figure. 6, Figure. 7 and Figure. 8.

This was achieved by bringing the vectors that Doc2Vec generated to Elasticsearch; Elastic helped in the ranking stage by having speed, scalability and being a distributed analysis engine that favors the search and indexing of research projects.

Afterwards, scripts were created to manage the queries of the research projects for the Ontology with SPARQL, which relies on the trained Word2Vec model to add additional words to the search that are related to those requested and thus find research related to a certain query. In the same way, with Doc2Vec it was possible to infer vectors from a set of supplied words, then as a partial result, the investigations that are related to inferred vectors are presented. Finally, the results obtained in the SPARQL query and the Doc2Vec algorithm are joined, so the final ranking of a search will show consistent, coherent, successful and satisfactory results as requested with the additional ability to recommend documents that may be useful and interest to the user.
Figure. 6 First results for the search: “investigaciones de psicología”

Figure. 7 First results for the search: “investigaciones sobre química”

Figure. 8 First results for the search: “investigaciones acerca de minería de datos”
4. DISCUSSION

✓ FENIX provides a degree of optimization, originality and innovation compared to other search engines and knowledge databases such as WordNet, Freebase, DLBP (Digital Bibliography and Library Project), ERCIM digital library, Swoogle, NDLTD, Wolfram Alpha (and others mentioned above) because ontologies are being integrated with Machine Learning with the aforementioned scripts where the ontology is well set up and the algorithms are well trained. In addition to this, the vectors of the words are being managed with Elasticsearch, which save significant memory consumption. Searches are also done with Elasticsearch which is another reason because the search engine is so fast and accurate.

✓ It is recommended to carry out tests with more data to see how FENIX behaves in the face of an expandable size in the information. This is because the data used were all the research projects that were in the VIIS Research System, but all the projects at the University level are not within that system, but 10%.

✓ It is proposed to do the coupling of FENIX in other universities and in various non-academic environments, determining the structure of the Ontology and Machine Learning models with their possible variants.

✓ It is suggested to carry out an analysis of what users are looking for, analyzing the records of searches, downloads, storing everything in the database, then applying data mining with all the information to possibly determine aspects such as: “What semesters do belong people who make queries about astronomy?” or “What ages do belong people who make queries about psychology?” Machine Learning could be used for this future work perfectly.

✓ It is also proposed to incorporate in the search engine page a view with its respective database that allows to rate and comment on the search engine in order to observe and analyze how users are rating FENIX, as well as to realize their opinions and whether they are satisfied or not, thus determining the usability of FENIX.

5. CONCLUSIONS

✓ With the culmination of this research work, FENIX is obtained: A Semantic Search Engine based on an Ontology and a Machine Learning model for research projects at the University of Nariño. Through the successful development of the project stages, the formulated problem is solved, the objectives set are fulfilled and satisfactory results are obtained. In this way, this tool facilitates the successful search for research projects for teaching projects, student projects and degree projects at the University of Nariño.

✓ In the stages of appropriation of knowledge and installation and configuration of the tools, a domain of the various topics was acquired and this contributed to the development of the work and led to the personal training of the researchers as well as made outstanding contributions to the group of GRIAS research (Grupo de Investigación Aplicado en Sistemas) and for the University of Nariño in general.

✓ The stages of collection, extraction and preparation of research projects were extremely important stages that acted as preliminary and prelude stages as input for FENIX. In this vein, it is correct to affirm that without these stages a good development of FENIX could not have been achieved.
Methontology was a methodology that was perfectly coupled to the project and allowed to build the Ontology following specific phases and tasks with an order, comprehension and accuracy in the processes.

The Ontology integrated with Machine Learning demonstrated great potency, semantic power and effectiveness in the processes to obtain concrete results according to the searches carried out. This is because Machine Learning algorithms, specifically Natural Language Processing algorithms such as Word2vec and Doc2vec work with neural networks, which were trained with the words from the research project corpus, adapting them to the context and finding the various semantic relationships between them. Likewise, Ontology acted as a great semantic network whose instances, hand in hand with classes, relations and attributes, interacted under the triple scheme handled by RDF and consulted by SPARQL to extract all the knowledge from the domain of the research projects.
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A NATURAL LOGIC FOR ARTIFICIAL INTELLIGENCE, AND ITS RISKS AND BENEFITS
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ABSTRACT

This paper is a multidisciplinary project proposal, submitted in the hopes that it may garner enough interest to launch it with members of the AI research community along with linguists and philosophers of mind and language interested in constructing a semantics for a natural logic for AI. The paper outlines some of the major hurdles in the way of “semantics-driven” natural language processing based on standard predicate logic and sketches out the steps to be taken toward a “natural logic”, a semantic system explicitly defined on a well-regimented (but indefinitely expandable) fragment of a natural language that can, therefore, be “intelligently” processed by computers, using the semantic representations of the phrases of the fragment.
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1. INTRODUCTION

The purpose of this proposal is to launch a research project facilitating intelligent natural language processing by computers. In order to do so, we intend to pool the resources of scholars working in various fields, ranging from linguistics, philosophy, and history of logic, as well as model theoretical semantics and formal ontology, to computer science and artificial intelligence, cognitive psychology, and ethics. The need for such wide-ranging collaboration becomes apparent once we consider the enormity of the task.

2. BACKGROUND AND MOTIVATION

To make computers “intelligent”, at least to the extent of being capable of processing bits and pieces of a human language with some semblance of understanding, we need to understand what the intelligent use of language consists in. For of course linguistic symbols can be used, processed, and manipulated without any understanding whatsoever, as it happens in simple word processors. Indeed, through the interactions of an intelligent user, even such primitive symbol manipulators can produce useful results, such as neat formatting, spell-checking, or answering simple questions about a text (or even an enormous number of documents) through string-searches and other mere syntax-oriented queries, without any representation of the meanings of these symbols in the machine doing the language processing itself.

By contrast, the Holy Grail of intelligent language processing would be the ability for the machine itself to process linguistic symbols with a semblance of understanding to do the processing regarding the meanings of the symbols being processed. This is what we can refer to as semantics-driven language processing, that we, humans do, when we use language with understanding. The proposed project will address this intuitive idea of intelligent language use.
through tackling the conceptual and practical issues involved in understanding how natural language processing works for us, humans, the natural users of our natural languages as the medium of human thought, understanding and reasoning, and the applicability of the lessons learned from this study to artificial intelligence in computer science. Therefore, the two tasks indicated in the title of this project do require such broad-based collaboration: dealing with natural logic and artificial intelligence necessitates the recruitment of scholars from the wide range of fields indicated above.

Logic, as taught and practiced today as an academic discipline in the Frege-Russell tradition, is still primarily a formal mathematical study of certain fundamental forms of reasoning whose validity hinges on the fixed meanings of so-called “logical constants” or “logical connectives”, such as those expressed by our languages’ syncategorematic terms, like ‘and’, ‘or’, ‘if … then’, ‘not’, ‘some’, or ‘every’, which provide the formal structure of various forms of valid reasoning about any type of material expressed by our categorematic terms, namely, the terms that function as the subject or predicate of our categorical propositions.

However, classical formal logic (that is, standard predicate logic) is known to diverge from natural languages on various levels.

2.1. Mismatch of syntax

First, there is a known mismatch between the syntax of predicate logic and natural languages, based on predicate logic’s treatment of all common categorematic terms as predicates (hence the name, “predicate logic”) of singular referring expressions (individual names and variables, meant to represent proper nouns and pronouns of natural languages, respectively). Accordingly, predicate logic does not acknowledge the role of common terms in their referring function, forcing a reinterpretation of simple categorical propositions as conditionals or conjunctions, or leading to mere bewilderment over certain (so-called “pleonotetic”) phrases. For example, on this approach, ‘Some/All/Most Greeks are mortal’ would turn into ‘Some x is a Greek and x is mortal’, and ‘Every x is such that if x is Greek, then x is mortal’, and just a source of embarrassment in the last case (and so also a motivation for generalized quantification theory), respectively. For more on this, see [1] and [3].

2.2. The divergence between formal and material validity

Besides this well-known mismatch in syntax, there is also the known fact that there are various valid forms of reasoning not captured by the notion of logical validity defined for the formal language of predicate logic, namely, those forms of reasoning whose validity is based on the information content of the categorematic terms of our propositions, which is precisely what is disregarded by the formal language. (For instance, “the page you are reading is in front of you; therefore, it is not behind you” or “it is white; therefore, it is not black” is a perfectly valid inference, the validity of which, however, is not captured by standard predicate logic.) Furthermore, there are obviously invalid forms of reasoning, which, however, based on their syntactical form alone, would appear to be instances of formally valid patterns of reasoning. (For example, “whatever is healthy is alive, but the food in this health food store is healthy; therefore, it is alive”, which is invalid because of the equivocation of ‘healthy’ in the premises.)

This divergence between the notion of formal validity of a formal system and validity of actual pieces of natural language reasoning is nothing new. In fact, Aristotle (“the father of logic”) recognized that his formal system of syllogistic reasoning did not capture all valid forms of reasoning (which is why he wrote the Topics, not surprisingly, in connection with the Categories, to deal with valid non-syllogistic reasoning), and that there were many invalid forms of reasoning.
appearing to fit into valid syllogistic patterns (which is why he wrote his *Sophistical Refutations*, cataloguing various forms of fallacious reasoning).

It was also the realization of this divergence that motivated scholastic logicians’ sophisticated discussions of the notion of logical consequence, striving to provide a unified account of valid reasoning in a “regimented” (explicitly regulated) version of academic Latin. But over the course of history’s twists and turns, the scholastics’ achievements were nearly completely forgotten, and were in modern times superseded by the theory and practice of formal logic as we know it. [8]

2.3. The need for a “natural logic”

Considerations of this sort recently more and more often prompted the expressed need for “a natural logic”, both among philosophers of language and among computer scientists. ([6], [11]) A “natural logic” in the requisite sense would be a formal semantic system for a well-regimented fragment of a natural language with explicit phrase structure rules for its syntax and a recursively defined model for its semantics. (For an early attempt along these lines, see [5].)

What would make this approach “natural” in the first place would be cutting out the intermediary of a formal language along with its translation-rules (à la [10]) from the well-regimented fragment of natural language. In the second place, its semantics would allow the model-theoretical definition of a categorial structure, much in the vein of the Aristotelian theory of *Categories*, licensing formal inferences based on the formal relations among the semantic contents of its categorematic terms, much in the vein of the *loci* of the Aristotelian *Topics*. Indeed, the compositional semantics for its propositions would enable the system to construct the *semantic content* of its propositions, thereby allowing for a content-sensitive definition of valid inference, based on the idea of the containment of the semantic content of the conclusion in the semantic content of the premises, along the lines of the conception of the *via antiqua* tradition of scholastic logic, yielding a relevant logic without the so-called paradoxes of entailment. [8] The recursive formulation of the formal semantics will allow the computability of the semantic values of any complex phrases for any arbitrarily chosen ontology; hence the system should easily offer itself for AI, enabling the computer to “see” the implications of all well-formed sets of sentences, which can actually be simply grammatical sentences of a natural language, thereby getting really close to “intelligent” natural language processing. (For the reason for the quotes, see, however [12]).

Approaching the natural logic in question from the starting point of standard predicate logic, the following steps need to be taken:

1. Represent a noun-phrase with a restricted variable, the values of which come out of the extension of the noun-phrase, provided it is not empty, otherwise its value is a zero-entity outside the universe of discourse. (Example: ‘All humans are mortal’ will become ‘(x.Hx)(Mx.)’, where the values of ‘x.Hx’ will be elements of the extension of ‘Hx’, provided it is not empty, otherwise it is 0, an arbitrary item outside the universe of discourse.) The advantages of this approach include overcoming the mismatch of syntax mentioned above, the restoration of the full traditional Square of Opposition and syllogistic, and the immediate access to generalized quantification without the ontological extravaganzas of generalized quantification theory. A game-theoretical model for this approach as well as its perfect match with scholastic logic has been presented in [4].

2. Provide a tensed-modalized version of the previous system, in which the tense and modal operators in the matrices of restricted variables can perfectly model what scholastic logicians called the *ampliation* of terms: the phenomenon that in intensional contexts the
range of reference of our common terms becomes extended beyond actual existents, allowing quantification over and reference to non-existents. (Example: ‘Every horse is alive; no dead horse is alive; therefore, no dead horse is a horse; however, whatever is a dead F was an F and was alive; therefore, a dead horse was a horse and was alive.’) The advantages of this approach should be obvious to anyone who considers how ampliation in natural languages works.

3. Define a signification-function (inspired by Geach in [2]; see, however, [7] as well) as the semantic function of predicates in a model that contains at least actual and non-actual elements in the domain of discourse, thus: SGT(P)(u) is an element of the domain, and ‘Px’ is true (relative to f), just in case SGT(P)(f(x)) is an element of the actual part of the domain, where f(x) is the value of x in an evaluation f. [Example: ‘Socrates is wise’ will be true, just in case SGT(‘wise’)(f(‘Socrates’)) is an element of the actual part of the domain, i.e., just in case Socrates’ wisdom is actual.] This is what medievalists refer to as the scholastics’ “inherence theory of predication”, the idea that the truth-maker of a simple predication is the actuality of the individualized property signified by the predicate in the individual(s) referred to by the subject. One immediate advantage of this approach is that it yields “fine grained intentions” even for logically equivalent predicates (SGT(‘triangular’) does not have to be the same as ‘SGT(‘trilateral’’ despite their equivalence), which then can be cashed out in intentional (psychological) contexts (for example: “John knows that a circle is a circle, yet he doesn’t know that a circle is the locus of points equidistant from a given point”, since he has no concept of a geometrical locus).

4. Choose a manageable “regimented” fragment of a natural language, and apply the semantic ideas listed above, including a categorization of its categorematic terms, allowing for “topical” inferences based on the significations the categorematic terms as well as on the syncategorematic structure of its propositions. To that end, define propositional significations compositionally, and allow mapping all semantic values of all your phrases onto a categorially structured ontology, as outlined in [9].

The rest is just a matter of deft programming, and you can have a machine that will “understand” your regimented linguistic fragment, insofar as it will have a semantic representation of a potential infinity of phrases generable in your fragment, and will, therefore, “intelligently” converse about the issues expressible in your fragment. The fragment can of course grow, and “cannibalize” ever larger portions of a natural language; indeed, several natural languages, allowing for more intelligent translations than any syntax-driven systems can produce.

3. Preliminary Methodology

To be able to test whether we are moving in the right direction, we need to start small. We should start out with a small vocabulary and a very restricted set of construction and interpretation rules, so we can see with our finite human intuitions that the rules we input into the machines do indeed produce the intuitively correct results. Still, we must do this with a view to the further ends. As should be clear from the foregoing, the natural logic to be taught to computers requires a well-regulated, regimented language, in which the terms themselves “bear their contents on their sleeves”, namely, they carry essential information about the things they name. That is precisely the scenario, for instance, in organic chemistry, where the strictly regulated nomenclature serves exactly this purpose. So, taking some basic samples of texts in this field, we should first see if the results produced by the machine would fit our intuitive expectations, and whenever we find some anomalies, we need to chisel our rules accordingly. However, this “trial-and-error” period can be significantly shortened, and the whole enterprise can be substantially broadened by the input of our colleagues working in the fields listed above. So, the entire project needs to be given a more
definite shape through a launch event, where our collaborators can pitch in with their ideas from their fields of expertise.

4. THE RISKS AND THE BENEFITS

So, what if the production of genuinely intelligent, language using robots (as opposed to the glorified word processors of today) becomes a reality?

On the one hand, the exponential growth of the processing and storage capacities of today’s computers and the similarly exponential growth of scientific data make it virtually impossible for our individual human intellects to keep pace with the explosion of scientific information. So, intelligent computers may soon surpass humans in many fields, especially those involving long, and boring tasks that humans would not and/or could not tackle, while robots would handle with ease and without complaints. So much for the benefits.

On the other hand, the potential for humans’ being surpassed by robots in areas requiring intelligence immediately raises the spectre of the well-worn staple of Sci-Fi: the “killer bots”. The usual Sci-Fi way to face these potential risks is to require the implementation of some “safety measures” (think Asimov’s “laws of robotics”), and the plot usually unravels to show the ways in which those safety measures can be overridden by evil humans or can go awry through misinterpretation of their intent by merely “robotically intelligent” robots. The novel approach of this project would be based on the insight that intelligence and benevolence are not incompatible; indeed, on the contrary, ideally, they would go together. But if artificial intelligence is the artificial implementation of the ideals of human intelligence, then it should be the implementation not only of the theoretical, intellectual ideals (flawless calculation and reasoning), but also of the moral ideals (acting for the perfection of humanity in each individual and all of mankind). Thus, one of the tasks of this project will also be the articulation of these ideals, along with the means of their implementation.

5. LAUNCH EVENT

Accordingly, the launch event should be a workshop of invited participants who can provide their input concerning the requisite tasks and sub-tasks of the project. Who will oversee the fragment of a natural language (English) to be processed? Who will work on its semantics? What type of semantics should it be? What sort of ontology would it require? What sorts of categories will it include? What will be the basis of the categorization? What types of inference rules will the semantics license besides those licensed by synectegorematic structure? What are the “topical” rules of inference we can use from scholastic logic? How shall we treat fallacious forms of reasoning (that scientific texts are obviously not immune to)? What are the expectable risks and benefits even in the early stages of the project? In what ways will the resulting artificial “intelligence” be different from human intelligence, and what are the potential security and ethical issues emerging from them? This is just a somewhat random sampling of the theoretical and practical questions such a workshop will have to address.

6. TOPIC LIST FOR THE WORKSHOP

- natural logics, their semantics, proof systems and computational feasibility
- the development of natural logics: the Aristotelian and medieval logic tradition, and the later connections to the relational and quantifier logics of De Morgan, Frege, Russell and Peirce.
- natural logic as extended syllogistic logics
natural reasoning and domain specific reasoning, e.g., handling of plurals and partonomies.

natural logics and diagrammatic logics

relationships between natural logics and natural languages (in the plural)

semantic issues such as intensionality, and collective vs. distributive readings in natural logics

natural logic for knowledge bases and AI systems, e.g., computational natural language processing

formal ontology and category theory

categories and topical reasoning in natural logic

connections between natural logics and description logics

security and ethical issues related to the emergence of “intelligent robots”.
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ABSTRACT

Semantic relation classification is an important task in the field of nature language processing. The existing neural network relation classification models introduce attention mechanism to increase the importance of significant features, but part of these attention models only have one head which is not enough to capture more distinctive fine-grained features. Models based on RNN (Recurrent Neural Network) usually use single-layer structure and have limited feature extraction capability. Current RNN-based capsule networks have problem of improper handling of noise which increase complexity of network. Therefore, we propose a capsule network relation classification model based on double multi-head attention. In this model, we introduce an auxiliary BiGRU (Bidirectional Gated Recurrent Unit) to make up for the lack of feature extraction performance of single BiGRU, improve the bilinear attention through double multi-head mechanism to enable the model to obtain more information of sentence from different representation subspace and instantiate capsules with sentence-level features to alleviate noise impact. Experiments on the SemEval-2010 Task 8 benchmark dataset show that our model outperforms most of previous state-of-the-art neural network models and achieves the comparable performance with F1 score of 85.3% in capsule network.
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1. INTRODUCTION

Relation classification is the one of important tasks of Nature Language Processing (NLP), its purpose is to recognize the semantic relation between marked entities in sentence [1], which is premised on entity recognition tasks. For example, in sentence "The suspect dumped the dead <e1>body</e1> into a local <e2>reservoir</e2>.", relation classification is to automatically identify the relation "Entity-Destination" expressed by the given entity pairs marked with HTML. In the field of application, relation classification can be used to enhance the existed knowledge base and create knowledge graphs or ontology knowledge base, from which users can retrieve and use the required knowledge. In addition, relation classification is also widely used in question answering system [2], textual entailment [3] and so on. Accurate relation classification can provide better quality for the above tasks.

Early relation classification methods mainly use machine learning and feature design which usually relies on NLP tools and simple hand-crafted features [4] such as entities’ type, distance of...
entities and dependency relation path. Recently, deep learning methods such as Convolutional Neural Network [5] (CNN), Recurrent Neural Network (RNN) [6] and other neural network architecture have been widely used for relation classification, these methods do not need to design feature manually and bring a certain performance improvement. Among them, RNN can capture local and global dependency information through gate mechanism. Representative RNN models include Long Short-Term Memory (LSTM) [7] and Gated Recurrent Unit (GRU) [8], which show satisfactory performance in processing sequential tasks, such as machine translation, speech recognition and relation classification especially. However, current RNN models for relation classification only use single layer to capture context features in sentence [9], which could be not enough. Because current NLP models prove that deeper neural network has stronger capability to represent semantic information and improve performance, such as transformer [10], residual network [11], etc. Therefore, it is necessary to explore the deep RNN network structure and improve performance of relation classification.

In order to alleviate the unrelated noise, attention mechanism is introduced to relation classification, which can help focus on important words associated with relation between entities. Frequently used attention includes word-level attention [12] and hierarchical attention [13], the latter is a combination of word-embedding level attention and feature level attention. Besides, multi-head mechanism is also introduced so as to capture distinctive fine-grained features from different representation subspaces, such as self-attention scaled dot product model [13]. However, the above attention models only have one head or single-level multi-head, there is still room to explore multi-level multi-head mechanism, which may help to further capture more distinctive features from sentence. Because sentence in relation classification is normally short, multi-level multi-head is more helpful to explore useful fine-grained information.

Capsule network [14, 15] is a new type of neural network proposed in terms of interpretability in recent years. Different from the previous classification methods, the capsule network combines features into a vector, which is called an instantiated capsule, and classifies by maximizing the length of capsule. Relation classification model based on capsule network has been explored, including CNN-based and LSTM-based capsule networks [16, 17]. The latter performs better than the former, but it has disadvantage. LSTM-based capsule network instantiates capsule through each hidden state of LSTM, but not all hidden states contribute to relation classification. Although some researchers have introduced attention, they do not perform weighted fusion of hidden states, which results in invalid noise fused into capsule and increases the computational complexity of dynamic routing process.

Motivated by above works, we propose the double multi-head attention-based capsule network model for relation classification. In this model, we design an auxiliary bidirectional GRU (BiGRU) architecture to deepen network in time dimension and boost the performance of single BiGRU. Besides, we propose a double multi-head mechanism and decrease the complexity brought by multi-head through max-pooling. Then the word-level features are weighted and merged into sentence-level features. Finally, we instantiate capsules through sentence-level features learned from different representation subspaces, and classify with help of dynamic routing algorithm. The contributions in this article would be summarized as follows:

1. Firstly, we propose a feature extraction model with auxiliary BiGRU, which can make up for the lack of feature extraction performance of single BiGRU.
2. Then, we propose a kind of double multi-head attention which enables the model to obtain more distinctive information of sentence from different subspaces.
3. Our capsule instantiation strategy alleviates the noise fed to capsule network and reduces the complexity of network.
Experimental results on SemEval-2010 Task 8 dataset show that our model achieves a state-of-the-art result with an F1-score of 85.3% in the field of capsule network.

2. RELATED WORK

As one of the methods of supervised learning, the deep learning model can automatically extract hidden features from the input sentence without manually constructing features, so it has received extensive concern from researchers. [18] proposed a Factor-based Compositional Model (FCM), which decomposes annotated sentences and extracts features from them. [19] proposed an enhanced dependency path structure to learn semantic representation. [6] constructed relative dependency features to capture the long-distance relation between entities by using Stanford dependency analysis tools, and used bidirectional LSTM to learn the hidden features and constructed lexical and sentence level features for semantic representation of sentence. [5] proposed to use the Shortest Dependency Path (SDP) to exclude the influence of irrelevant words or phrases, and introduced the negative sampling method into the CNN model to distinguish the directionality of the relation. [20] proposed SDP-LSTM model which uses LSTM to learn subtree feature of root node of SDP. [21] proposed a method of data enhancement using SDP, which uses the inversion of SDP between head and tail entities to add new data.

Since attention mechanism was applied to natural language tasks [22], attention-based models have been widely used in relation classification. [23] proposed context selective attention, using lexical level attention to selectively focus on words related to the target entity; [9] proposed a LSTM model based on attention that focuses on and integrates the word level features extracted by LSTM; [12] proposed a structured recurrent neural network model, which introduces attention into each layer of cascaded RNN network to pay attention to different lexical level features; [13] proposed an attention-based LSTM model, and introduced the multi-head self-attention mechanism proposed by Google Brain [10] in the word embedding layer to capture the meaning between words. At the same time, they added an entity-aware attention after LSTM layer to introduce information about entity as prior knowledge.


In this article, we will apply capsule network to relation classification, and explore multilayer RNN architecture, multi-head attention mechanism and instantiation of capsule.

3. MODEL

In this section, we introduce capsule network model based on double multi-head attention in detail. As shown in Figure 1, our model consists of four parts: (1) Input Representation layer maps each word in sentence to a fixed-dimensional vector and concatenates other features including relative position and part of speech. (2) Feature Extraction layer extracts low-level features from sentence through bidirectional Gated Recurrent Unit (BiGRU), and establishes the dependency relation between words; This layer also uses auxiliary BiGRU to make up for the
lack of single BiGRU. (3) **Double Multi-Head Attention** layer calculates the attention weights of the corresponding low-level features, and then selects the most significant features through max-pooling. Double multi-head mechanism is used to capture distinctive fine-grained information from different representation subspace. (4) **Capsule Network** layer divides the sentence-level features of attention layer into low-level capsules, and merges them into high-level capsules (classification capsules) through dynamic routing. Finally, length of capsules is calculated for classification.

![Double Multi-Head Attention-based Capsule Network Model](image)

**Figure 1. Double Multi-Head Attention-based Capsule Network Model**

### 3.1. Input Representation

**Word Embedding.** Given a sentence  \( S = \{w_1, w_2, ..., w_n\} \) containing \( n \) words, we need to convert them into numbers that computer can recognize. Traditional method is encoding a word into a vocabulary-size vector through One-Hot, but this vector size is too large and there is no semantic correlation between words. Therefore, we adopt Word2Vec \([28]\) proposed by Google. This method uses a word embedding matrix  \( W_{word} \in \mathbb{R}^{V \times d_w} \) to map each word to a low-dimensional dense vector that contains semantic meaning, where  \( |V| \) represents size of vocabulary and  \( d_w \) is the dimension of word vector. In this article, the word embedding matrix is trained using the latest Wikipedia corpus, and the training model is Skip-gram. Finally, each word  \( w_i \) in sentence is mapped to a vector  \( w_{id} \in \mathbb{R}^{d_w} \).

**Position Embedding.** In order to capture additional information about the relation between two target entities, we introduce position feature \([29]\) to represent the relative distance between each word and two marked entities. For the given sentence in section 1, the relative distances between the word "dumped" and the two entities "body" and "reservoir" are respectively -4 and -7.
Therefore, the position embedding of each word $w_i$ relative to two entities is expressed as $w_{i1}, w_{i2} \in \mathbb{R}^{d_p}$, where $d_p$ is the dimension of the position embedding.

**POS Embedding.** Part of speech (POS) is the classification of word characteristics at the grammatical level. Adding POS features helps understand the attribute category of each word and identifies the relation between the components of sentence, and improves the robustness of the model. In our experiment, we use the NLTK tool to obtain the POS tags of words. The POS embedding of each word is represented as $w_{i}^{pos} \in \mathbb{R}^{d_{pos}}$, where $d_{pos}$ is the dimension of the POS vector.

Finally, by concatenating these three types of features, the input representation of each word is $x = [w_{i1}, w_{i2}, w_{i}^{pos}, w_{i3}]$, where position embedding and POS embedding are uniformly initialized by Xavier method [30].

### 3.2. Feature Extract

Recurrent neural network is a type of neural network with short-term memory capabilities, which has been widely used in natural language processing tasks. The simplest recurrent neural network only has one hidden layer, called a simple recurrent neural network [31]. However, it has long-term dependency problem and suffers from gradient vanishing and explosion [32], which causes the network to lose its ability to remember long-term information. To solve this problem, gated mechanism [7] is introduced gate to control the speed of information accumulation, including selectively adding new information and selectively forgetting previously accumulated information. The most representative gated recurrent neural networks are LSTM [7] and GRU [8]. Although both can solve the long-term dependency problem, GRU has one less gate than LSTM, and has a smaller computational complexity. Therefore, we use GRU for lexical feature extraction.

GRU controls the flow of information through reset gate and update gate. Note that the input of network is $x_t \in \mathbb{R}^{d_{x}+d_{w}+d_{f}}$, where $t$ is current time step, $t \in \{1,2,...,L\}$ and $L$ is length of sentence. $h_t \in \mathbb{R}^{d_h}$ is the hidden state at time $t$, where $d_h$ is dimensionality of hidden state, $h_t$ is updated by equation (1)-(4). Among them, $r_t$ is reset gate that is used to control whether calculation of the candidate state $\tilde{h}_t$ depends on the state $h_{t-1}$ at the previous moment; $z_t$ is update gate that is used to control how much information the current state needs to retain from historical state, and how much new information needs to be received from the candidate state; $W_i$ and $U_i$ ($i \in \{r, z\}$) are weight matrices, $h_{i}(i \in \{r, z, h\})$ is bias, $\sigma$ and $\tanh$ are sigmoid and hyperbolic function respectively; $\mathbb{R}$ is element-wise product, which means the product of the corresponding elements of two matrices; The size of all state vectors is the same as $h_t$.

\[
\begin{align*}
    r_t &= \sigma(W_r x_t + U_r h_{t-1} + b_r) \\
    z_t &= \sigma(W_z x_t + U_z h_{t-1} + b_z) \\
    \tilde{h}_t &= \tanh(W_h x_t + U_h (r_t \odot h_{t-1}) + b_h) \\
    h_t &= z_t \odot h_{t-1} + (1 - z_t) \odot \tilde{h}_t
\end{align*}
\]

(1) (2) (3) (4)

For many sequential tasks, the current output is not only related to the past, but also related to the future. The bidirectional GRU enhances the capability of standard GRU by introducing a network layer that transmits information in reverse order of time. Therefore, we use BiGRU to capture the global sequential characteristics, final hidden state $h'' \in \mathbb{R}^{d_h}$ can be expressed as $h'' = [h_h \oplus \tilde{h}_h]$. 


which is the element-wise sum of the forward state and the backward state. The size of the hidden state $h_t^r$ is determined by hyperparameter $d_h$.

In recent years, deep neural networks have shown more excellent performance in tasks such as image recognition and machine translation. Inspired by the residual network [11], considering the characteristics of the strong fitting ability of RNN, we propose the parallel auxiliary recurrent neural network structure. Because RNN has a strong ability to fit data, the vertical stacking of traditional residual network structure is likely to cause serious overfitting, so the parallel structure is adopted to deepen the number of layers of the network at the time dimension. As shown in Figure 1, the feature extraction layer contains two layers of BiGRU. The upper layer is called primary BiGRU, which models the original sequence and outputs the hidden features $h_t^r$. The lower layer is auxiliary BiGRU, which is merged into primary BiGRU in parallel to enhance the feature extraction performance of single BiGRU.

The auxiliary BiGRU layer consists of a linear layer, a BiGRU and a nonlinear activation function tanh. Auxiliary BiGRU receives the linear transformation of the input, after non-linear activation and encoding by itself, it outputs the hidden layer state $h_t$, then accepts activation of $relu$, and finally is summed with $h_t^r$. The above can be described as equation (5) and equation (6):

$$h_t^r = BiGRU(tanh(f(x_t)))) \tag{5}$$
$$h_t = tanh(h_t^r + relu(h_t^r)) \tag{6}$$

Where $BiGRU$ means process of equation (1)-(4), $f$ is linear transformation and $h_t \in \mathbb{R}^h$ is the output of feature extraction layer. The purpose of the auxiliary BiGRU is to learn the features lost by the primary BiGRU, and augments the capability of feature extraction layer.

### 3.3. Double Multi-head Attention

When bidirectional GRU deals with sequence, sentence can be encoded as a vector representation as time step $t$ progresses. However, the length of the sentence is changeable. For a sentence that is too long, a single vector will lose the information at the head or tail of sentence. So, we retain the hidden vectors of BiGRU at each moment, and selectively weights and fuses the hidden features $H = \{h_1, h_2, \ldots, h_t\}$ through the attention mechanism. Attention distribution $\alpha_t$ of every hidden feature $h_t$ can be expressed as equation (7):

$$\alpha_t = \text{softmax}(s(h_t, q)) \tag{7}$$

Where $q$ is relation query vector, $s(h_t, q)$ is attention score function and softmax is used to normalize the score. We use bilinear attention score function, as shown in equation (8). Where $W$ is a learnable bilinear matrix.

$$s(h_t, q) = h_t^T W q \tag{8}$$

In order to learn sentence from different subspaces, we introduce a double multi-head mechanism. Multi-head is introduced into bilinear matrix $W$ and query vector $q$. The attention score function with double multi-head is shown in equation (9).

$$s(h_t, Q) = h_t^T W Q \tag{9}$$
Where $Q \in \mathbb{R}^{d_q \times d_d}$ is relation query matrix that is composed of $d_q$ relation query vector with size of $d_d$; The matrix $W$ becomes a three-dimension matrix from original two dimension, that means $W \in \mathbb{R}^{d_q \times d_d \times d_a}$, where $d_a$ is a hyper parameter and represents number of multi-head.

Double multi-head mechanism is embodied by matrix $W$ and $Q$, but it makes multi-head nested, which means the parameter amount of attention layer is increased to $d_a \times d_q$ times of original bilinear attention. In order to reduce complexity of network, we use maximum pooling operation, as shown in equation (10).

$$M^* = \max (\sum_{l=1}^{L} a_l h_l)$$

Where $M^* \in \mathbb{R}^{d_q \times d_d \times d_a}$ is final output of double multi-head attention, the maximum pooling operation maximizes the weighted hidden layer features, which highlights the most salient features that have been paid attention. After fusion at each time $t$, $d_a$ types of vector representations of sentence are output.

### 3.4. Capsule Network

**Primary capsule**: After the output of double multi-head attention, we need to resolve problem of how to instantiate capsule. For capsule network proposed by [15], capsule of a group of neurons whose activity vector represents the instantiation parameters of a specific type of entity. In our work, capsule is the instantiation parameters of relation and built by sentence-level features. We combine $d$ neurons into a capsule $u_i \in \mathbb{R}^{d}$, and obtain $d_a \times m$ primary capsule (children capsule) by splitting the matrix $M^*$ where $m$ is the division of $d_a$ by $d$. The equation (11) is the list of children capsules:

$$U = [u_1, u_2, ..., u_{d_a \times m}] \in \mathbb{R}^{d_a \times m \times d}$$

$$u_i = \text{squash}(u_i) = \frac{\|u_i\|^2 u_i}{0.5 + \|u_i\|^2 \|u_i\|^2}$$

After obtaining the primary capsule, the length of capsule is squeezed into 0 and 1 by the activation of squash function in equation (12), because capsule network uses the length of capsule to represent the probability of relation classification.

**Dynamic routing**: The basic idea of dynamic routing is to map appropriate children capsules to parent capsules through non-linear loop iteration. We need a linear transformation on the children capsule to generate prediction vector $\hat{u}_{ij} \in \mathbb{R}^{n}$, where $i$ and $j$ are respectively children capsules and parent capsules. The linear transformation is realized by equation (13):

$$\hat{u}_{ij} = W_{ij} u_i + b_{ij}$$

Where $W_{ij} \in \mathbb{R}^{I \times J \times d}$ is a non-shared weight matrix and $b_{ij} \in \mathbb{R}^{I \times J \times d}$ is bias, $I$ and $J$ represent the number of children capsules and parent capsules respectively; Here $I = d_a \times m$ and $J$ is the number of relation types.

See Algorithm 1 and Figure 2 for dynamic routing, this algorithm controls the connection strength between children capsules and parent capsules through the coupling coefficient $c_{ij}$ that is initialized uniformly, which means each children capsule is treated equally in first iteration;
then the coefficient is adjusted to select appropriate children capsules through later iteration. However, not all children capsules are effective for relation classification and there is still interference from noisy children capsules [26]. Therefore, we replace original softmax with leaky-softmax to update the connection strength, which is used to route noisy children capsules to additional dimensions.

**Algorithm 1 Dynamic Routing Algorithm**

1: procedure ROUTING($\tilde{u}_{ji}, r, l$)
2:     for all capsule $i$ in layer $l$ and capsule $j$ in layer $(l + 1)$: $b_{ji} = 0$
3:     for $r$ iterations do
4:         for all capsule $i$ in layer $l$: $c_{ji} = \text{leaky-softmax}(b_{ji})$
5:         for all capsule $j$ in layer $(l + 1)$: $v_j = \text{squash}(\sum c_{ji} \tilde{u}_{ji})$
6:             for all capsule $i$ in layer $l$ and capsule $j$ in layer $(l + 1)$:
7:                 $b_{ji} = b_{ji} + \tilde{u}_{ji} \cdot v_j$
8:     return $a_j = \|v_j\|$

**Figure 2. Dynamic routing with leaky-softmax**

### 3.5. Training Procedure

For capsule network, the length of the instantiation vector $v_j$ is used to represent the probability of relation. Unlike traditional neutral networks that use cross entropy loss, we use separate margin loss to calculate the loss $L_j$ of each relation capsule $j$. In order to alleviate the overfitting of network, we use dropout [33] and L2 regularization. Dropout method improves the performance of the neural network by preventing the joint action of feature detectors during the forward propagation process. L2 regularization limits the weight update during the backward propagation process. In our model, we use dropout mechanism on the embedding layer and feature extraction layer. The loss function of each relation is shown in equation (14).

$$
L_j = Y_j \max(0, m^+ - a_j)^2 + \lambda_1 (1 - Y_j) \max(0, a_j - m^-)^2 + \lambda_2 \| \theta_j \|_2
$$

(14)
Where $Y_j = 1$ if relation $j$ is present; $m^+$ and $m^-$ are threshold, $\lambda_1$ is the penalty rate for false positive and false negative, these three empirical parameters are usually set to 0.9, 0.1 and 0.5; $\lambda_2$ is coefficient of L2 regularization, $\theta$ represents weight parameters of our network (except for capsule network), $\|\cdot\|_F$ represents Frobenius norm. The total loss is sum of losses for all relations.

4. EXPERIMENT

4.1. Dataset and Experimental Setup

Dataset: Our experiment adopts the public dataset SemEval-2010 Task 8 [1], which contains 9 types of relation and an “Other” type. The 9 types are Cause-Effect, Component-Whole, Content-Container, Entity-Destination, Entity-Origin, Instrument-Agency, Member-Collection, Message-Topic, Product-Producer; “Other” type is not of any of these nine types. In our experiment, we do not distinguish the direction of relations, so the total number of relations is 10. SemEval-2010 Task 8 dataset consists of 8000 sentences for training and 2717 sentences for testing. In order to compare our results with previous state-of-the-art models, we adopt precision $P$, recall $R$ and F1 score to evaluate performance between our model and others. The definition of three metrics is shown in equation (15)-(17). The macro precision, macro recall and macro F1 are respectively the average of precision, recall and F1 of all relation categories.

\[
P = \frac{TP}{TP + FP} \quad (15)
\]

\[
R = \frac{TP}{TP + FN} \quad (16)
\]

\[
F1 = \frac{2 \times P \times R}{P + R} \quad (17)
\]

Setup: we randomly select 800 samples from the training set as development set for tuning hyperparameters. The best hyperparameters are shown in Table 1. Our experiment adopts 300-dimensional word vector pretrained in the latest Wikipedia corpus. Feature extraction layer of our model uses orthogonal initializer, other weights of network are initialized by Xavier method [30]. We train our model by Pytorch framework on platform Ubuntu and use one Geforce GTX 1650.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>Size of batch</td>
<td>32</td>
</tr>
<tr>
<td>$d_w$</td>
<td>Hidden size of GRU</td>
<td>256</td>
</tr>
<tr>
<td>$d_e$</td>
<td>Size of word embedding</td>
<td>300</td>
</tr>
<tr>
<td>$d_p$</td>
<td>Size of position embedding</td>
<td>40</td>
</tr>
<tr>
<td>$d_{pos}$</td>
<td>Size of POS embedding</td>
<td>30</td>
</tr>
<tr>
<td>$d_q$</td>
<td>Size of query vector</td>
<td>17</td>
</tr>
<tr>
<td>$d_W$</td>
<td>Number of first head ($W$)</td>
<td>8</td>
</tr>
<tr>
<td>$d_Q$</td>
<td>Number of second head ($Q$)</td>
<td>10</td>
</tr>
<tr>
<td>$d$</td>
<td>Size of capsule</td>
<td>8</td>
</tr>
<tr>
<td>$lr$</td>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>Weight decay</td>
<td>0.0001</td>
</tr>
<tr>
<td>dropout</td>
<td>Embedding layer dropout</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Feature extraction layer dropout</td>
<td>0.1</td>
</tr>
</tbody>
</table>
4.2. Overall Experiment

Table 2 compares our double multi-head attention-based capsule network model with other four types of state-of-the-art models. Among the non-neural network models, the top is the support vector machine (SVM) [34]. This model uses manually created features and SVM classifier for relation classification, and achieves the best performance (82.2%) during the official competition. Models based on the Shortest Dependency Path (SDP) show excellent performance, including FCM [18], DepNN [19], depLCNN+NS [5], SDP-LSTM [20], BLSTM [6], DRNN [21]. SDP can ignore unrelated words between entities and construct a semantically directly related dependency path, which helps the model capture the dependency relationship between words more quickly. However, building of dependency tree often resorts to existing NLP tools, it is not always accurate and affected by sentence length, which costs time a lot. Introduction of attention has brought a very effective improvement to relation classification. By selectively assigning different weights, it highlights the most important words of sentence. Representative models are Hier-BLSTM [12], Att-BLSTM [9], Attention-CNN [23] and EA-BLSTM [13]. Recently, the capsule network model, which has received widespread concern in the field of image classification, has been used in NLP tasks, and a series of variants have been produced. Among them, [17] proposed a capsule network Att-CapNet, good results have been achieved with an F1 score of 84.5%.

Double multi-head attention-based capsule network proposed by us achieves an F1 score of 85.3% on SemEval-2010 Task 8 dataset. Although the performance of our model is not the best, it outperforms most other models without using external features like WordNet and SDP. Besides, compared with the capsule network relation classification model, our model achieves state-of-the-art result.

<table>
<thead>
<tr>
<th>Models</th>
<th>Macro F1(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non neural model</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>82.2</td>
</tr>
<tr>
<td>SDP Model</td>
<td></td>
</tr>
<tr>
<td>FCM</td>
<td>83.0</td>
</tr>
<tr>
<td>DepNN</td>
<td>83.6</td>
</tr>
<tr>
<td>depLCNN+NS</td>
<td>85.6</td>
</tr>
<tr>
<td>SDP-LSTM</td>
<td>83.7</td>
</tr>
<tr>
<td>BLSTM</td>
<td>84.3</td>
</tr>
<tr>
<td>DRNN</td>
<td>86.1</td>
</tr>
<tr>
<td>Attention-based Model</td>
<td></td>
</tr>
<tr>
<td>Hier-BLSTM</td>
<td>84.3</td>
</tr>
<tr>
<td>Att-BLSTM</td>
<td>84.0</td>
</tr>
<tr>
<td>Attention-CNN</td>
<td>84.3</td>
</tr>
<tr>
<td>+WordNet, WAN</td>
<td>85.9</td>
</tr>
<tr>
<td>EA-BLSTM</td>
<td>84.7</td>
</tr>
<tr>
<td>Capsule Network Model</td>
<td></td>
</tr>
<tr>
<td>Att-CapNet</td>
<td>84.5</td>
</tr>
<tr>
<td>Our model</td>
<td>85.3</td>
</tr>
</tbody>
</table>
For fair comparison with other models, we implement four of these models and use the same data pre-processing method and pretrained word vectors, which ensures that the input of each model is the same. Table 3 shows the result of precision, recall and F1 score of BLSTM [6], Att-BLSTM [9], Attention-CNN [23], Att-CapNet [17] and our model. It shows that the macro precision of our model is lower than that of Att-CapNet [17], but the macro recall exceeds others by 2.2%-4.1%, so the macro F1 score is increased by 0.9%-2.1%. According to the analysis above, we believe that our model is superior to the comparative models.

In order to explore the recognition effect of models on each relation, Table 4 lists the F1 score of five types of models for all relations (except Other). The comparison results show that our model is less effective in identifying “Component-Whole”, “Entity-Origin” and “Member-Collection”, F1 is lower than Att-CapNet and BLSTM. However, our model is better than other models in recognizing other relations, which has a greater contribution to the metric of macro-average F1 score.

Table 3. Fair comparison between our model and other four models

<table>
<thead>
<tr>
<th>Models</th>
<th>Macro P (%)</th>
<th>Macro R (%)</th>
<th>Macro F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLSTM</td>
<td>81.7</td>
<td>87.3</td>
<td>84.3</td>
</tr>
<tr>
<td>Att-BLSTM</td>
<td>80.7</td>
<td>86.6</td>
<td>83.5</td>
</tr>
<tr>
<td>Attention-CNN</td>
<td>81.2</td>
<td>85.4</td>
<td>83.2</td>
</tr>
<tr>
<td>Att-CapNet</td>
<td><strong>82.4</strong></td>
<td>86.6</td>
<td>84.4</td>
</tr>
<tr>
<td>Our model</td>
<td>81.8</td>
<td><strong>89.5</strong></td>
<td><strong>85.3</strong></td>
</tr>
</tbody>
</table>

Table 4. Comparison of F1 (%) for each relation type

<table>
<thead>
<tr>
<th>Relation Types</th>
<th>BLSTM</th>
<th>Att-BLSTM</th>
<th>Attention-CNN</th>
<th>Att-CapNet</th>
<th>Our model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cause-Effect</td>
<td>92.9</td>
<td>90.7</td>
<td>91.4</td>
<td>92.0</td>
<td><strong>93.6</strong></td>
</tr>
<tr>
<td>Component-Whole</td>
<td>79.7</td>
<td>81.8</td>
<td>80.9</td>
<td><strong>83.3</strong></td>
<td>81.9</td>
</tr>
<tr>
<td>Content-Container</td>
<td>86.3</td>
<td>86.2</td>
<td>84.5</td>
<td>86.2</td>
<td><strong>86.8</strong></td>
</tr>
<tr>
<td>Entity-Destination</td>
<td>88.3</td>
<td>89.7</td>
<td>88.2</td>
<td>89.7</td>
<td><strong>91.0</strong></td>
</tr>
<tr>
<td>Entity-Origin</td>
<td><strong>85.8</strong></td>
<td>84.8</td>
<td>85.5</td>
<td>85.2</td>
<td>84.7</td>
</tr>
<tr>
<td>Instrument-Agency</td>
<td>74.7</td>
<td>72.8</td>
<td>73.5</td>
<td>74.2</td>
<td><strong>76.0</strong></td>
</tr>
<tr>
<td>Member-Collection</td>
<td><strong>85.1</strong></td>
<td>83.0</td>
<td>84.1</td>
<td>84.6</td>
<td>82.4</td>
</tr>
<tr>
<td>Message-Topic</td>
<td>83.0</td>
<td>84.5</td>
<td>82.7</td>
<td>85.5</td>
<td><strong>88.1</strong></td>
</tr>
<tr>
<td>Product-Producer</td>
<td>82.6</td>
<td>77.6</td>
<td>78.0</td>
<td>78.3</td>
<td><strong>83.4</strong></td>
</tr>
</tbody>
</table>

4.3. Ablation Study

In order to reflect the effects brought by auxiliary BiGRU, double multi-head attention and capsule instantiation strategy, we conduct an ablation study. The multiple variants derived from the model are shown in Table 5, we remove some components in our original model successively. “No multi-head (W)” and “No multi-head (Q)” respectively represent the situations of only removing multi-head of W and multi-head of Q; “No multi-head (W and Q)” represents removal of all multi-head of W and Q which means that our multi-head attention becomes the basic
bilinear attention. “No caps-ins-strategy” represents that we remove our capsule instantiation strategy.

Comparing the four models in the first, the second, the sixth and the last rows, it shows that our auxiliary BiGRU, double multi-head attention and capsule instantiation strategy effectively improve the overall performance. In specific, the auxiliary BiGRU boosts the precision P, double multi-head attention has a greater improvement in recall R, which slow down the impact of the decline in precision, so F1 is increased. Capsule instantiation strategy increases the precision. Comparing “No multi-head (W)”, “No multi-head (Q)” and “No multi-head (W and Q)”, results show that single multi-head does not improve the model, because improvement of recall is lower than impact of precision. But composition of these two multi-head brings an improvement of 0.6% for F1.

Table 5. Comparison with all variants in ablation study

<table>
<thead>
<tr>
<th>Models</th>
<th>Macro P (%)</th>
<th>Macro R (%)</th>
<th>Macro F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our model (original)</td>
<td>81.8</td>
<td>89.5</td>
<td>85.3</td>
</tr>
<tr>
<td>No auxiliary BiGRU</td>
<td>80.8</td>
<td>89.6</td>
<td>84.9</td>
</tr>
<tr>
<td>No multi-head (W)</td>
<td>80.7</td>
<td>88.4</td>
<td>84.3</td>
</tr>
<tr>
<td>No multi-head (Q)</td>
<td>80.4</td>
<td>87.9</td>
<td>83.9</td>
</tr>
<tr>
<td>No multi-head (W and Q)</td>
<td>83.0</td>
<td>85.7</td>
<td>84.3</td>
</tr>
<tr>
<td>No attention layer</td>
<td>81.8</td>
<td>85.5</td>
<td>83.5</td>
</tr>
<tr>
<td>No caps-ins-strategy</td>
<td>78.9</td>
<td>85.9</td>
<td>82.2</td>
</tr>
</tbody>
</table>

4.4. Analysis of Double Multi-head Attention

Local analysis: Local analysis is to understand how the model makes decisions for a certain sample or group of samples. Figure 3 visualizes the attention weight $\alpha_i$ (see equation (7)) through the heat matrix diagram, which shows the importance of different words in a sentence for relation classification. The greater the importance of the word, the greater the attention score given to it, and the darker the corresponding colour in heat map. The 8 sub-graphs in Figure 3 respectively represent 8 heads on the bilinear matrix W, the vertical axis of sub-graph shows the 10 heads on the query matrix Q, the horizontal axis represents words in sentence, and the colour-bar on the right side indicates the size of attention score, which is between 0 and 1.

In order to explain the double multi-head attention more clearly, we only focus on the darker colour of each head (attention score greater than 0.6). Take the sentence provided in Figure 3 as an example, the two entities “survivors” and “houses” express relation “Entity-Destination”; In sub-figure (a), the 10 heads mainly focus on “into”; For other sub-figures, “moved”, “survivors” and “houses” are the main objects focused by attention layer. We can find that multi-head attention proposed in this paper focuses on the two entities and words expressing their relation, which is consistent with the focus of human. Therefore, our attention model finally distinguishes the sentence as relation “Entity-Destination”.

Global analysis: Global analysis is to explain the semantically meaningful components in the model and to understand how the model makes decisions on the entire dataset. According to the local analysis method, we extract the words (except for two entities) in sentence on the Testing set, and performs statistics according to the 9 types of relations; Due to space limitation, only the top four words with the largest frequency in each relation type are given, the statistical results are
shown in Table 6. We can find that for each type of relation, our attention model can identify the key words that express their relation. For example, the key words expressing the relation "Entity-Origin" are "derived", "from", etc., and for relation "Message-Topic", they are "about", "on", etc. In addition, we also count the proportion of entity pairs that our attention focuses on under each type of relation, and Table 6 shows that more than 90% of entity pairs can be captured by our attention. Thus, our double multi-head attention can identify the common patterns (feature words) of specific relation, and provides strong support for model’s further decision-making.

Figure 3. Heat Map of attention weight matrix for sentence “ten million quake Survivors moved into makeshift houses”
Table 6. The top four words with highest frequency and rate of entity pairs focused by the attention layer

<table>
<thead>
<tr>
<th>Relation Types</th>
<th>Words focused</th>
<th>Rate of Entity pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cause-Effect</td>
<td>Caused, by, from, cause</td>
<td>91.5%</td>
</tr>
<tr>
<td>Component-Whole</td>
<td>Of, with, in, has</td>
<td>96.2%</td>
</tr>
<tr>
<td>Content-Container</td>
<td>In, was, inside, with</td>
<td>80.2%</td>
</tr>
<tr>
<td>Entity-Destination</td>
<td>Into, to, put, in</td>
<td>88.4%</td>
</tr>
<tr>
<td>Entity-Origin</td>
<td>from, derived, of, away</td>
<td>95.0%</td>
</tr>
<tr>
<td>Instrument-Agency</td>
<td>With, using, of, by</td>
<td>98.1%</td>
</tr>
<tr>
<td>Member-Collection</td>
<td>Of, in, into, was</td>
<td>96.6%</td>
</tr>
<tr>
<td>Message-Topic</td>
<td>In, to, on, about</td>
<td>84.3%</td>
</tr>
<tr>
<td>Product-Producer</td>
<td>By, of, from, with</td>
<td>99.6%</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>92.1%</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

We propose a double multi-head attention-based capsule network model for relation classification and auxiliary BiGRU that improves capability of single BiGRU for feature extraction. Our model achieves F1 score of 85.3% on SemEval-2010 Task 8 dataset using only word embedding, relative position embedding and POS embedding, and outperforms most of previous study. Ablation study shows that proposed auxiliary BiGRU, double multi-head attention and capsule instantiation strategy are effective. In addition, we analyse how the double multi-head attention highlights the words that contribute to relation classification from the local and global perspectives, as well as the common pattern recognition mechanism for specific relation types. In the future, we will use large-scale pre-trained language models such as Bert to further improve performance, and explore the potential of our model in the joint extraction of entity and relation as well as event extraction.
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BASKETBALL-51: A VIDEO DATASET FOR ACTIVITY RECOGNITION IN THE BASKETBALL GAME
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ABSTRACT

In recent years, there has been an increase in the association of technology in sports and live sports broadcasting networks. From score updates, broadcasting commercials, assisting referees for decision making, and minimizing errors, the adoption of technology has been used for fair play and improve results. This has been possible with the advancement in video analysis, classification techniques, and the availability of resources. This paper introduces a new labelled video dataset collected from a live basketball game broadcasted on live TV to determine the type of basket scored in the basketball game. Among different shots, the points the player can score are basically of three types: 3 points, 2 points, which depends on the range of shots taken and 1 point which is the free shots taken after a foul. This dataset consists of labelled video clips collected from the live broadcast of the game from the broadcasting medium to classify different scoring activities. This paper also gives the preliminary analysis of the dataset for different class labels using 3D ConvNet and two-stream 3D ConvNet methods to show the complexity of the dataset.

KEYWORDS

Basketball dataset, 3D ConvNet, two-stream 3D ConvNet.

1. INTRODUCTION

With recent development in the field of Artificial Intelligence (AI), computer vision, and innovations in deep learning and neural network algorithms, the application of these techniques in different fields especially in sports has been increasing at an incredible pace. Areas of sports such as monitoring player fitness, player injury detection, sports marketing, broadcasting, wearable technology, have been using AI and computer vision in the past few years. Sports personnel, TV broadcasters have implemented AI in automated journalism to enhance sports coverage and spectator experience. Also, AI-powered Wearable devices worn by players provide data that can be used in player tracking [1], player performance analyzing, and optimizing training and player efficiency. With the use of sensors and tracking devices, only limited data about the player and game can be obtained and will be hard to analyze these data in real-time. Also, the necessity to place sensors on the body of players while playing has made it unrealistic to collect data in a real-world scenario. These drawbacks with the sensor data can be resolved if videos can be used to extract information rather than using sensors. But with the large video data collected for many hours and numerous replays to extract the required information from it can make it tedious for people in analyzing the footage. With the application of computer vision, an automated system can be developed that can analyze the videos, players, game situation and gather important insights and valuable analysis from them. Ball tracking, player tracking is some of the major application of computer vision implemented that has provided coaches better understandings of the formation of teams and given instant analysis to better the performance.
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The application of AI-based techniques has already been implemented in different sports[2]. Automated video highlights generation and broadcasting which picked key moments of the game has been announced and on development. In sports like tennis the ball tracking system has been used to identify whether the ball has landed in or out of bounds. It uses computer vision to construct the trajectory of the detected ball using multiple frames from multiple camera angles. Also, in soccer, the goal-line technology has been adopted that uses multiple camera systems where it uses the computer vision technology system to determine whether the ball has crossed the line on the goal line or not. The analysis gives the referee enough information to make decision in a quick time. This implementation of technology has helped the officials to take the quick and right decision and minimize human errors in sports. Although the application in different sports has provided encouraging results, it has been a challenge due to different factors, to fully automate these systems by using the video.

In this paper, we introduce a new video-based basketball dataset derived from live video broadcast TV for classifying scoring activity in the basketball game. The main objective of building this dataset is to develop a well-labeled dataset dedicated to the activities related to basketball as there is a lack of such datasets for applying automated computer vision techniques for activity recognition. Only a few in other sports like Volleyball[3] where specific sports-related action classes have been used for classification. Our dataset may help researchers to develop and test different architecture and algorithms to evaluate real-time basket and score recognition from live video of basketball games without any human interventions.

Most of the datasets currently existing for basketball have been the dataset that shows the statistics of players and coaches. Most of them include statistics like the number of games played, number of games won, offensive-defensive efficiency, field goal percentage, and many more. Although with the successful application of machine learning and deep learning in the field like face recognition, video segmentation, and its increased application in the video analysis field, the lack of large visual based basketball dataset has been a problem to apply classification techniques in this sport. This dataset provides a short 6 second length clips labelled with different scoring activities as the classification classes sourced from the live videos broadcast on TV. The dataset contains the clips of the scoring attempts from the players throughout the games divided into 8 different categories. Each clip contains information about whether it is attempted from long-range, mid-range, or short-range shots and if it has made or miss the basket. Hence it will help to gain information about the scoring points scored by the player whether it is three-point shots, two-point shots or a free throw for one-points. This should be helpful to develop an automated scoring system during a live game without any human involvement. Also, this will provide information to assist the referee during an unclear condition for better decision making. Hence, the dataset can provide necessary information for research to develop a fully automated system using only the commercial broadcasted video data without using any special camera or camera setup during the games. But the dynamic background of the clips with audience movement, the movement of the camera, change of camera angle, multiple movements of players, presence of flashing information/advertisement, and difficulty in tracking the ball in the background have been some of the challenges this dataset brings in classifying the videos.

Therefore, the main contributions of this paper can be summed up as follows:

a. A new labeled basketball-related action video dataset for activities related to scoring in the basketball games derived from the broadcasted video for a real-world scenario.

b. A baseline reference model and analysis with state of art action recognition models is done to set benchmarks on this dataset.
The organization of the rest of the paper is as follows. Section 2 shows some previous work, summarize existing benchmark sports dataset, as well as a literature review of some of the other sports-related dataset. Section 3 gives a brief explanation and details of the dataset, the data collection process, dataset features, and annotation framework. Section 4 presents the explanation of the baseline models being used, Section 5 shows some experimental results obtained for evaluating the performance of the deep learning models, while finally Section 6 contains the conclusions and future work lines.

2. LITERATURE REVIEW

Many video-based benchmarks human activity recognition dataset such as HMDB51[4], UCF101[5], ACTIVITYNET[6], KINETICS[7] has been published which contains sports-related actions such as catching or throwing a baseball, juggling a soccer ball, playing cricket, shooting a basketball, etc. and has been included as human action classes. These datasets contain videos and images of different activities performed by the subject inside the video and have contributed greatly towards the video classification, with the study of human action classification from clips of humans performing different sports-related activities.

Not only activity related but also some sports-specific video dataset has been collected for video analysis to extract some critical and beneficial information from the video content. Some benchmark datasets Wang et al.[8], UCF Sports[9], Olympic Sports[10], Sports -1M [11], SVW[12] for sports video analysis collected from different sources such as YouTube, TV broadcast, smartphone, and tablets have been developed. These datasets contain images and videos of different sports such as baseball, basketball, tennis, badminton, football, horse riding, running, etc., and have been used to classify different sports. But the lack of inclusion of all the actions related to the specific sports has made it difficult to apply in real-world application and classify the actions related to a variety of actions performed on a single sport. As per example, in dataset UCF101, there are only the activities related to the dunking action as Basketball Dunk and basketball shooting. Rather in the real game, many actions like dribbling, passing, and other different scoring actions are present which is lacking in the previously published dataset. The most published dataset consists of several videos range from around 100 to millions of videos of variable length. The class categories also range from a few to around 500 different sports classes focused on sports actions.

Some specific basketball-related datasets such as SportUV which is explained in this link (https://www.nbastuffer.com/analytics101/sportvu-data/) has been developed where the automated ID and tracking technology system records the tracking of the spatial position of the ball, players, and referee on the court 25 times per second during the game. This dataset indicates when the three-point shot is taken and whether the shot is successful. This data was joined with the play-by-play data from the NBA and is kept that are in both datasets. Since the 2017-2018 seasons, the Second spectrum has been the official player tracking technology provider that collects 3D spatial data of movements of ball, players, referee locations from cameras installed on NBA arenas. In APIDIS dataset [13] the video is collected from 2MPixels color cameras installed around the basketball court (four on each side). In [14] the authors present methods to predict the behavior of the basketball player from the first-person videos (10.5 hours) collected by the University team at Northwestern Polytechnical University.

In earlier times research has also been done to detect scores from the broadcast video in real-time. In [15], the author has proposed a real-time approach to detect score region and recognize the score in broadcast basketball video using frame difference and texture information. They have shown that their approach achieves high accuracy compared to traditional text recognition methods.
Many machines learning and deep learning architecture has been used for action recognition using these video datasets. Most video-based architecture used 2D and 3D content with LSTM[16][17][18][19][20][21] for transferring information across frames and capture long-range dependencies. In recent years, two-stream networks[22][23][24][25] which uses two different types of stream, RGB and flow data, are fused for prediction. For our analysis, we used the 3D ConvNet to train our model from scratch for both our RGB and optical flow video data along with two-stream 3D ConvNet with early fusion techniques. The detail of the dataset is explained in section 3 and the methods we used are explained in section 4.

3. DATA COLLECTION AND DATA CHARACTERISTICS

In this section, we describe how the data was collected, processed, and prepared.

3.1. Data Collection

Step1: Collection of live video games

The videos are collected from the live video of NBA basketball games broadcasted from the different broadcasting channels. Apart from players actions, the videos include scores, flashing information, replays, highlights, interviews, advertisements, and other graphics displayed during the game as it is being broadcasted on live TV. The quality of the video recorded at first is in HD.

Step 2: Manually store the label and timestamp.

Once the live video of the game is recorded, we then manually list the timestamp of the video at the point when the ball reaches near the rim after the player makes a shot towards the basket. The list consists of the hour (HH), minutes (MM), and second (SS) of the video at the time the ball is near the rim from the starting of the video. Then it is manually annotated whether the shot has made the basket or miss the basket and the range from which the shot was taken for labeling the clips.

Step3: Generate clips

Once we have the timestamp from the video, a 6-sec video clip was generated where the point of action is in the middle of the clips. This time duration is chosen so that the clips have complete information of the action such as from where the shot was taken, make or miss of the shot, and the information if there are any rebounds or multiple attempts to make the basket after the first shot. We generate the clips from videos of 51 full basketball games. The average number of clips generated from each video is about 200. To make it more appropriate for experimental purposes, the dimension of the clips is also reduced from HD to the dimension of Quarter Video Graphics display (QVGA) (320×240) pixels value. Sample video frames of the collected dataset are given in Figure 1. The figure shows the sample frame of videos classified into 8 different labels and three specific timestamps of the activities like the point of the throw, the point of the ball on the rim and the point after the ball make or miss the basket.

Step 4: Optical flow dataset

From the RGB video clips, for experimental analysis using temporal data, we also generate the optical flow videos for optical flow data. We find the relationships between the consecutive frames using the optical flow concept which was first proposed by[26] and generate the optical
Figure 1: Example of frames from the video. From left to right represents frames of videos at the time of the shot, ball on the rim, and the ball after the shot and from top to bottom represents the action for 2p0, 2p1, 3p0, 3p1, ft0, ft1, mp0, and mp1.
flow video clips from the RGB video clips. For that, we used the open-source library OpenCV with the Gunnar Farneback optical flow technique [27]. This method detects the pixel intensity changes between the two consecutive frames and gives the highlighted pixels. The optical flow clips were generated and labelled from the original RGB clips. The objective of generating the optical flow clips is to learn the temporal flow of the information in the video.

3.2. Dataset Characteristics

This section describes the detailed characteristics and features of the dataset. The Dataset has a total of 10,311 video clips generated from 51 NBA basketball games broadcasted in the media. The videos are entirely from the third person view captured from the camera used from sports broadcasting media. The clips are initially labelled into 8 class labels: defined as two-point miss(2p0), two-point make(2p1), three-point miss(3p0), three-point make(3p1), free throw miss(ft0), free throw make(ft1), mid-range shot miss(mp0), and mid-range shot make(mp1). The make and miss of the shot taken by players has been represented by 1 and 0 in the activity labels. The distribution of the number of class labels is represented in figure 2. The highest number is that of the three-point miss (about 20% of total data) and the lower is for the mid-range make and miss (around 5.4% of total data). The highest different between the make and miss is in free-throw i.e., there is more free-throw make in games than free throw miss as shown in figure 2. Also, the difference between make and miss is lowest in the mid-range shot which has somewhat equal number of make and miss. To study the characteristics of the dataset, the analysis has been studies based on different groups. The dataset has been grouped on 4-class based on the range of shots taken. The four class categories are two-point, three-point, mid-point, and free throw. Again, to analyze the miss/make of the shots the whole dataset is divided into 2-label dataset of make and miss. The details about the experimental analysis of these groups are described in the experimental setup section of the paper. For proper grouping, the nomenclature of the clips is given to provide information about the label, video number, and the timestamp of the clip which represents the 3rd second of the clip. The optical flow clips were names similar to its RGD video clips and have the same characteristics. Identical models and parameters were used on the optical flow dataset to analyze the performance as has been used for the RGB dataset.

![Data Distribution](image)

Figure 2: Example of data distribution of the dataset based on different groups.
4. **Baseline Performance Model**

For our evaluation, we used two state-of-art deep learning models for video classification: i) 3D convolution network [28] for video segmentation on both RGB and optical flow video datasets and ii) two-stream ConvNets[22]. The details of the approach are described as follows. In this section, we describe the basic overview of this architecture and explain how we apply this architecture in our experiments.

4.1. **3D ConvNet**

3D ConvNets are like the 2D ConvNets but with three-dimensional convolutional kernels which can make segmentation prediction for a volumetric patch. Because of its 3D nature, it seems to be the ideal approach to video modeling and has been used for many video segmentation[29][30] approaches. In addition to the height and weight of the 2D convolutional kernel, the 3D ConvNet has third kernels representing the spatial-temporal filters. Hence it will help to analyze the spatial and spectral features of action between frames of the clips in time dimensions.

![Figure 3: Example of the 3D ConvNet](image)

For our analysis, we implemented a 3D convolutional neural network similar to C3D [31], which has 4 convolutional layers block which includes 3D CNN layer followed by max-pooling layers, dropout layers, and batch normalization layers. Then it is followed by 1 global average pooling layer and 3 dense layers. The model has the input of video clips with 50 frames with a pixel size reduced to size 80 × 80. The size of the frame is chosen to transform the high-dimensional data with minimum size videos to reduce the memory requirement and computational complexity of the model. The filter numbers range from 16, 64, 256, 512 for 3D CNN and 256 and 32 for fully connected layers. The SoftMax function is used to predict the output classes. The loss function used is categorical cross-entropy. For all our experiments we use the initial learning rate of 0.1 with Nadam optimizer with its default arguments parameters, batch size of 20, and train for 100 epochs. All models are trained on an Nvidia Titan Xp GPU.

4.2. **Two stream 3D network**

The main idea behind two-stream networks is to train two-stream of CNN networks, one RGB
Figure 4: Example of two stream 3D ConvNet

data to get spatial information and another stream with optical flow data for temporal information. These two networks are then fused in some part of the model before classification. In Earlier approaches, a two-stream network is implemented by using short temporal snapshots of video by averaging the predictions from a single RGB frame and a stack of 10 extremely computed optical flow frames [22]. In our case, we generated the optical flow clips from our RGB data clips and used the optical flow clips as our input video data. For our experiment, we used the identical 3D ConvNet network with same input parameters for both the stream with RGB video as input data on one stream and the corresponding optical flow video on the second stream. We then fuse the output taking average after the 3D ConvNet layer and then pass it to the fully connected layers. The configuration of the two-stream network is as shown in figure 4.

5. EXPERIMENTS AND ANALYSIS

This section presents some evaluations using this basketball dataset to illustrate the characteristics and challenges for action recognition. We used one of the most used deep learning architectures, 3D ConvNet for video classification. The task aims to correctly classify the scoring label of the video clips that contain the scoring activity of the player when they take a shot. Here we use the clips derived from the broadcasted videos to train the classifier and evaluate the performance based on different classifier algorithms. For our evaluation, we test our model into two classification types: Subject dependent and subject independent. Here the subject represents the video of the basketball game. The objective of analyzing in different classification type is to study the impact in the performance of the model during training and testing because of the difference in the background audience, court color, players jersey, player movement and camera orientations that can have different features in different videos from one game to another.
5.1. Subject Dependent

In Subject Dependent classification, the division of the dataset is done randomly to training and testing dataset where both contains samples from all the subjects. If there are samples for n number of subjects, both training and testing dataset contains certain percentage of samples from all n number of subjects. For the subject dependent, the total clips collected from 51 games is divided into (80/20) training and testing datasets based on their class labels where clips from each video can be in the training and testing data. This random division of the total data into training and testing data, have samples corresponding to the same video and, most likely the samples of all subjects. The confusion matrix and classification report for the RGB dataset for 4-class subject dependent classification is shown in figure 5. The 0, 1, 2 and 3 in classification reports represents the classification class of free throw, mid-range, three-points and two-points. Here, the mid-range has the lowest recall value of about 35% whereas the free-throw activity has the highest classification recall value of about 98%. The overall accuracy is 79%. Most of the mid-range shots has been misclassified as three-point and two-point shot as there is a small margin of range between mid-range with two-point and three-point range. Also, the low number of training data for mid-range can be the reason for low classification accuracy.

5.2. Subject Independent

In subject independent classification, the division of dataset is done to training and testing dataset such that samples from the subject included in training are not included in testing data. That is for n number of subjects, samples from n-k subjects are used in training data whereas samples from the remaining k subjects are used in testing. The system classifier will be tested with testing data having completely new features than the training data. For subject independent classification, the clips from 41 different games were used as training while the clips from the next 10 games were used as testing datasets. This is done to make the subject and features of the testing data completely unknown to the classifier trained on entirely different training video data. The objective is to analyze the effect on the classification performance due to differences in a court appearance, player movement, background change, camera orientation,
and other factors in testing data as compared to the dataset used for training. The confusion matrix and classification report for the RGB basketball dataset using 3D ConvNet for 4 class classification is shown in figure 6. Here also the mid-range has been misclassified mostly as two-point range and three-point range and has the lowest recall value of 17%. The overall accuracy is 77% which is less than the subject-dependent classification accuracy.

In both cases, 20% of the training dataset was used as a validation dataset for evaluating the performance of the model during training. With each epoch, the model tests the performance on the validation dataset and will save the model if the performance betters (validation loss improves) than the previous saved best model. We evaluate our training for 100 epochs. Thus, at the end of the 100 epochs, the saved model will be the best one with the lowest validation loss throughout the training process. Then the performance is evaluated in the testing dataset. For diverse analysis, we did our experiment for different groups of data. First, we analyze our experiments for our original 8-class labels. Then to analyze the range of the shots, we group our dataset into four different class labels(4-class) (three-point, two-point, mid-range, and free shot) and finally to analyze the scoring of the shots we analyze the model for two-class labels(2-class) (make/miss) of the shots.

Table 1: Accuracy comparison of different model for different class group

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Subject Dependent</th>
<th>Subject Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8-class</td>
<td>4-class</td>
<td>2-class</td>
</tr>
<tr>
<td>3D ConvNet</td>
<td>59.48%</td>
<td>79.50%</td>
<td>77.31%</td>
</tr>
<tr>
<td>3D optical ConvNet</td>
<td>51.72%</td>
<td>73.39%</td>
<td>72.47%</td>
</tr>
<tr>
<td>Two stream 3D ConvNet</td>
<td>58.94%</td>
<td>74.79%</td>
<td>76.44%</td>
</tr>
</tbody>
</table>

Table 1 shows the comparison of the accuracy for the 3D ConvNet for RGB data, optical flow data, and two-stream model with average fusion. We observe that among different input data in CNN models, the accuracy is mostly high with 3D ConvNet with RGB videos as compared to 3D ConvNet with optical video. The 3D ConvNet model has higher accuracy performance from RGB
videos than optical flow videos in all cases. The performance using two-stream networks has not improved the result significantly than using 3D ConvNet with RGB data. Also, among different groups of data, the model has higher accuracy in range classification (4-class) than in the 8-class group or 2-class group. Only that using two-stream 3D ConvNet the make and miss have shown higher performance compared to in 4-class in both subject dependent and subject independent classification than using single 3D ConvNet for RGB and optical dataset separately. We also observe that the accuracy is higher in most cases with subject-dependent analysis than subject independent analysis. Figures 4 and 5 present the confusion matrix based on recall and classification reports for the 4-class 3D ConvNet methods for subject dependent and subject independent classification methods. As described in section 5.1 and section 5.2, most of the misclassification is for mid-range which is mostly misclassified as a two-point or three-point shot. This can be due to the imbalanced nature of the dataset where there is a smaller number of mid-range data clips compared to 2-point and 3-point. Also, the identical similarity of the interclass activity and lack of specific range distinction between different ranges can be the reason for low performance. Also, we can see that the model can capture features of the free-throw which has significantly higher accuracy as compared to another group. During a free throw, the less movement of the players, constant camera angle, and low camera movement than in other activity groups can be the reason for the higher classification accuracy.

6. Conclusion and Future Works

In this study, we try to develop a dataset to classify the scoring action from a basketball game broadcasting video. Also, to learn the spatial and temporal features we used the state-of-the-art classification method of 3D ConvNet. Future work includes adding more activities of players in the game like dribbling, fouls, and scoring types for full automation of the activity recognition in the live videos. In most of the other dataset when deriving the optical flow dataset, the background will be static but in our case with the movement of the camera, results in the dynamic movement of the background. This has increased the challenges for improving the results using two-stream model and has also results in low classification performance with temporal information from optical data than considering only RGB spatial information.

Some of the other challenge it faces is the similar nature of the videos between different classes. The temporal information on the training will be not only from the movement of the ball or the player with the ball but it also tracks the movement of all the players on the court along with the referee and background audience. This dynamic nature of the dataset has added more challenges for classification. The experiments used for analyzing the performance on this dataset explained in this paper uses only basic parameters and features of the dataset. Analysis can be made by using higher dimensions input data with other deep learning networks considering the challenges the dataset presents. This can certainly help in increase the performance for classifying the scoring activities. This shows a higher possibility and opportunity to increase the performance using this dataset for further research.
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ABSTRACT

Patterns discovered from based on collected molecular profiles of patient tumour samples, and also clinical metadata, could be used to provide personalized cancer treatment to patients with similar molecular subtypes. Computational algorithms for cancer diagnosis, prognosis, and therapeutics that can recognize specific functions and aid in classifiers based on a plethora of publicly accessible cancer research outcomes are needed. Machine learning, a branch of artificial intelligence, has a great deal of potential for problem solving in cryptic cancer datasets, as per a literature study. We focus on the new state of machine learning applications in cancer research in this study, illustrating trends and analysing major accomplishments, roadblocks, and challenges along the way to clinic implementation. In the context of non-invasive treating cancer using diet-based and natural biomarkers, we propose a novel machine learning algorithm.
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1. INTRODUCTION

There has been a continuous improvement in Cancer research over the past decades. Scientists used various methods, such as early-stage screening, to detect cancer types before they cause symptoms. They've also developed new strategies for predicting cancer treatment outcomes early on. Due to the introduction of new technologies a large amount of cancer data is available to the medical community. The accurate prediction of a disease outcome, on the other hand, is one of the most interesting and difficult tasks for physicians. As a result, medical researchers are increasingly using machine learning methods.

We present a study that use machine learning methods in cancer prediction and prognosis, in light of the growing trend of applying these methods to cancer prediction and prognosis. Prognostic and predictive features are considered in these studies, which may be independent of a specific treatment or are combined to guide cancer patient therapy [2]. Furthermore, we discuss the types
of machine learning methods used, the types of data they integrate, and the overall performance of each proposed scheme, as well as their benefits and drawbacks.

Integration of mixed data, such as clinical and genomic data, is a clear trend in the proposed works. However, we noticed a common problem in several works: the lack of external validation or testing of their models' predictive performance. It is clear that using machine learning methods to predict cancer susceptibility, recurrence, and survival could improve accuracy. According to [3,] the accuracy of cancer prediction outcome has improved by 15%–20% in recent years thanks to the use of machine learning techniques.

2. BIOMARKERS

Biomarkers (short for biological markers) are biological indicators of health. "A biomarker is defined as "an objectively measured and examined indicator of normal biochemical functions, pathogenic processes, or pharmacological reactions to a therapeutic treatment." Biomarkers are clinical measurements such as blood pressure or cholesterol levels that are used to monitor and predict health states in individuals and populations in order to plan appropriate therapeutic interventions. Biomarkers can be used individually or in combination to assess a person's health or disease state.

Today, a wide variety of biomarkers are used. Biomarkers are unique to each biological system (for example, the cardiovascular system, metabolic system, or immune system). Many of these biomarkers are simple to measure and are included in routine medical exams. A general health check, for example, might include measurements of blood pressure, heart rate, cholesterol, triglycerides, and fasting glucose. Weight, BMI, and waist-to-hip ratio are all common body measurements used to diagnose obesity and metabolic disorders. An ideal biomarker possesses certain characteristics that make it suitable for assessing a specific disease state. An ideal marker should have the following characteristics: Safe and simple to measure Follow-up is cost-effective. Treatment is modifiable; Gender and ethnic groups are all treated the same.

Biomarkers in disease principles have been applied to cancer detection, screening, diagnosis, treatment, and monitoring. Anti-cancer drugs used to be agents that killed both cancerous and healthy cells. More targeted therapies, on the other hand, have now been developed that can be directed to only kill cancer cells while leaving healthy cells alone. The evaluation of a common cancer biomarker aids in the development of therapies that target the biomarker. This can help to reduce the risk of toxicity while also lowering the cost of treatment. Genetic studies are important in cancer research because genetic abnormalities frequently underpin cancer development. As a result, specific DNA or RNA markers may aid in the detection and treatment of specific cancers.

2.1. Classification of Biomarkers

Biomarkers can be classified as follows:

- Type 0 biomarkers (natural history biomarkers): They aid in determining a disease's natural history and how it correlates with known clinical indicators over time.
- Type 1 biomarkers (drug activity biomarkers): These indicate the effect of drug intervention. They may be further divided¹ into:-
  1. Efficacy biomarkers – describing a drug's therapeutic effects
  2. Mechanism biomarkers – providing information on a drug's mechanism of action
  3. Toxicity biomarkers – a symbol for a drug's toxicological effects
Type 2 biomarkers (surrogate markers): They can be used to predict the effect of a therapeutic intervention and can also be used to replace a disease's clinical outcome.

<table>
<thead>
<tr>
<th>Cytokine</th>
<th>Sample</th>
<th>Current purpose as a biomarker</th>
<th>Current well-known function in lung cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL-6</td>
<td>Blood, BALF, and pleural effusion</td>
<td>Diagnostic, prognostic, and predicting the treatment response</td>
<td>Prooncogenic</td>
</tr>
<tr>
<td>IL-8</td>
<td>Blood, BALF, and sputum</td>
<td>Diagnostic and prognostic</td>
<td>Prooncogenic</td>
</tr>
<tr>
<td>VEGF</td>
<td>Blood, BALF, sputum, pleural effusion, and tissue</td>
<td>Diagnostic and prognostic</td>
<td>Prooncogenic</td>
</tr>
<tr>
<td>TNF-α</td>
<td>Blood</td>
<td>Predicting the treatment response</td>
<td>Prooncogenic and antitumor, depending on the context</td>
</tr>
<tr>
<td>IL-2</td>
<td>Blood</td>
<td>Prognostic and predicting the treatment response</td>
<td>Not yet determined</td>
</tr>
<tr>
<td>IL-18</td>
<td>Blood, BALF, and sputum</td>
<td>Diagnostic</td>
<td>Not yet determined</td>
</tr>
<tr>
<td>IL-30</td>
<td>Blood</td>
<td>Diagnostic</td>
<td>Prooncogenic and antitumor, depending on the context</td>
</tr>
<tr>
<td>IL-33</td>
<td>Blood</td>
<td>Diagnostic</td>
<td>Not yet determined</td>
</tr>
<tr>
<td>IL-22</td>
<td>Blood</td>
<td>Diagnostic and prognostic</td>
<td>Prooncogenic</td>
</tr>
<tr>
<td>IFN-γ</td>
<td>Blood</td>
<td>Diagnostic and prognostic</td>
<td>Not yet determined</td>
</tr>
<tr>
<td>IL-32</td>
<td>Tissue</td>
<td>Prognostic</td>
<td>Prooncogenic</td>
</tr>
<tr>
<td>IL-37</td>
<td>Tissue</td>
<td>Prognostic</td>
<td>Antitumor</td>
</tr>
</tbody>
</table>

Figure 1. Types of Biomarkers

### 3. Machine Learning

Machine learning is a branch of artificial intelligence characterized as a software program that can learn quickly by completing a set of tasks. There are three crucial aspects to consider. Describe how machine learning works. Tasks, experience, and performance are three of these factors. Tasks are datasets that are used to train the computer in order to improve its performance. With time and practice, the computer system can refine its model and predict the answer to a topic based on what it has learned from previous attempts. Machine learning employs a variety of algorithms, but they are divided into two categories: supervised and unsupervised learning. The supervised learning group includes any method that uses a set of training data. Each example has an input and output object in the dataset. The algorithm must work on manually entered answers in order to classify the result. This method of working is extremely reliant on the training data. As a result, the set must be correct for the algorithm to understand the data. The algorithm finds undetected patterns in a large amount of data in unsupervised learning. In this method, the computer algorithm is allowed to run and see what patterns will emerge as a result. As a result, there is no clear answer that can be considered correct or incorrect. There are dependent and independent variables in machine learning. The values that control the experiment are stored in the independent variables, which are also known as predictors or control input. The independent variables control the dependent variables, also known as output values.

#### 3.1. Deep learning Architectures

Machine learning includes a subset called deep learning. It's a method of learning that works with multi-level layers and progresses to a more abstract level. The term "deep" refers to the multiple layers of nodes in a neural network. Based on the output from the previous layer variables, each layer in the network was trained on a different feature. The architecture of deep learning is based on neurons and is inspired by the layout of the human brain. A large number of neurons are connected in the human brain, forming a network of communication via signals received. An
artificial neural network is the name given to this idea (ANN). The algorithm in ANN creates layers that pass input values from one layer to the next, eventually resulting in a result.

Humans do not interfere with the layers of a neural network or the information being processed when using deep learning. Because the system algorithms are trained using data and learning procedures, it does not require human intervention. The method gains the ability to handle data with more dimensions.

3.2. Pre-processing of Genomic Data

Many algorithms can handle vector-matrix data, but converting DNA sequences to matrices is a different story. Values in genomic data are not supposed to be processed as standard text, so the data must be converted into a format suitable for the model. Label encoding and one-hot encoding, which converts nucleotide bases into numerical matrix form with 4-dimensional vectors, are used to accomplish this. Label Encoder converts the input into numerical labels between a value of 0 and N-1 using the Sklearn library. The one-hot encode method avoids creating a hierarchy problem for the model with the label encode data by using Sklearn's one-hot encoding function. It changes the sequence by dividing the values into columns and converting them to binary numbers with only 0 and 1 values. This is done because the deep learning algorithm can't work with categorical data or words directly, so transforming input values makes the data more expressive and allows the algorithm to perform logical operations.

3.3. Pre-processing of image data

Image processing is a method of manipulating images to enhance or extract useful information from them so that an AI model can process them. The math function (x,y), where x and y are the image coordinates [40], defines an image as a two-dimensional array of numbers. Pixel values ranging from 0 to 255 are represented by the array numbers. The image height, colour scale, width, and number of levels/pixel are all image input parameters. Red, green, and blue (RGB) colour scales are also known as channels. The first step in pre-processing is to make sure that all of the images are the same size. Cropping the images allows you to change the size. The next step is to resize the photos once all of them have the same aspect ratio. Using a variety of library functions, they can be up scaled or downscaled. They're also normalized to ensure that the data distribution is consistent. The pixel values have been normalized to be between 0 and 1. This is because a network processes inputs using weight values, and smaller values can speed up the
4. Machine Learning Methods

The six machine learning techniques of K-nearest neighbour (KNN), Naive Bayes, Ada Boost, Support Vector Machine (SVM), Random Forest, and Neural Network with 10-cross fold technique were used to predict early lung tumours based on metabolomics biomarker features. The classification algorithm SVM aims to create a decision boundary between two categories that allows labels to be predicted from feature vectors [10]. When there is little prior knowledge of data, K-nearest-neighbour (KNN) is the preferred selection method, which is an elementary and straightforward nonparametric classification method [11]. The statistical classifier Naive Bayes was used to predict the probability of class membership [13]. It is hypothesized that all variables contribute independently to classification and that the outcome can be used to predict. [14] the goal of a neural network is to simulate the neuron and the human brain. The Neural Network's artificial neuron uses specific input features to assign mathematical weights that can eventually predict some output object.

4.1. K nearest Neighbors [KNN]

The algorithms for K Nearest Neighbors work. As per the data point's neighbor's similar characteristics. This algorithm used significant positive correlation to forecast the value of a new statistic and allocate the value depending as to how highly correlated we points in the training dataset were. It was used to determine whether or not the patient had cancer. This Algorithm is the best example of implementation.

KNN Is a Nonlinear Learning Algorithm

The ability of machine learning algorithms to estimate nonlinear relationships is a second feature that distinguishes them. Models that predict using lines or hyper planes are known as linear models. The model is shown as a line drawn between the points in the image. The linear model y = ax + b is the most well-known example. In the diagram below, you can see how a linear model could fit the example data.

Figure 3. Linear Model
The data points are represented on the left with stars, triangles, and crosses in this illustration. A linear model on the right can distinguish triangles from non-triangles. Every non-triangle point is above the line, and every triangle point is below the line. If you wanted to add another independent variable to the previous graph, you’d have to draw it as a separate dimension, resulting in a cube with the shapes inside. A line, on the other hand, would not be able to split a cube into two parts. The hyper plane is the line's multidimensional counterpart. Nonlinear models are those that separate their cases using a method other than a line. The decision tree, which is essentially a long list of if... else statements, is a well-known example. If...else statements in the nonlinear graph would allow you to draw squares or any other shape you wanted. A nonlinear model is applied to the example data in the graph below.

4.2. Support Vector Machine [SVM]

Support Vector Machine (SVM) is a supervised learning classification algorithm broadly used in the development of cancer diagnosis and prognosis. The support vector machine algorithm's goal is to find a hyper plane in an N-dimensional space (N — the number of features) that categorizes data points clearly.
There are numerous hyper planes from which to choose to separate the two classes of data points. Our goal is to find a plane with the greatest margin, or the greatest distance between data points from both classes. Trying to maximize the margin distance does provide some reinforcement, making it easier to classify future data points.

Hyper Planes and Support Vectors

Hyper planes are operating rules that aid in data classification. Different classes can be assigned to data points on each side of the hyper plane. The Hyper plane's dimension is also determined by the number of features. If there are only two input characteristics, the hyper-plane is just a line.

Support vectors are data points that are nearer to the hyper plane and have an impact on the hyper plane's coordinate system. We significantly increase the classifier's margin by using these support vectors. The hyper plane's position will be altered if the support vectors are deleted. These are all the points that will assist us in constructing our SVM.

4.3. Naïve Bayes [NB]

Naïve Bayes is a classification technique that relies on the Bayes theorem with independence among predictor variables. This particular feature in a class of features in a particular class is not
linked to the occurrence of any other features. If all these characteristics are reliant on each other, then these properties add value to the possibility of the class individually, which is the main reason for calling this “Naïve”. Navie Bayes is called "Nave" because it assumes that the characteristics of a measurement are independent of one another. Bayes is naive because he is almost never correct. It's simple to bold, and it's especially useful for large data sets. Naive Bayes is a sophisticated classification method that is known for its simplicity. The Naive Bayes model is simple to construct and is especially useful for large data sets. Naive Bayes is known to outperform even the most sophisticated classification methods due to its simplicity. The Bayes theorem allows you to calculate posterior probability $P(c|x)$ from $P(c)$, $P(x)$, and $P(x|c)$ using $P(c)$, $P(x)$, and $P(x|c)$. Take a look at the following equation.

$$P(c | x) = \frac{P(x | c)P(c)}{P(x)}$$

**Figure 8. Bayes Theorem**

### 4.4. Logistic Regression [LR]

It's a categorical dependent variable that's used in a classification algorithm. The goal of Logistic Regression is to discover a link between features and the likelihood of a specific outcome. Binomial Logistic Regression is a type of problem in which the response variable has two values: 0 and 1, or pass and fail, or true and false. When the response variable can have three or more possible values, Multinomial Logistic Regression is used. The basic components of a machine learning method are data samples. Every sample has a number of features, out of which each has a different set of values. Furthermore, knowing what type of data will be used ahead of time allows for proper tool and technique selection for their analysis. Some data-related issues concern the data's quality and the steps taken to prepare it for machine learning. Noise, outliers, missing or duplicate data, and biased-unrepresentative data are all examples of data quality issues. When data quality is improved, the quality of the resulting analysis is usually improved as well. Additionally, pre-processing steps focusing on data modification should be used to improve the raw data's suitability for further analysis. There are a variety of data pre-processing techniques and strategies that focus on modifying the data for better fit in a specific ML method. Some of the most important techniques are (i) dimensionality reduction, (ii) feature selection, and (iii) feature extraction. Dimensionality reduction has numerous advantages when datasets have a large number of features. When the dimensionality of the data is low, ML algorithms perform better [15]. Reduced dimensionality can also eliminate irrelevant features, reduce noise, and produce more robust learning models because fewer features are involved. The process of reducing dimensionality by selecting new features that are a subset of the old ones is known as feature selection. For feature selection, there are three main approaches: embedded, filter, and wrapper [15]. In the case of feature extraction, the initial set of features can be used to create a new set of features that captures all of the important information in a dataset. The creation of new sets of features allows the benefits of dimensionality reduction to be gathered.
The use of feature selection techniques, on the other hand, may cause specific fluctuations in the creation of predictive feature lists. Several studies have been published that discuss the lack of agreement between different groups’ predictive gene lists, the need for thousands of samples to achieve desired results, the dangers of information leaks and the lack of biological explanation of forecasting signatures.

The primary goal of machine learning techniques is to create a model that can be used for classification, prediction, estimation, or any other task. Classification is the most common task in the learning process. This learning function, as previously stated, classifies the data item into one of several predefined classes. Training and generalization errors can occur when ML techniques are used to create a classification model. The former refers to training data misclassification errors, while the latter refers to expected testing data errors. A good classification model should be able to accurately classify all of the instances in the training set. The phenomenon of model over fitting occurs when a model’s test error rates begin to rise while its training error rates fall. This situation is related to model complexity, which means that as the model complexity increases, the training errors of the model will decrease. Obviously, the ideal complexity of a non-over fitting model is the one that produces the smallest generalization error. The bias–variance decomposition is a formal method for analysing a learning algorithm’s expected generalization error. The error rate of a learning algorithm is measured by the bias component of that algorithm. Variation in the learning method is a second source of error that affects all possible training sets and test sets of a given size. The sum of bias and variance, referred to as the bias–variance decomposition, is the overall expected error of a classification model.
5. **Patient Data**

- Image
- What is age
- Previous background of illness /heredity
- Previous medication for disease
- Immediate history
- Whether any disorder since long
- Significant change in diet
- Different habits such as smoking
- Typical symptoms from start
- Severity of symptoms
- Medication once symptoms initiated
- Symptoms improved or as they were
- Which medical treatment doctor as prescribed
- After medication new symptoms

6. **Machine Learning Approach by Detecting its pH**

Cancerous cells differ from healthy cells in several ways that help distinguish them as dangerous. For example, the pH (acidity level) of a cancerous cell differs from the pH of a healthy cell.

Over the last few decades, immunofluorescence has been widely used in a variety of biological and biomedical applications to visualize specific biological phenomena at the cellular and subcellular levels. Despite the fact that it has a number of disadvantages To begin with, fluorophores have the ability to Phototoxic effects are caused by the generation of reactive oxygen species, which have been shown to have harmful effects, negative consequences for cell physiology and health.

Phototoxic damage can be measured and reduced, but it cannot be eliminated. Furthermore, because antibodies cannot cross the cell membrane, immunofluorescence necessitates a cell fixation step. As a result, any downstream analysis that necessitates the presence of living cells is no longer possible. In addition, some research areas, such as in vitro stem cell and drug discovery studies, require very little cell manipulation. To enable scientists to extract valuable information from living cells, new efficient and sensitive alternative methods are required. Intracellular acidity has been shown to be a useful tool for studying single cells, among other things. Intracellular acidity, in particular, is linked to a variety of physiological processes, including cell migration, division and apoptosis and influences how the entire cellular environment functions by regulating events ranging from enzymatic activity to cytoskeletal structure dynamics. Ten to twelve Physiological pH ranges from 4.7 to 8.0 and abnormal intracellular acidity has been linked to the development of diseases like Alzheimer’s and even heat stroke.

White and colleagues recently highlighted the importance of deregulated pH dynamics in cancer initiation, progression, and adaptation. In cancer cells, the intracellular pH is higher than in normal cells, while the extracellular pH is lower. This phenomenon has been seen in the early stages of cancer, with pH differences between intracellular and extracellular environments increasing as the cancer progresses. Increased intracellular pH has been linked to the epithelial-to-mesenchyme transition, which is linked to the initiation of metastatic disease.

To study cellular pH, a variety of methods have been developed, most of which rely on fluorescence indicators and decorated nanoparticles. However, they have drawbacks, such as
complex multi-step protocols for nanoparticle synthesis and functionalization. Photo bleaching, which is known to affect cell physiology, is also a factor that affects fluorescence imaging methods. In 2017, Hou et al. published the first paper on a novel single-cell pH-based imaging method, in which the authors were able to rapidly identify cancer cells using a combination of UV-vis micro-spectroscopy and common pH indicators. Innovative approaches to extracting valuable information from biological and medical images have been enabled by numerous advancements in the field of computer vision. Specifically, ML-based algorithms have been developed to extract multiple features from single cells and even subcellular components, which can then be used to identify complex phenotypes and diagnose diseases.

7. METHODOLOGY

![Methodology Diagram]

Figure 11. Methodology

8. ALGORITHM STEPS

- Defining the problem and fixing the parameters highly robust and flexible machine learning model
- Deciding severity index and defining mathematical preliminaries
- Assembling of data set
- Choosing a measure of success
- Deciding on an evaluation protocol
- Preparing the data
- Data sorting and cleaning
- Developing a model that does better than a baseline
- Developing a model that over fits and regularizing the model and tuning the parameters
9. CONCLUSIONS

In this study, we looked at machine learning concepts and how they can be used to predict and prognosis cancer. The majority of recent studies have centred on the development of predictive models using supervised machine learning methods and classification algorithms with the goal of accurately predicting disease outcomes. Based on their findings, it's clear that combining multidimensional heterogeneous data with various feature selection and classification techniques can result in promising inference tools in the cancer domain.

![Flowchart for Machine Learning Algorithm]

We proposed novel machine learning algorithm as portrayed in the Flowchart above. Idea that is being executed is based upon herb based diagnostics for cancer treatment. Accordingly, deep learning from the infected cells, multi-regression based machine learning model is being developed. Simple biomarkers with non-invasive treatment are being attempted along with appropriate genome sequencing.
10. INITIAL RESULTS

Figure 13. Visual Understanding of Correlation between Patient Characteristics

Data was taken from the publicly available data world for the initial observation of the results. Their sociodemographic characteristics, lifestyle characteristics, and external and internal residential area characteristics were all included in the data. Based on data collected, regression models were created to investigate the links between lung cancer and urban spatial factors.

Individual level factors serve as control variables, attempting to capture the socioeconomic status and lifestyle of surveyed residents, both of which have an impact on their health outcomes. Age, gender, workplace, tobacco use (smoking history and family/colleague smoking status), cooking fume exposure, duration of outdoor exercise, and chronic medical history are all factors to consider.

The findings back up the hypothesis that both indoor and outdoor spatial factors are linked to lung cancer incidence. To revise the criteria for lung cancer screening of high-risk individuals, certain principles based on modeling results are proposed. This will help in the further study to investigate the herbs necessary for the treatment, that will help in maintaining the pH level.
Following results were also obtained for various lifestyle characteristics which were classified into low, medium and high level.

Under Smoking the bar chart illustrates the number of low, medium and high levels of smokers which are divided into 8 groups. It can be seen that from group 1 to 4 there is an undulated trend between low and medium smokers. A sudden increase is seen in high level smokers from group 6 to 7. A fall in medium level smokers is seen in group 5. Overall there is a fluctuating trend in all groups except for group 7 and 8.

Under Dust allergy the bar chart illustrates the number of low, medium and high levels of people with dust allergy which are divided into 8 groups. A constant trend of low level allergic people is seen between groups 1-3. There is rise in people with medium level dust allergy between groups 3-5. Though only few people with low dust allergy are seen in group 8. A sudden increase in group 7 with high level allergic people is striking. Overall low level allergic people are less as compared to high and medium levels.
Under Snoring the bar chart illustrates the number of low, medium and high levels of people with snoring disorder which are divided into 8 groups. A constant decrease in low and high level of snoring disorder is seen between group 1-4 and 2-4 respectively. There is a dip in medium level people from group 2 - 5. Overall group 5, 6 and 7 have nil low level people and least high level people with snoring disorder.

Overall it is observed that, each parameter has fluctuating effect over the patient number count. It is indeed essential to have the combine effect of all the parameters via multi-regression study. Furthermore, diet based and herb based studies need to be attempted in the context of pH and overall health and outcome of Cancer patients. These things are being accommodated in the proposed model suggesting the importance of Novel Machine learning algorithm with herb and diet based biomarkers along with the existing scheme.
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DERIVING AUTISM SPECTRUM DISORDER FUNCTIONAL NETWORKS FROM RS-fMRI DATA USING GROUP ICA AND DICTIONARY LEARNING
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ABSTRACT

The objective of this study is to derive functional networks for the autism spectrum disorder (ASD) population using the group ICA and dictionary learning model together and to classify ASD and typically developing (TD) participants using the functional connectivity calculated from the derived functional networks. In our experiments, the ASD functional networks were derived from resting-state functional magnetic resonance imaging (rs-fMRI) data. We downloaded a total of 120 training samples, including 58 ASD and 62 TD participants, which were obtained from the public repository: Autism Brain Imaging Data Exchange I (ABIDE I). Our methodology and results have five main parts. First, we utilize a group ICA model to extract functional networks from the ASD group and rank the top 20 regions of interest (ROIs). Second, we utilize a dictionary learning model to extract functional networks from the ASD group and rank the top 20 ROIs. Third, we merged the 40 selected ROIs from the two models together as the ASD functional networks. Fourth, we generate three corresponding masks based on the 20 selected ROIs from group ICA, the 20 ROIs selected from dictionary learning, and the 40 combined ROIs selected from both. Finally, we extract ROIs for all training samples using the above three masks, and the calculated functional connectivity was used as features for ASD and TD classification. The classification results showed that the functional networks derived from ICA and dictionary learning together outperform those derived from a single ICA model or a single dictionary learning model.
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1. INTRODUCTION

The human brain is very mysterious to humans since it is the most complex organ known in the world. Although attempts have been made for centuries to study and unravel the mystery of the human brain, our understanding of it is still limited. Therefore, a deep understanding of the brain is essential if humans are to unravel the relationship between brain function in neurological function-related disease. Functional magnetic resonance imaging (fMRI) is a technique that uses...
magnetic resonance imaging to detect brain activity by calculating the fluctuations in local blood oxygenation level, which provides a means of understanding how spatially distributed brain regions interact and work together to create neurological function.

Prior to the development of functional neuroimaging methods, a series of developments and advances were experienced. In the 1970s, Allan M. Cormack and Godfrey N. Hounsfield invented the computer-assisted tomography imaging technique. This technique allows the acquisition of higher resolution images of brain structures. Soon after, the invention of radioligands led to two new neuroimaging techniques: single photon emission computed tomography (SPECT) and positron emission tomography (PET). MRI is a relatively new medical imaging technique. In the early years of the 21st century, developments in neuroimaging began to allow functional neuroimaging techniques. Compared to ionizing radiation methods such as computed tomography (CT) and positron emission tomography (PET), fMRI offers a completely safe and non-invasive method of imaging brain activity with reasonable spatial and temporal resolution. With the rapid development of functional magnetic resonance imaging (fMRI), modern cognitive neuroscientists now have an imaging tool that overcomes the limitations of earlier neurocognition studies. Since then, the field of fMRI has led to remarkable progress in biomedical research [1].

Researchers were most initially interested in fMRI for the brain's response to external mental stimulation. Thus, most of the initial studies focused on the response to external task-evoked activities [2]. In 1995, Biswal et al [3,4] found that the primary motor cortex’s left and right hemispheric regions were not in a silent state at rest. They were the first to hypothesize that the functional connectivity exhibited in the motor cortex is a general phenomenon and not due to external stimulus events. Their discoveries suggested that resting-state fMRI can also provide meaningful information on neurological function even in the absence of external events stimulation. Since then, there has been an explosion of subsequent studies of brain function using resting-state fMRI (rs-fMRI) data [5,6,7]. Scientists have come to recognize the usefulness of studying whether patterns identified in resting-state fMRI data exhibit the same characteristics under different conditions. Nowadays, rs-fMRI has become an essential technique for analyzing neurological disorders such as Alzheimer’s disease, autism spectrum disease, etc.

Autism spectrum disorder (ASD) is a neurologically impaired brain disorder in which individuals have impaired development of social interaction and communication skills [8]. According to Centers for Disease Control (CDC), to date, approximately one in every 54 children has been diagnosed with an autism spectrum disorder in the United States. Research in autism spectrum disorder is imperative as more and more families around the world are affected by the disorder. The diagnosis of autism spectrum disorder is challenging and complex. The clinical approach to diagnosis is generally based on a comprehensive behavioral assessment by a child psychiatrist or psychologist, which includes observation of the child’s behavior, speech and language, hearing, vision, motor function, etc. [8] The clinical approach has shed light on many aspects of autism spectrum disorder in behavior perspective.

Although brain neurologists and neuroscientists have suggested many causes, including genetic and environmental factors, the exact etiology of autism spectrum disorder remains unclear. In addition to the behavioral assessment, recent advances in neuroimaging techniques have prompted the possibility of interpreting the connectivity between behavioral disorders and neurological function from fMRI data. An increasing number of research demonstrates that social and communicative deficits are associated with the function and connectivity of cortical networks.
The theory of cortical under-connectivity has been proposed as an explanatory model for ASD, suggesting that abnormal functional connectivity between brain regions may contribute to poor performance on cognitive and social tasks in people with ASD [9, 10,11,12].

To explore the difference in brain connectivity between ASD and TD groups. In this study, we aim to compare functional connectivity in ASD groups and TD groups. We combined group independent component analysis (ICA) and dictionary learning together to identify functional networks and investigate their connectivity. ICA is a data-driven method that separates a multivariate signal into additive subcomponents [13]. ICA attempts to decompose a multivariate signal into a linear combinations of independent non-Gaussian signals. When ICA is applied to fMRI data, the 4D fMRI time series signal are typically modeled as linear combinations of unknown spatially independent activity patterns. The 4D fMRI time series signals are decomposed into spatially independent components (ICs), but temporally coherent networks. Spatial ICA has been applied to resting-state fMRI of anesthetized child patients by Kiviniemi. By analyzing the statistical characteristics of the observed data samples and minimizing the mutual information between the observed signals, ICA can separate out different source signals [14]. The problem arises, however, that ICA is required to comply with the orthogonality constraints on the data representation subspace, which leads to the fact that the maximum number of causes is often limited to the signal dimension. In response to this situation, this problem has triggered the emergence of a new promising research area, namely dictionary learning. The focus of Dictionary learning is to construct a dictionary of atoms or subspaces that provides efficient representations for the observed samples [14]. Dictionary learning has the potential to derive the priori unknown statistics for sparse signals. It has been successfully applied in the field of medical imaging, such as electroencephalogram (EEG), magnetic resonance imaging (MRI), and functional MRI (fMRI).

The objective of this study is to derive functional networks from autism spectrum disorder (ASD) groups using group ICA and Dictionary Learning and use the functional connectivity calculated from the derived functional networks to classify ASD and TD groups. In our experiments, the ASD functional networks were derived from resting-state functional magnetic resonance imaging (rs-fMRI) data. We downloaded a total of 120 training samples including 58 ASD and 62 TD participants, which were obtained from the Autism Brain Imaging Data Exchange I (ABIDE I) repository. The functional connectivity matrix was calculated from the derived functional networks, which have been applied as the classification features. Our methodology and results have five main parts. First, we utilize the group ICA model to extract ASD functional networks and rank the top 20 ROIs. Second, we utilize a dictionary learning model to extract ASD functional networks and rank the top 20 ROIs. Third, we merged the 40 selected ROIs from the two models together as the ASD functional networks. Fourth, we generate three corresponding masks based on the 20 selected ROIs from group ICA, the 20 ROIs selected from dictionary learning, and the 40 combined ROIs selected from both. Finally, we extract ROIs for all training sample using the above three masks, and the calculated functional connectivity was used to classify ASD and TD participants. The classification results showed that the functional networks derived from ICA and dictionary learning together outperform those derived from a single ICA model or a single dictionary learning model.

2. METHODS

2.1. Datasets

A total of 120 participants, 58 with a diagnosis of ASD and 62 TD participants, were included in this study. All data were obtained from the public repository: Autism Brain Imaging Exchange I
The ABIDE I represents the first ABIDE initiative. The ABIDE I datasets consists of structural MRI and resting-state fMRI data, and the corresponding phenotypic information. The fMRI data from ABIDE I were pre-processed using Configurable Pipeline for the Analysis of Connectomes (CPAC). CPAC is an open-source pipeline to pre-process resting-state fMRI data.

In these 120 subjects, there are 58 ASD and 62 TD subjects, of which 13 females and 107 males. The summary information of the selected 120 subjects is displayed in Table I. Table I contains a summary of phenotypic information for ASD and TD, such as sex, age, and experimental site name.

<table>
<thead>
<tr>
<th>Site</th>
<th>Count</th>
<th>Count</th>
<th>Total</th>
<th>Age Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>OHSU</td>
<td>12</td>
<td>13</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>OLIN</td>
<td>14</td>
<td>14</td>
<td>28</td>
<td>5</td>
</tr>
<tr>
<td>PITT</td>
<td>24</td>
<td>26</td>
<td>50</td>
<td>7</td>
</tr>
<tr>
<td>SDSU</td>
<td>8</td>
<td>9</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>TOTAL</td>
<td>58</td>
<td>62</td>
<td>107</td>
<td>13</td>
</tr>
</tbody>
</table>

In this study, we aim to combine group ICA and dictionary learning together to identify functional networks and investigate ASD and TD classification using functional connectivity calculated from the derived functional networks.

2.2. Spatial Independent Component Analysis on single-subject fMRI data

ICA is a blind source separation method for separating data into underlying informational components [14]. ICA assumes that the observed data samples can be decomposed into linear combinations of unknown underlying signals and that the data can be reconstructed based on statistical independence. Accordingly, ICA separates signal mixtures into statistically independent signals. ICA has been applied to different domains such as speech processing, neuroimaging (fMRI, EEG), telecommunications, and stock market prediction [15].

The ICA model is a statistical model with linear combinations of mixed signals. When we use the data matrix $X$ to represent the observed data, the model is generally expressed in matrix form as following:

$$X = AS$$

where $X = (X_1, ..., X_m)^T$ is the observed data matrix with dimension $T \times M$, $A = (a_{ij})$ is the unknown mixing matrix of size $T \times K$, and $S = (S_1, ..., S_m)^T$ is the $m$ unknown source signals need to be recovered. In total, there are $K$ sources. In the source matrix $S$, each row $s_k^T$ represents an independent component. In the mixing matrix $A$, each column $a_k$ represents its corresponding weights. This can be written in the form of linear weighted sums: $x_t = a_{t1}s_1 + ... + a_{tk}s_k$.

It’s well-known that ICA algorithms are generally widely used for time series signals. However, it must be emphasized that the fMRI signals are time series of the spatial volumes, and the different activation patterns derived from the fMRI signals are also spatial-oriented. Therefore, spatial ICA is more suitable for fMRI data analysis [16]. The spatial ICA model is illustrated in Figure 1:
From Figure 1 we can see that each row in the data matrix $X$ represents a volume vector, and each row in the source matrix $S$ represents an independent spatial pattern. In the mixing matrix $A$, each column represents the activation time series. The $T \times M$ data matrix $X$ represents the observed fMRI data. Here, $M$ is the total number of voxels in a subject’s brain and $T$ is the number of fMRI time series points.

### 2.3. group ICA on multi-subject fMRI data

In the context of the prevalence of group analysis, a large number of studies on rs-fMRI have shown that the correlation patterns found in the BOLD signals are highly reproducible across populations [20]. Meanwhile, some of the network patterns derived from rs-fMRI by the ICA model are consistent at the group level. However, the ICA model can be sensitive to data variations, even just mild variations. Based on these factors, a direct comparison of patterns estimated from different individual subject is not meaningful. Instead, it would be more meaningful and reasonable to analyze group-level patterns specifically for each subject. For the group-level extraction of ICA patterns, researchers have adopted different strategies. The data volumes from individual subjects can be concatenated together in a time series, and then the ICA model can be applied to the group data [22]. Beckmann and Smith [23] proposed a novel model that refers to tensorial extension of ICA, which will estimate the patterns across subjects in the same time course. However, these methods can not directly detect the difference between groups in terms of individual ICs. In order to be able to represent the variability due to individual differences between subjects, Varoquaux etc. proposed an updated group model, called CanICA, to extract group-level IC components. The advantage of their proposed model is that by using generalized canonical correlation analysis (CCA) it can identify a subspace of reproducible components across subjects [20].

The observed time series fMRI data for each subject $Y_s$ can be consist of a set of independent spatial patterns $P_s$ with observation noise. For each subject $Y_s$, it takes the form:

$$Y_s = W_sP_s + E_s$$
where $W_s$ is a loading matrix, and $E_s$ is the observation noise. Each subject $Y_s$ activity can be described by subject-specific spatial patterns $P_s$, which are a combination of the group-level patterns $B$ and additional subject-variability, the $P_s$ takes the form:

$$P_s = A_s B + R_s$$

The group form can be written with vertically concatenated matrices: $P = \{P_1, P_2, ..., P_s\}$, $R = \{R_1, R_2, ..., R_s\}$, and $A = \{A_1, A_2, ..., A_s\}$, $s = 1, ..., N$. The canICA model is illustrated in Figure 2. The following Figure describes the steps starting from individual fMRI subjects, to obtain the group-level independent components.

$$P = AB + R$$

Fig 2: The steps starting from individual fMRI subjects, to obtain group-level independent components.

2.4. Dictionary Learning

Recently, dictionary learning and sparse representation have been shown to be efficient in the machine learning and pattern recognition fields [17, 18, 19, 21]. The purpose of the sparse representation is to learn a set of basis vectors and to represent the original signals using a linear combination of these basis vectors [17]. At the same time, a variety of neuroscience studies have reported the presence of sparse response in the brain neural activity [18]. The sparse response of neural activity in the brain coincides with the intrinsic nature of sparse representation methods, suggesting that sparse representation may be a possible solution to brain activity detection.

Figure 3 summarizes the framework of investigating functional networks via dictionary learning and sparse representation. Given the rs-fMRI signal matrix $S$, where $M$ is the total number of voxels in a subject’s brain and $T$ is the total number of fMRI time series points [19], each rs-fMRI signal in $S$ is modelled as a linear combination of the learned basis dictionary $D$, the model is expressed in matrix form as following:

$$S = DA$$
, where \( A \) is holding the coefficient matrix for sparse representation. Specifically, the signal of each dictionary atom in \( D \) represents the functional activity of a specific brain network, while the vector in the coefficient matrix \( A \) represents the spatial distribution of the corresponding brain network. Finally, we identify functional network components by performing the components of interests in the learned dictionary \( D \).

![Figure 3: The framework for group-level analysis using Dictionary Learning](image)

3. EXPERIMENTAL RESULTS

Our method and results have five main parts. First, we extracted ASD functional networks using the grouped ICA model and ranked the top 20 ROIs. Second, we extracted ASD functional networks using a dictionary learning model and ranked the top 20 ROIs. Third, we merged the 40 selected ROIs from the two models together as ASD functional networks. Fourth, we generate three corresponding masks based on the 20 selected ROIs from group ICA, the 20 ROIs selected from dictionary learning, and the 40 combined ROIs selected from both. Finally, we extract ROIs for all training sample using the above three masks, and the calculated functional connectivity was used to classify ASD and TD participants. The experimental codes for this paper are available at GitHub: https://github.com/XinYangMTSU/BIGML.

3.1. Group Independent Component Analysis (group ICA)

First, the pre-processed 4D fMRI time series data from the ASD group were analyzed using the group ICA to identify spatially independent and temporally coherent networks. Figure 4 shows all 20 independent components (ROIs) derived from group ICA. Figure 5 shows each independent component individually in axial view. Figure 6 shows the ranked importance of all extracted ICA components (ROIs), and the ranking is done using the explained variance. We generate a group ICA mask based on the selected 20 ROIs.
Figure 4: 20 independent components extract from group ICA

Figure 5: The 20 ICA maps derived using CanICA from rs-fMRI
3.2. Dictionary Learning

Second, the pre-processed 4D fMRI time series data from the ASD group were analyzed using the dictionary learning model to identify spatially independent and temporally coherent networks. Figure 7 shows all 20 independent components (ROIs) derived from dictionary learning. Figure 8 shows each independent component individually in axial view. Figure 9 shows the ranked importance of all extracted components (ROIs), and the ranking is done using the explained variance. We generate a dictionary learning mask based on the selected 20 ROIs.
Figure 8: The 20 maps derived by dictionary learning from rs-fMRI

Figure 9: Explained variance of all 20 dictionary learning components
3.3. Group ICA and dictionary learning (ICA+Dict)

Third, we combined the 40 ROIs obtained from group ICA and dictionary learning together as the ASD functional networks. We generate an ICA+Dict mask based on the selected 40 ROIs.

We extracted all 40 ROIs from the rs-fMRI time series data and then calculated the functional connectivity among all ROIs. In this study, the functional connectivity calculated from the derived functional networks was used to classify ASD and TD subjects.

3.4. ASD and TD classification using functional connectivity

We generate three corresponding masks based on the 20 selected ROIs from group ICA, the 20 ROIs selected from dictionary learning, and the 40 combined ROIs selected from both. Based on the above three generated masks, we can extract corresponding ROIs for all training samples and calculate the pairwise functional connectivity. The calculated functional connectivity was used to classify ASD and TD participants.

In order to calculate the connectivity matrix of the ROIs, we can implement the Pearson correlation. Every functional connectivity feature in the connectivity matrix is represented by a Pearson correlation coefficient, which is used to measure the mutual relationship between two brain regions of interest. The threshold of Pearson’s correlation coefficient ranges from -1 to +1. When the threshold value of the Pearson correlation coefficient approaches -1, this indicates an opposite association between the two brain regions; in contrast, if the Pearson coefficient value approaches 1, it indicates a high correlation between the two brain regions. It is worth noting that the Pearson correlation connectivity matrix is symmetric, which means that the corresponding upper and lower triangular values are the same. Therefore, we only need to use the upper triangular or lower triangular values in the correlation matrix as features for the ASD and TD classification. In addition to this, the main diagonal in the connectivity matrix should also be removed, as these values represent self-correlated regions.

For single group ICA and single dictionary learning, the ROI-based functional connectivity of the extracted 20 functional ROIs was calculated, resulting in 190 \((-\frac{400-20}{2}) = 190\) pair-wise connectivity features for each subject. This set of 190 features for each subject was used as features for ASD and TD classification.

For ICA+Dict, the ROI-based functional connectivity of the extracted 40 functional ROIs was calculated, resulting in 780 \((-\frac{1600-40}{2}) = 780\) pair-wise connectivity features for each subject. This set of 780 features for each subject was used as features for ASD and TD classification.

In our experiments, we use the Gaussian kernel support vector machine (kSVM) to classify ASD and TD. To evaluate the performance, we did five-fold cross-validation. Table 2 shows that the 5-fold cross-validation sensitivity, specificity and accuracy of ICA+Dict are better than that of single ICA or single dictionary learning. It is noteworthy that the sensitivity of ICA+Dict is improved by at least 3% compared to single ICA or single dictionary learning. For ASD studies, sensitivity is a more important metric than specificity. Therefore, overall, ICA+Dict outperforms either single ICA or single dictionary learning. Figure 10, 11 and 12 shows the five-fold cross-validation receiver operating characteristic (ROC) curve for group ICA, dictionary learning, and ICA+Dict respectively.
Table 2: Five-fold Cross-Validation Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>kSVM-ICA</td>
<td>55.61%</td>
<td>58.08%</td>
<td>56.67%</td>
</tr>
<tr>
<td>kSVM-Dict</td>
<td>65.76%</td>
<td>69.10%</td>
<td>67.50%</td>
</tr>
<tr>
<td>kSVM-ICA+Dict</td>
<td>69.24%</td>
<td>69.23%</td>
<td>69.17%</td>
</tr>
</tbody>
</table>

Figure 10: Five-fold cross validation ROC Curve for groupICA

Figure 11: Five-fold cross validation ROC Curve for Dictionary Learning
4. CONCLUSIONS

In this study, we used group ICA and dictionary learning model together to derive functional networks for the autism spectrum disorder (ASD) population, and the functional connectivity calculated from the derived functional networks is used as the feature to classify ASD and TD participants. We combined the 40 ROIs obtained from group ICA and dictionary learning together as the ASD functional networks. The ROI-based functional connectivity of the extracted 40 functional ROIs was calculated, resulting in 780 pair-wise connectivity features for each subject. This set of 780 features for each subject was used as features for ASD and TD classification. The 5-fold cross-validation results showed that the functional networks derived from ICA and dictionary learning together obtain higher sensitivity, specificity and accuracy than a single ICA model or single dictionary learning model. Our results demonstrate that the improved data-driven algorithm can extract ROIs containing important information to improve the accuracy of ASD and TD classification. This also shows that data-driven algorithm is still a promising research direction for the field of ASD research.

In this experiment, our sample size of 120 is still relatively small. To get more accurate and stable results, we need to collect more samples to conduct the experiment. Nowadays, deep learning has been widely used in various fields. Nonetheless, supervised deep learning requires a training sample set of sufficient size. Our further research in ASD classification will require the need to collect a large amount of training data to achieve considerable breakthroughs in sensitivity, accuracy, and specificity.
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ABSTRACT

Knowledge Graph (KG) related recommendation method is advanced in dealing with cold start problems and sparse data. Knowledge Graph Convolutional Network (KGCN) is an end-to-end framework that has been proved to have the ability to capture latent item-entity features by mining their associated attributes on the KG. In KGCN, aggregator plays a key role for extracting information from the high-order structure. In this work, we proposed Knowledge Graph Processor (KGP) for pre-processing data and building corresponding knowledge graphs. A knowledge graph for the Yelp Open dataset was constructed with KGP. In addition, we investigated the impacts of various aggregators with three nonlinear functions on KGCN with Yelp Open dataset KG.
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1. INTRODUCTION

In 2019, the number of internet users reached 7.71 billion [1], and 2.5 quintillion bytes of data was being created every day [2]. It becomes more and more challenging for people and companies to cope with such dramatic data explosion. For example, Netflix, the online streaming-service provider, offers more than 10 thousand movies and TV shows from which users can choose. The traditional search method only displays the sorted list of items relating to the search key word and cannot provide specific items in different users’ interests, so the users may not find the items they really want. The heavy information overload has become a major problem for both consumers and providers of the online content industry.

To better deliver content to users, one of the practical strategies is personalization. As a successful solution, the recommender systems have been playing a vital and indispensable role in Web applications, ranging from search engines and E-commerce to social media sites and online streaming services. Almost every online content provider has applied a recommender system.

The traditional recommendation methods, such as Collaborative Filtering (CF) and content-based recommendation, have achieved good performance on rating data. However, despite CF’s effectiveness and universality, its ability on modeling side information, such as item attributes and user profiles [3], suffers from the cold start problem, which happens when items added to the catalogue have either none or very little interactions and consequently process sparse data where...
users and items have few interactions. As a common solution for those problems, model-based methods are designed to transform user ID, item ID, and the side information into a generic feature vector that compensates for the sparse data and improves the recommendation performance, such as matrix factorization [4], factorization machine (FM) [5], and Wide & Deep [6].

However, these methods only view each interaction between entities as an independent data instance rather than linked data with relations. This makes them insufficient to distill attribute-based collaborative signals from the collective behaviors of users. As we can see in Figure 1, there is an interaction between User John and Movie m2, which is directed by Director D1, and Director D1 directed Movie m2 and Movie m4. CF methods can only determine the similarity of users who also watched Movie m2, such as User David and User Paul. Model-based methods find the similar items Movie m21 and Movie m2 by the same attributes of Actor A1 and Director D1. As we can see, based on these two types of information, not only recommendation can be generated, but also a high-order relationship can be found, which connects user and item with one or multiple linked attributes.

![Figure 1: A movie example of knowledge graph. Relations r1: actor of, r2: director of, r3: producer of, r4: screenwriter of.](image)
Therefore, to fulfill the shortage of traditional recommendation methods, graphs are a solution to collaborating with side information. Knowledge graphs (KGs) are composed of structured information of the real world, which links attributes themselves as well as with users and items. Typically, a knowledge graph is a directed heterogeneous graph in which each edge is represented as a triple (head entity, relation, tail entity), indicating that two entities are connected by a specific relation, e.g., (George Lucas, film, director, Star Wars). In general, because we can process the information from the high-order structure of the knowledge graph, by comparing with the traditional model method, the knowledge graph related method is advanced in dealing with cold start problems and sparse data.

Several recent efforts have applied knowledge graphs on the recommendation system. For example, knowledge graph embedding methods, which transfer entities and relations to low-dimensional representation vectors [21], and graph algorithm-based methods, which exploit the latent information from users, items, and the relations in between them by treating knowledge graph as a high-order structure information network [22]. KGCN is an end-to-end framework that captures latent item-entity features by mining their associated attributes from the high-order relationships on the KG. Additionally, an aggregator plays an important role in the KGCN. In the field of graph-related neural networks, aggregators widely operate with nonlinear functions such as ReLU [7], Leaky ReLU [8], and Tanh [9].

1.1. Our Contributions

To build a knowledge graph from scratch often requires tremendous time and effort, which is an obstacle for most researchers studying knowledge graphs. The process of adopting knowledge graphs for business analytics to support decision making is even more challenging and time consuming.

To tackle this challenge, we propose an efficient tool, Knowledge Graph Processor (KGP), with a user-friendly interface that can easily transfer the raw dataset to a knowledge graph format dataset. We built a Yelp knowledge graph from a Yelp Dataset by using KGP.

We also conducted analysis on aggregators used in the Knowledge Graph Convolutional Network, with several widely adopted nonlinear functions and achieved significant improvement, compared to the original KGCN with ReLU aggregators.

We released the code of KGP and Yelp Knowledge Graph datasets (knowledge graphs). The source code and the dataset are available at https://github.com/XingWeiLamar/KGP.

2. Related Work

2.1. Knowledge Graph

A knowledge graph is a multi-relational graph constructed by entities (nodes) and relations (different types of edges). Each edge represents a triple of the form (head entity, relation, tail entity). Recently, the knowledge graph (KG) has been rapidly applied to various applications.

Large-scale knowledge graphs for academic and commercial purposes, such as NELL, DBpedia, Google Knowledge Graph, and Microsoft Satori, have become the core data structure of many practical applications from named entity disambiguation [20] and information extraction [17] to search engines [18] and question/answer systems [10].
Traditional recommendation techniques, such as collaborative filtering, usually represent customer-item interaction as an N-dimensional vector, then model their interaction by specific techniques, such as inner product or neural networks. However, CF methods usually suffer from limited performance when user-item interactions are very sparse, and they perform poorly when processing new products and users. To address those limitations, a common paradigm is to turn the user-item interaction into a more feature-based scenario, where attributes of users and items are transformed into the model as vectors to remedy the sparsity and perform better in cold start scenarios. [6]

2.2. Recent Knowledge Graph Related Recommender System

The successful applications of knowledge graphs in a wide variety of tasks have inspired researchers to study KG on improving the performance of recommendation systems. In comparison with knowledge-free methods, applying knowledge graphs on recommender system gains advantages in three ways: 1) discovering latent connections among items of knowledge graphs by the semantic relatedness among items; 2) exploring users’ interests to increase the diversity of the recommendation from the varied types of relations; and 3) improving the exam inability of recommender systems due to the connections of user’s historically-liked and recommended items in the knowledge graph.

There are three types of knowledge-aware recommender systems, based on current research. First, embedding-based methods [19] pre-process a knowledge graph with knowledge graph embedding algorithms then process user entity embedding into recommendation. Embedding-based methods can easily utilize KGs to fulfill the needs of recommender systems. However, the knowledge graph embedding algorithms are designed to model rigorous semantic relatedness [13], which can perform much better on graph applications (e.g., link prediction) rather than recommendation systems. Furthermore, embedding-based methods do not usually do end-to-end way training. Second, path-based methods [11] provide instruction for recommendation from discovered patterns of connections among entities in a KG. It is barely applied in practical terms from a cost and effectiveness perspective because meta-paths/meta-graphs need to be manually designed. Third, hybrid methods [12] combine the former two methods and learn user-item embeddings by extracting the structure of knowledge graphs.

2.3. Nonlinear Functions

For Neural Networks, the purpose of the nonlinear activation function is to introduce non-linearity into the output. A neural network without a nonlinear activation function is essentially a linear regression model. The activation function does the non-linear transformation to the input-making so it is capable of learning and performing more complex tasks.

The most common nonlinear activation function is ReLU, which is defined as: \( \sigma(x) = \max \{0, x\} \). Hence, whenever \( x \) is negative, the function returns 0. When \( X \) is positive, it returns \( x \). Note that this function is not differentiable at 0, and hence the back propagation will fail at this point. Nonetheless, in general, because of the precision issues of floating-point numbers in computers, this situation barely appear in reality, and ReLU as defined above works well in practice.
One of the variations of ReLU is Leaky-ReLU [1], which is given by: \( \sigma(x) = x \) if \( x > 0 \) and \( a \cdot x \) otherwise, in which \( a \) is an adjustable constant. Instead of defining the ReLU function as 0 for negative values of \( x \), it is defined as an extremely small linear component of \( x \). By making this small modification, the gradient of the left side of the graph comes out to be a non-zero value. Hence, we would no longer encounter dead neurons in that region.

Exponential Linear function is also a special case of ReLU. The function is given by: \( \sigma(x) = x \) for \( x > 0 \) and \( a \cdot (e^x - 1) \) for \( x < 0 \), where \( a \) is a hyper-parameter to be learned from the data. Unlike the Leaky-ReLU and parametric ReLU functions, instead of a straight line, ELU uses a log curve for defining the negative values.
3. PROPOSED WORK

3.1. Knowledge Graph Processor

Data analysts often spend most of their time on data pre-processing. Data scientists mostly spend 80 percent of their time on finding, cleansing, and organizing data. [16] In the experiment, we utilized the Yelp dataset as a benchmark, which is publicly accessible and varies in terms of domain, size, and sparsity.

Therefore, to conquer this problem, we developed an easy-to-use tool, Knowledge Graph Processor, KGP, which is able to pre-process the raw dataset efficiently and effectively. The workflow chart of KGP is shown in Figure 5. First, KGP detects the format of the dataset. If it is stored in JSON format, KGP will transfer the JSON file to CSV format. Next, KGP performs a data cleaning function to remove the duplicated values and null value in the dataset. Then, users will input the relation’s name and assign the head and tail of the knowledge graph triplet by selecting the column number in the dataset, so KGP can extract the selected data from those columns and construct them with relation named as a triplet. After users finish the triplets building, KGP extracts those triplets and reconstructs them into a CSV file and assigns an index value for each item. Finally, after users input a user-item interaction file, which usually is the file stores rating information, the KGP transforms the rating file from explicit feedback to implicit feedback. (explanation is in section 3.2)
3.2. Yelp Knowledge Graph with KGP

By using KGP, we constructed a Yelp knowledge graph from Yelp open dataset\(^1\) which contains over 6 million reviews, nearly 20 thousand businesses. The local businesses such as restaurants, bars, spas and barber shops are viewed as items.

Beside the item-to-item interactions, we extracted item knowledge from the local business information network (e.g., categories, locations, and attributes) as knowledge graph data. To ensure the knowledge graph quality, we pre-processed the three knowledge graph parts by filtering out entities with frequency lower than 10, and retaining the relations appearing in at least 50 triplets. The basic statistics of the datasets are presented in Table 1.

To reduce the noise deviation and test the performance of the model in a different sparsity, we use 10-core, 20-core, and 30-core settings to ensure that each item has at least 10 interactions, 20 interactions, and 30 interactions in the knowledge graph.

The original rating dataset is explicit feedback, in which the rated stars are from 0-5, with 5 is the best and 0 as the worst. From the rating stars, we can directly understand how much the user likes or dislikes the business. However, the practical data behaviors are implicit feedback, which are more complicated and important. We transform the explicit feedback into implicit feedback where the entry will be marked with 1, indicating that the user rated the item positively, with the positive rating threshold as 4, and sample an unwatched set marked as 0 for each user.

3.3. Problem Formulation

In this study, there is a set of \(M\) of users \(U = \{u_1, u_2, ..., u_m\}\) and a set of \(N\) of items \(I = \{i_1, i_2, ..., i_n\}\). The user-item interaction matrix \(P \in R^{m \times n}\) defined as users’ implicit feedback, which \(y_{ui} = 1\) indicates that user \(u\) engages with item \(i\), such as, browsing and clicking, if not \(y_{ui} = 0\). Moreover, the knowledge graph \(G\) is defined as entity-relation-entity triples \((h,r,t)\). Here \(h \in E,\)

\(^{1}\)https://www.yelp.com/dataset
$r \in R$, and $t \in E$ infer the head, relation, and tail. $E$ and $R$ are the set of entities and relations in the knowledge graph. For example, the triple (Star Wars: The Rise of Skywalker, movie; director; J.J. Abrams) indicates the fact that J.J. Abrams is the director of the movie Star Wars: The Rise of Skywalker. In our scenarios, an item $i \in I$ correspond to one entity $e \in E$. For instance, in movie recommendations, the knowledge also contains the item “Star Wars: The Rise of Skywalker” as an entity.

The KGCN model is to predict whether user $u$ has potential interest in new item $i$ by given the user-item matrix $P$ and the knowledge graph $G$. We have a prediction function $f_{ui} = F(u,v|\Theta,Y,G)$, where $P_{ui}$ denotes the probability that user $u$ will engage with item $i$, and $\Theta$ denotes the model parameters of function $F$.

### 3.4. Analysis of Three Aggregators for Knowledge Graph Convolutional Networks

Knowledge Graph Convolutional Networks [14] is an end-to-end framework that explores users’ preferences on knowledge graph for recommender systems. The Architecture KGCN is shown as Figure 6, where the first KGCN layer captures the high-order structural proximity by aggregating each entity’s representation and its neighborhood representation into a single vector. Then the Learning Layer will take the H-order entity representation fed into a function $R^d \times R^d \rightarrow R$ to predict probability.

First, consider a candidate pair of user $u$ and item(entity) $v$. $N(v)$ is denoted as the set of entities directly connected to $v$, and $r_{e_i, e_j}$ is denoted as the relation between entity $e_i$ and $e_j$. The function: $R^d \times R^d \rightarrow R$ is used to calculate the score between a user and a relation:

$$\pi_{uv} = g(u, r)$$

![Figure 6. KGP+KGCN Architecture](image-url)
In the formula, $u \in R^d$ and $r \in R^d$ are the representations of user $u$ and relation $r$, and $d$ is the dimension of representations. The function is to compute the importance between relation $r$ and user $u$. For instance, a user might have more interests in restaurants in specific categories and another user may be more concerned about whether or not the restaurant is kid-friendly.

The below linear function combines $v$’s neighborhood to capture the topological proximity structure of item $v$.

\[
V_{N(v)}^u = \sum_{e \in N(v)} \pi_{r,v,e}^u e' \tag{2}
\]

$\pi_{r,v,e}^u$ is the normalized user-relation score:

\[
\pi_{r,v,e}^u = \frac{\exp(\pi_{r,v,e}^u)}{\sum_{e \in N(v)} \exp(\pi_{r,v,e}^u)} \tag{3}
\]

The $e$ denotes the representation of entity $e$. User-relation scores perform as personalized filters in the formula 2 because we aggregate the neighbors with bias, with respect to these user-relation scores.

Next, KGCN layer aggregates the entity representation $v$ and its neighborhood representation $V_{S(v)}^u$ into a single vector by aggregators. ReLU is the default aggregator used in KGCN.

Aggregators perform a significant role in the KGCN, and different non-linear functions can affect the output of the KGCN. In this study, we analyze the effectiveness of three aggregators with the following different nonlinear function.

\[
\text{agg}_{\text{sum}} = \sigma(w \cdot (v + V_{S(v)}^u) + b) \tag{4}
\]

\[
\text{agg}_{\text{concat}} = \sigma(w \cdot \text{concat}(v, V_{S(v)}^u) + b) \tag{5}
\]

\[
\text{agg}_{\text{neighbor}} = \sigma(w \cdot V_{S(v)}^u + b) \tag{6}
\]

where $\sigma$ denotes non-linear functions, $w$ and $b$ are transformation weight and bias.

The KGCN layer extends 1-order entity representation to h-order entity representation by iterating the KGCN layer multiple times, so the algorithm can explore the user’s interests more comprehensively. To achieve that, the KGCN layer first propagates the initial representation of each entity to its neighbors and aggregates the vectors to receive the 1-order representations. Then it repeats the procedure and aggregates the 1-order representation and its neighbors to obtain the 2-order representations. The combination of an entity and its neighbors up to h hops away is the h-order representation of an entity.

The KGCN learning algorithm is as the following. The algorithm receives a pair of users and items then calculates the receptive field $M$ of $v$ layer by layer. Next the aggregation repeats H times: in iteration $h$, it calculates the neighborhood representation of each entity $e \in M[h]$ then aggregates it with its own representations $e'[h-1]$ to achieve the representation to be used in the next iteration. Last, the final H-order entity representation $vu$ will be pass to the prediction function $f: R^d \times R^d \rightarrow R$ with user representation $u$. 
\[ \hat{y}_{uv} = f(u, v^u) \quad (7) \]

4. Experiments

4.1. Datasets

Yelp open dataset contains over 6 million reviews, nearly 20 thousand businesses.

MovieLens-20M is a widely used benchmark dataset for movie recommendation, which contains over 20 million explicit ratings (rating from 1-5). The knowledge graph of MovieLens-20M is pre-constructed by Wang with Microsoft Satori [14].

<table>
<thead>
<tr>
<th>Table 1. Statistics of the datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Users</td>
</tr>
<tr>
<td>Number of Items</td>
</tr>
<tr>
<td>Number of interactions</td>
</tr>
<tr>
<td>Number of Entities</td>
</tr>
<tr>
<td>Number of Relations</td>
</tr>
<tr>
<td>Number of KG Triples</td>
</tr>
</tbody>
</table>

4.2. Data Pre-processing

We built a Yelp Knowledge Graph from a Yelp open dataset. To reduce the noise deviation and test the performance of the model in different sparsity, we use 10-core, 20-core, and 30-core settings to ensure that each item has at least 10 interactions, 20 interactions, and 30 interactions in the knowledge graph. Please see the statistics of each datasets in Table 1.

4.3. Nonlinear Function Setting

In the experiment, to achieve the best performance, we set \( a \) as 0.2 for the Leaky ReLU. For the ELU \( a \) is 1.

4.4. Baseline

We tested the dataset with 3 baselines, in which the first baseline is a well-known KG-free baseline, the second one is a KG-aware method, and the third one is the KGCN with ReLU function.

LibFM [7] is a software implementation for factorization machines that features stochastic gradient descent (SGD) and alternating least squares (ALS) optimization as well as Bayesian inference using Markov Chain Monte Carlo (MCMC).

RippleNet [15] is a memory-network-like approach propagating user preferences over the entities in KG and iteratively extending a user’s potential interest along links in the KG to provide recommendation.
4.5. Experiments Setup

In KGCN, the function $g$ and $f$ are set as inner product, $\sigma$ is non-linear function for non-last-layer aggregator, and tanh for last-layer aggregator. We applied hyper-parameters as follows:

Each hyper-parameter is determined by the best Accuracy (AUC) on the corresponding dataset. For each dataset, we randomly select 80% of rating interaction history as the training set and 20% as the evaluation set, as well as a test set, respectively. Each experiment is repeated three times, and the average outcome is reported. The performance of each method is evaluated by two evaluation criteria: AUC and F1, which are applied to evaluate the click through rate (CTR) prediction. The test set was applied in training model to predict each interaction.

For the baseline, we use the Python vision of LibFm, Pylibfm to test the dataset. The number of factors is 10, the number of training epochs is 50, and the initial learning rate is $1 \times 10^{-4}$. For the RippleNet, dimension of embeddings is 8, number of hops is 2, learning rate is 0.02, l2 weight is $1 \times 10^{-7}$, batch size is 1024. For the KGCN ReLU $\lambda$ is $3 \times 10^{-8}$, $\mu$ is 0.003, batch size is 1024, H is 8, d is 64, S is 8.

Table 2. Basic Hyper Parameter Setting for KGCN

<table>
<thead>
<tr>
<th></th>
<th>10-Core</th>
<th>20-Core</th>
<th>30-Core</th>
<th>MovieLens-20M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension of embeddings(d)</td>
<td>128</td>
<td>64</td>
<td>128</td>
<td>32</td>
</tr>
<tr>
<td>Neighbor Sampling size(S)</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Depth of receptive field(H)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>L2 Regularize Weight(λ)</td>
<td>$2 \times 10^{-9}$</td>
<td>$2 \times 10^{-9}$</td>
<td>$3 \times 10^{-5}$</td>
<td>$2 \times 10^{-7}$</td>
</tr>
<tr>
<td>Learning Rate(μ)</td>
<td>$3 \times 10^{-3}$</td>
<td>$3 \times 10^{-3}$</td>
<td>$6 \times 10^{-4}$</td>
<td>$2 \times 10^{-2}$</td>
</tr>
<tr>
<td>Batch Size</td>
<td>1024</td>
<td>1024</td>
<td>1024</td>
<td>65536</td>
</tr>
</tbody>
</table>

5. RESULT

The results of click through rate are presented in Table 3. We have the following observations:

Among all the models, the KGCN Leaky ReLU-sum achieves the best performance on the average of the three datasets.

In general, comparing with KG free model LibFM, we find that the improvements of KGCN Leaky ReLU-sum on 10-core and 20-core are 15% and 13% higher than 30-core. This demonstrates that KGCN Leaky ReLU-sum can well address sparse scenarios, since the 10-core and 20-core datasets are sparser than 30-core.

RippleNet shows strong performance compared with the KG-free baseline, because RippleNet also uses a multi-hop neighborhood structure, which also captures the proximity information from the KG.
Table 3. The results of AUC and F1 in CTR prediction

<table>
<thead>
<tr>
<th></th>
<th>10-Core AUC</th>
<th>20-Core AUC</th>
<th>30-Core AUC</th>
<th>MovieLens-20M AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
</tr>
<tr>
<td>PyLibFm</td>
<td>0.715</td>
<td>0.674</td>
<td>0.723</td>
<td>0.702</td>
</tr>
<tr>
<td>RippleNet</td>
<td>0.903</td>
<td>0.863</td>
<td>0.897</td>
<td>0.721</td>
</tr>
<tr>
<td>KGCN-Leak-ReLU-Sum</td>
<td>0.914</td>
<td>0.854</td>
<td>0.896</td>
<td>0.835</td>
</tr>
<tr>
<td>KGCN-Leak-ReLU-Concat</td>
<td>0.913</td>
<td>0.850</td>
<td>0.903</td>
<td>0.841</td>
</tr>
<tr>
<td>KGCN-Leak-ReLU-Neighbor</td>
<td>0.838</td>
<td>0.774</td>
<td>0.814</td>
<td>0.753</td>
</tr>
<tr>
<td>KGCN-ELU-Sum</td>
<td>0.906</td>
<td>0.842</td>
<td>0.895</td>
<td>0.833</td>
</tr>
<tr>
<td>KGCN-ELU-Concat</td>
<td>0.902</td>
<td>0.840</td>
<td>0.903</td>
<td>0.841</td>
</tr>
<tr>
<td>KGCN-ELU-Neighbor</td>
<td>0.835</td>
<td>0.755</td>
<td>0.814</td>
<td>0.753</td>
</tr>
<tr>
<td>KGCN-ReLU-Sum</td>
<td>0.912</td>
<td>0.851</td>
<td>0.891</td>
<td>0.833</td>
</tr>
<tr>
<td>KGCN-ReLU-Concat</td>
<td>0.912</td>
<td>0.852</td>
<td>0.905</td>
<td>0.842</td>
</tr>
<tr>
<td>KGCN-ReLU-Neighbor</td>
<td>0.838</td>
<td>0.779</td>
<td>0.814</td>
<td>0.751</td>
</tr>
<tr>
<td>KGCN-Leak-ReLU Average</td>
<td>0.888</td>
<td>0.826</td>
<td>0.871</td>
<td>0.810</td>
</tr>
<tr>
<td>KGCN-ELU Average</td>
<td>0.881</td>
<td>0.813</td>
<td>0.871</td>
<td>0.809</td>
</tr>
<tr>
<td>KGCN-ReLU Average</td>
<td>0.887</td>
<td>0.827</td>
<td>0.870</td>
<td>0.809</td>
</tr>
</tbody>
</table>

Among the three original KGCN aggregators, KGCN Sum and KGCN Concat perform significantly better than KGCN-Neighbour, and KGCN Neighbour shows a clear gap on 30-Core setting dataset; that may be because the KGCN Neighbour only aggregated the neighborhood’s representation and does not include the information from the entity itself.

The last three lines of Table 3 represent the average performance of each non-linear function implementing on the three aggregators. We can see that Leaky ReLU function obtains the best results for all three datasets, which may be because Leaky ReLU overcomes the dead ReLU problem. When the representation values are negative, the Leaky ReLU returns a small fraction; in contrast, the ReLU always return 0. ELU function performs the worst among the three functions, which may be because for ELU, \( \sigma(x) = x \) when \( x > 0 \) and \( a \cdot (e^x - 1) \) when \( x < 0 \), KGCN is lack of ability to learn and update the value of \( a \) when the input value is negative.

We conducted experiments on how hyper parameter influences the performance of a KGCN-Leaky ReLU-Sum model. In Table 4, we can see the influence of the neighbor sampling size from 2 to 64. The model performs best when \( S=8 \). This is because a too small \( S \) does not have enough capacity to incorporate neighborhood information, while a too large \( S \) is prone to be misled by noises.

Table 4. AUC Result of Leaky ReLU-Sum KGCN with Different Neighbour Sampling Size \( S \)

<table>
<thead>
<tr>
<th>( S )</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-Core</td>
<td>0.886</td>
<td>0.895</td>
<td>0.913</td>
<td>0.910</td>
<td>0.912</td>
<td>0.912</td>
</tr>
<tr>
<td>20-Core</td>
<td>0.872</td>
<td>0.886</td>
<td>0.903</td>
<td>0.903</td>
<td>0.899</td>
<td>0.892</td>
</tr>
<tr>
<td>30-Core</td>
<td>0.770</td>
<td>0.764</td>
<td>0.769</td>
<td>0.757</td>
<td>0.792</td>
<td>0.789</td>
</tr>
</tbody>
</table>
We can see the influence of depth of receptive field $H$ on the model by setting $H$ from 1 to 4 in Table 5, which illustrates that the model reacts sensitively on the variation of $H$.

The model performs best when $H=2$ and collapse dramatically when $H$ is greater than 2, which may be because a larger $H$ brings massive noises to the model and the too-long relation-chain makes little sense when inferring inter-item similarities.

Table 5. AUC Result of Leaky ReLU-Sum KGCN with Different Depth of Receptive Field $H$

<table>
<thead>
<tr>
<th>H</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-Core</td>
<td>0.878</td>
<td>0.904</td>
<td>0.504</td>
<td>0.505</td>
</tr>
<tr>
<td>20-Core</td>
<td>0.875</td>
<td>0.897</td>
<td>0.507</td>
<td>0.507</td>
</tr>
<tr>
<td>30-Core</td>
<td>0.785</td>
<td>0.770</td>
<td>0.382</td>
<td>0.385</td>
</tr>
</tbody>
</table>

Table 6 displays the effects of dimension of embedding $d$ on performance of the model. The result is intuitive: performance improves dramatically as the $d$ increases; when $d$ is 128, the model achieves the best performance, since the larger $d$ can include more information of users and entities. When $d$ is greater than 128, the model is drawn back by overfitting.

Table 6. AUC result of KGCN with different dimension of embedding $D$

<table>
<thead>
<tr>
<th>$D$</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-Core</td>
<td>0.820</td>
<td>0.858</td>
<td>0.893</td>
<td>0.900</td>
<td>0.903</td>
<td>0.914</td>
<td>0.903</td>
</tr>
<tr>
<td>20-Core</td>
<td>0.824</td>
<td>0.827</td>
<td>0.886</td>
<td>0.892</td>
<td>0.890</td>
<td>0.894</td>
<td>0.898</td>
</tr>
<tr>
<td>30-Core</td>
<td>0.780</td>
<td>0.817</td>
<td>0.806</td>
<td>0.753</td>
<td>0.751</td>
<td>0.785</td>
<td>0.773</td>
</tr>
</tbody>
</table>

6. CONCLUSION AND FUTURE WORKS

In this paper, we proposed an efficient and effective data preprocessing and knowledge graph generation tool, Knowledge Graph Processor (KGP). By using the KGP, we constructed a knowledge graph for a Yelp dataset. Our proposed KGP can process JSON, CSV, and text files. More features could be supported, such as automatically extracting information from well-build knowledge graph database.

By testing KGCN on the Yelp knowledge graph and MovieLens-20M dataset with Leaky ReLU, ELU, and ReLU non-linear functions, Leaky ReLU is able to improve performance of the original KGCN for recommendation systems. The reason is because Leaky ReLU has an advantage on overcoming dead ReLU problem as well as its robust performance when the input values are negative.

We point out two avenues for future work: 1) The knowledge graph’s content and quality can significantly affect the performance of KGCN. An interesting direction of future research is to quantify the quality of the knowledge graph dataset; 2) We investigated the influence of the nonlinear function in the first layer of the aggregator. Future work could explore the impact of the different nonlinear functions on the second layer, and the impact of the optimizer is also a valuable direction to study.
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ABSTRACT

Many countries around the world are implementing smart grids and smart meters. Malicious users that have moderate level of computer knowledge can manipulate smart meters and launch cyber-attacks. This poses cyber threats to network operators and government security. In order to reduce the number of electricity theft cases, companies need to develop preventive and protective methods to minimize the losses from this issue. In this paper, we propose a model based on software that detects malicious nodes in a smart grid network. The model collects data (electricity consumption/electric bill) from the nodes and compares it with previously obtained data. Support Vector Machine (SVM) model is implemented to classify nodes into good or malicious nodes by (high dimensional) giving the statuses of 1 for good nodes and status of -1 for malicious (abnormal) nodes. The detection model also displays the network graphically as well as the data table. Moreover, this model displays the detection error in each cycle. It has a very low false alarm rate (2%) and a high detection rate as high as (98%). Future developments can trace the attack origin to eliminate or block the attack source minimizing losses before human control arrives.
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1. INTRODUCTION

Smart Grid Network (SGN) is an advanced network that merged new technologies and developed infrastructure to prepare the world to overcome the arising challenges expected to be faced in the coming decades. New implementations such as integration of alternative energy sources and decentralized generation will help overcome the growing global power demand expected with the adaptation of Electric vehicles EVs and other smart household appliances. SGN implementation of new technologies allows for two-way stream of both power and data [1]. These implementations will grant the network a greater ability to detect, react and pro-act towards power usage or other businesses. Suspicious power usage patterns by consumers will also be recognised and responded to with the new technology implementation. SGN enables service providers to monitor the behaviour of all stockholders of the electricity. SGN has the capability of enabling the consumer to become an active participant in the network. In order to ensure network economic feasibility and a high quality service with minimum losses, security and safety of supply is prioritised. Some of the benefits that SGN grants beneficiaries are as follows:

- Integration of alternative energy sources
- Decentralized generation
- Reliably electrical supply
- Greener power production
- Active consumer participation
- Better resilience towards grid blackouts
SGN implementation of information and communication technologies (ICT) allowed the new network to monitor, operate and control the system with added features. These control manners were only available for service providers at the generation phase. However, ICT helped to extend these manners across all SGN phases reaching transmission and distribution phases [2]. Two-way communication enables both service providers and companies to utilize the developed infrastructure for a more efficient grid. Two-way communication also allows consumers to be true active participants with ability to choose new power usage patterns that were not possible with the conventional grid. Moreover, to standardize the new SGN operation, National Institute of Standards and Technology (NIST) proposed an SGN model standardizing SGN architecture as shown in Fig. 1 below.

![Smart grid architecture model (SGAM) by [NIST] [3]](image)

The proposed model lists seven domains, which are:

- **Generation**
- **Transmission**
- **Distribution**
- **Operations**
- **Service providers**
- **Markets**
- **Consumer**

These above mentioned domains use secure communication in order to operate SGN efficiently. The proposed model also illustrates the electricity path between different domains, which are transmission, distribution, customer and generation, while communication flows across all seven domains.

Security provisioning is a critical necessity for any wired and wireless communication network [4]. Therefore, a machine-learning model will be adopted to detect attacks on SGN. Machine learning technology uses machines learning algorithms to artificially improve their performance as more data is being trained [5]. Machine learning has different techniques and models developed for various applications; one of the uses is solving classification problems. Support Vector Machine (SVM) is a classic machine learning technique which has the ability to classify high dimensional data [6]. This paper aims to develop an algorithm using one of the machine learning techniques, an SVM based model is used and simulated by MATLAB software. The simulation platform was chosen as MATLAB because it has the ability to classify attacked nodes by comparing collected data with average data collected from the same consumer/household. Attack detection revolves around two pillars, which are average electrical power consumption of the consumer (monthly/annually) and average (monthly/annually) electrical bill of the consumer. SGN is developed based on the wireless sensor network (WSN) concept. The data collecting
process starts with nodes representing consumers sending data to a central node and back to the supplier—witch in this case represents the developed algorithm—as shown in Fig. 2 below.

![Fig. 2. A conceptual illustration of a generic WSN [7]](image)

Considering the critical importance of SGN security, many algorithms have been developed to ensure secure functionality of SGN.

This paper is organized as follows. Section 2 contains an overview of related works followed by SGN implementations and assumptions in section 3. A detailed methodology is elaborated in section 4 with numerical results of the algorithm in section 5. The paper conclusion is in section 6.

2. RELATED WORKS

Smart grid network introduces enhancements and improved capabilities to the conventional power network making it more complex and vulnerable to different types of malicious attacks. Till today, several works have been done by many researchers to find the best way to detect malicious attacks but very few were focusing on the smart grid malicious attacks. Moreover, no significant importance has been given to finding the malicious attack based on the misbehaviour or abnormal behaviour of the node. Even though some researchers worked based on the misbehaviour but their main focus was to prevent or protect the routing. In the following section, related researchers work will be discussed:

Takiddin et al. in [8] provided answers to three major questions pertaining to the performance of electricity theft detectors in the presence of data poisoning attacks. By proposing a sequential ensemble detector based on a deep autoencoder with attention (AEA), gated recurrent units (GRUs), and feed forward neural networks. The proposed robust detector retains a stable detection performance that is deteriorated only by 1–3% in the presence of strong data poisoning attacks. However, in this method it is normally ensemble performs multiple learners, as a result computation get complicated, which reduce the speed and memory requirements rise.

Zhang et al. in [9] proposed a time series anomaly detection model based on the periodic extraction method of discrete Fourier transform. The detection model determines the sequence position of each element in the period by periodic overlapping mapping, thereby accurately describing the timing relationship between each network message. The experiments demonstrate that the model has the ability to detect cyber attacks such as man-in-the-middle, malicious injection, and Dos in a highly periodic network. The detection model also has a good anomaly detection capability. This model focus on the DoS attacks.
Jiang and Qian in [10] discussed defense mechanisms to either protect the system from attackers in advance or detect the existence of data injection attacks to improve the smart grid security. Focusing on signal processing techniques, this article introduces an adaptive scheme on detection of injected bad data at the control center. Jiang and Qian presented a detection scheme that can self-adaptively detect both non-stealthy and stealthy attacks. The scheme comprises determining two estimates of the state of the monitored system using the state measurement data provided by the remote sensing system at two sequential data collection slots, and determining bad data injection attacks by monitoring the measurement variations and state changes between the two slots. Analysis and simulation results shows that the proposed scheme is efficient in terms of data attack classification and detection accuracy. The research is good to detect data injection attacks.

Zhe et al. in [11] proposed a model based on machine learning to detect smart grid DoS attacks. The model collects network data, then selects features and uses PCA for data dimensionality reduction, and finally uses SVM algorithm for abnormality detection. By testing the SVM, Decision Tree and Naive Bayesian Network classification algorithms on the KDD99 dataset, it is found that the SVM model works best. This method has higher classification detection rate and accuracy, which can effectively improve the security of the smart grid DoS intrusion detection system. This method the data need to go thorough standardization process and in PCA we need to select the principle components otherwise it may miss data features.

Xia et al. in [12] suggest a method to identify all malicious users in a neighbourhood area network. The method uses Group Testing based Heuristic Inspection (GTHI) algorithm, which can estimate the ratio of malicious users on-line, mainly by collecting the information that how many malicious users have been identified during the inspection process. Based upon the ratio of malicious users, the GTHI algorithm adaptively adjusts inspection strategies between an individual inspection strategy and a group testing strategy. The GTHI algorithm outperforms existing methods in some aspects: compared with the BCGI algorithm, it has a wider range of applications; compared with the ATI algorithm, it can locate malicious users within much shorter detection time, regardless of the ratio of malicious users. However, this method does not include the user estimation in the testing phase.

Nandanoori et al. in [13] proposed a Koopman mode decomposition (KMD) based algorithm to detect and identify false data attacks in realtime. The Koopman modes (KMs) are capable of capturing the nonlinear modes of oscillation in the transient dynamics of the power networks and reveal the spatial embedding of both natural and anomalous modes of oscillations in the sensor measurements. The Koopman-based spatio-temporal nonlinear modal analysis is used to filter out the false data injected by an attacker. This algorithm detects the induced attack within 1 second of attack initiation in the presence of load changes in the network. This method normally works only work based on the false data injection.

Patil and Sankpal in [14] proposes an enhanced grid sensor placement (EGSP) algorithm to place grid sensors in the distribution network to monitor and control the smart meters installed in the field. The algorithm provides a simple and efficient way to place grid sensors in the distribution network for monitoring and controlling the smart meters deployed in the distribution network. A simulation model of distribution network has been developed for the analysis of the proposed algorithm. The analytical computation and simulation result shows that the number of grid sensors needed to track all the smart meters connected in the distribution network varies between half the number of SM nodes to equal number of SM nodes depending on how many SM nodes are connected to each EP node. In this method the computation is higher.

He et al. in [15] exploits a deep learning techniques to recognize the behavior features of FDI attacks with the historical measurement data and employ the captured features to detect the FDI
attacks in real-time. The proposed detection mechanism effectively relaxes the assumptions on the potential attack scenarios and achieves high accuracy. Furthermore, an optimization model is proposed to characterize the behavior of one type of FDI attack that compromises the limited number of state measurements of the power system for electricity theft. Method simulation results showed that the detection method can achieve high detection accuracy in the presence of the occasional operation faults. This work well only to predict the potential attack can happen.

The existing literature depicts that the vast majority of present methodologies to find the malicious in smart grid exists are in a general sense based on cryptographic primitives. Typically, in cryptographic solutions, the source uses cryptographic information to create and send additional authentication. As a results the extra information needed and the malicious can be detected based on the additional information data. The other introduced strategies are typically relying upon calculations and high level of training data. However, these methods have high computational overhead, because of every validation requires an immense number of checking to come up with the final decision about the malicious. Therefore, it is essential to develop an effective method to detect the malicious in the smart grid networks.

3. METHODOLOGY

Machine learning has many techniques, Support Vector Machines (SVM) based algorithm is used because of the model ability to classify unreliable data [16]. Which is suitable for high-dimensional data collected from across SGN. Therefore, SVM has been chosen for the proposed solution in this paper.

SVM model categorize the collected data by finding the optimal hyperplane shown in Figure 3 below, which will consist of the largest distance between the two different classes and that distance is called margin [17]. Margin is calculated from the nearest vector to the hyperplane and it must be without interior point as shown in Figure 3 below.

![Fig. 3. SVM with its Optimal and non-optimal Hyperplane](image)

The closest point to the hyperplane which will be in contact with the margin parallel lines are called support vectors. Support vectors sets the hyperplane boundary [19]. Figure 3 also shows the two types of data, which are ×’s defining points of a value of 1 and O’s defining points of a value of -1. The desired algorithm, a training phase to the system must be conducted offline using a resourceful information source. The training phase uses three Open System Intercommunication9 (OSI) layers, which are a physical layer followed by medium accessed control layer (MAC) ending with a network layer. After training then collecting the desired data,
a data trimming procedure will be implemented on these data sets. Data trimming is a vital step in order to reduce data size which will ultimately allow SVM to process it further. After completing data training and having training sets ready, classification can be done by a linear plane as illustrated in Fig. 4 below.

![Linear classification](image)

Fig. 4. Linear classification [20]

However, linear classification has limitations when it comes to classifying unreliable data [21]. Therefore, moving the data to a higher dimensional space will allow more functions that were not possible to be applicable such as mapping training sets.

![Mapping training set](image)

Fig. 5. A problem solved by mapping the training set [22]

As figure 5 shows, a problem that was unsolvable by using linear classification can be classified if training set data moved to a higher dimensional space. After understanding the theoretical part, it is now possible to explain the mathematical calculations behind the SVM method.

Assume that linear separability sample set is \((x_i, y_i)\) with training data sets of:

\[
i = 1, ..., n, x \in \mathbb{R}^d, y \in \{+1, -1\}
\]

During this research, it’s assumed that \(\{1\}\) is the normal and \(\{-1\}\) is the attacked or abnormal. Which leads to the equation of hyperplane classification as follows:

\[
w \cdot x + b = 0 \tag{1}
\]
In equation (1), the vector $w$ is a normal vector while $b$ is offset value. Initially we consider that all the node is good and normal node. The best classifying hyperplane is supported by training data samples. While having this statement in mind, support vectors can be considered as the hyperplane training samples. Moreover, the formulation of the problem will be as follows:

$$\min_{\omega} \frac{1}{2} ||\omega||^2 = \frac{1}{2} (w, w)$$

subject to $y_i [(w, x_i) + b] - 1 \geq 0, i = 1, 2, ..., n \quad (2)$

Hence, a formulation of the classification function will be as follows:

$$f(x) = sgn \left( (w^*, x) + b \right) = sgn \left( \sum_{i=1}^{n} a_i^* y_i (x_i, x) + b^* \right) \quad (3)$$

And a formulation of the optimal classification function will be as follows:

$$f(x) = sgn \left( \sum_{i=1}^{n} a_i^* y_i k(x_i, x) + b^* \right) \quad (4)$$

The function mentioned above $f(x)$ is kernel function while $a_i$ are function multipliers.

In our implementation, the nodes are connected to each other. Specifically, a node connects to a single neighbor node. When all nodes are connected, the optimal hyperplane will be calculated through the previously explained functions and all data from the nodes will be classified into either a normal node or attacked/abnormal node. This process is possible with the use of SVM because of the method ability to classify high-dimensional data.

### 4. SGN Assumptions and Implementation Scenario

In this paper, we considered the following assumptions to implement the methodology:

1. The end used will specify the area of interest. Area of interest has been modelled as a grid $\Omega$ of $N_x \times N_y$ points scenario. The specified area is given as $A = N_x \times N_y$. Where $N_x$ is the area length in meters (X-Axis) and $N_y$ is the width in meters (Y-Axis) giving the product of the area $A$.

2. Nodes are sensors that are stationary after deployment (generation of network) and it can be said that nodes are the smart meters that are located in all consumers participating in SGN. Nodes are the communication channel between service provider and consumers and are responsible for collecting and forwarding the monitored data to the central node illustrated previously in Fig. 2.

3. Nodes communicate with Neighbour nodes in a pre-set radio range of (0.25 m$^2$) and to the central node.

4. SVM based algorithm is responsible for classification of nodes.

5. The network is assumed to be synchronized.

The hypothetical scenario was considered from one of the village –AFI– in Al Batinah South Governorate, sultanate of Oman. The Area $A$ in the simulation was set by default to $N_x$ of 500 (m) and a $N_y$ of 500 (m) and The default setting of 75 nodes represents smart meters in households in the shown area above. Average electricity consumption set by default to 30 Kwh. Data collected from electricity provider [23] in the area mention above. The monthly bill is also set to a default 250 Omani Riyals calculated using the online bill calculated provided by the service provider [24].
5. RESULTS

The method was simulated based on the hypothetical scenario considered for the implementation. In order to create the scenario, we have obtained the data about the average electricity consumption of the inheritance of the subscribers from the electricity supplier [23] [24]. The Average electricity bill was set as a base to simulate the network. In our simulation, the basic parameter was set as follows:

<table>
<thead>
<tr>
<th>Parameters (components)</th>
<th>Used values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>75 node</td>
</tr>
<tr>
<td>Number of central nodes</td>
<td>1 node</td>
</tr>
<tr>
<td>Average electricity consumption</td>
<td>30 Kwh</td>
</tr>
<tr>
<td>Average monthly electric bill</td>
<td>250 OMR</td>
</tr>
</tbody>
</table>

In the evaluation process for the effectiveness of the implemented model, we have considered a set of matrices to determine the detection of the attacks.

a) Detection Rate: This is the detection percentage of the attacks based on the total number of attack was performed

b) False positive rate (false alarms): This is the ratio between the number classified as an abnormal node (which is considered as an attacked node) on the total number of normal connections.

The simulation in MATLAB gave us the attack detection accuracy of 98% and the False alarms rate as low as 2% from the total number of attacks. The simulation result is in the figures 7 and 8 shows the generated network and the distribution of the nodes. Fig 8 is the results when we detect the malicious based on the algorithm implemented.
In the Fig. 8, we can see that there are 75 nodes was distributed in the area and it was randomly checked. Based on the specified parameter the simulation results found 4 malicious nodes. The malicious nodes as circled red.

6. CONCLUSION

Smart Grid Network is backbone infrastructure is the information and communication technology that makes the network vulnerable to malicious attacks. It is essential to detect the attack work on the attack for the uninterrupted and effective supply of the electricity and generate the accurate bill. In this paper, the machine learning approach has been adopted. SVM makes memory efficient and effective for high dimension data. Considering this SVM-based classification framework of machine learning is implemented to detect misbehaving malicious nodes in smart grid networks. The simulation result in MATLAB gave us an effective detection outcome. The result shows us that our detection rate is about 90% and the false positive is only 2%. In future, we would like to simulate the network on a larger scale and implement it at the hardware level.
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ABSTRACT

Quality of Service (QoS) is now regarded as a requirement for all networks in managing resources like bandwidth and avoidance of network impairments like packet loss, jitter, and delay. Media transfer or streaming would be virtually impossible if QoS parameters were not used even if the streaming protocols were perfectly designed. QoS Scheduling classes help in network traffic optimization and the priority management of packets. This paper presents an analysis of QoS scheduling classes using video traffic in a MANET. The main objective was to identify a scheduling class that provides better QoS for video streaming. A simulation was conducted using NetSim and results were analyzed according to throughput, jitter, and delay. The overall results showed that extended real-time Polling Service (ertPS) outperformed the other classes. ertPS has hybrid features of both real-time Polling Service (rtPS) and Unsolicited Grant Service (UGS) hence the enhanced performance. It is recommended that ertPS scheduling class should be used in MANET where QoS consideration is utmost particularly in multimedia streaming applications.
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1. INTRODUCTION

Quality of Service (QoS) is a widely used term associated with the measurement of the overall performance of a network service in multimedia applications. It is a necessary function within MANETs to ensure an end to end quality in terms of throughput, jitter, bandwidth, or delay. One of the biggest challenges in MANETs is the design of a secure and efficient routing protocol that will guarantee an acceptable level of QoS during the routing process as MANETs communicate only when they are in the range of each other or near a base station. There is no central controlling device. These design characteristics make it difficult to ensure QoS in the network.

The support for QoS [1] constantly requires link-state information to be forever present i.e. bandwidth, loss rate, error rate, and delay. Supporting the mentioned requirements is often a huge task as the quality of the ad-hoc link can abruptly change because nodes are mobile and operate in dynamic environments. Earlier approaches to QoS were based on the virtual circuit model which meant that there should be fixed connection management before communication so that for the duration of that session there would be a guarantee of route and reservation between the source node and the destination node. This was a great approach but it lacked the flexibility needed to dynamically adapt to mobile ad-hoc networks where the path and reservation needed to
respond dynamically and in real-time to the ever-changing topology and resource needs [2]. One of the threats to QoS support is the maintenance of an acceptable service level. By default, QoS support in MANETs is linked to the routing protocol’s performance because the flow between the source nodes to the destination is not always straightforward. There is a high chance that within the lifetime of an on-going session, the flow gets rerouted and this happens frequently. When this happens, there is also a change in resource provisioning and needs as the flow would be now on a new path. The QoS agreement from the initial path may not be valid and so would be the assumption that the route and reservation remain fixed in that duration of a session. This is the reason why many researchers have been constantly coming up with mechanisms and frameworks that can support QoS in MANETs adaptively and can respond to its intrinsic behavior [1].

In MANETS, it is difficult to guarantee QoS than traditional networks because the wireless bandwidth is shared amongst nodes and the network topology is forever changing as nodes are in transit. It is for this reason that QoS provisioning can only be achieved through extensive collaboration among nodes for route establishment and securing the available network resources. The provision of QoS in a network can be classified into two namely soft and hard QoS approaches. In the soft QoS approach, the QoS requirements are not guaranteed for the whole session. This may be due to insufficient available network resources. Hard QoS approaches ensures the availability of network resources to meet all the QoS requirements of a connection and such requirements can be sustained for the entire duration of the session. QoS Provisioning improves end to end performance of nodes in heavily congested network scenarios through QoS aware routing, resource reservation, admission control, scheduling, and traffic analysis. Some of the other reasons why QoS provisioning is still a challenge in MANETs is because of limited resource availability, error-prone channel, lack of central controller, hidden terminal problem, insecure medium and dynamic network topology. This makes it hard to achieve and maintain end to end QoS. The most crucial system components to QoS provisioning in MANETs are network resources and their availability to process application data. There is no standardized mechanism to guarantee absolute QoS in MANETs but only some level of QoS can be achieved through different methods.

This work is arranged as follows: Section 2 discusses mechanisms that have been implemented in literature according to their various categories, section 3 presents the proposed framework in detail including the sinkhole attack implementation and the counterattack intrusion detection system. Section 4 presents the results and discussion and lastly, section 5 gives the conclusion and suggestion for future work.

1.1. IEEE 802.16 & QoS Scheduling Approaches

The IEEE 802.16e is an amended version of the IEEE 802.16 that was initially approved for targeted fixed applications. The amendment was enhanced for adding mobility support for nomadic and mobile applications. The new additions introduced modifications in the physical layer from OFDM to scalable OFDMA[3]. There were additional modifications within the MAC layer for resource management, roaming, security, and handoff. Additional enhancements in the MAC include sleep/idle-mode for mobile nodes, power-saving classes, paging, locating, and defining messages for handover procedures. The IEEE 802.16e specification adds a new scheduling service called extended real-time Polling Service (ertPS), which combines the efficiency of Unsolicited Grant Service (UGS) and real-time Polling Service (rtPS). It allows unsolicited bandwidth grants like UGS, but with dynamic size like rtPS. This yields a services class supporting real-time service flows with variable size data packets, suitable for Voice over IP (VoIP) with silence suppression[4].
1.1.1. QoS Scheduling Classes

The scheduling process determines the order in which packets in a queue should be processed. Priority scheduling involves using an algorithm that allows the router to fix the priority level for the packets that would be coming from different sources and directions. Higher priority packets are processed first and sent out.

A. Unsolicited Grant Service (UGS)

The UGS scheduling service type is designed to support real-time data streams consisting of fixed-sized data packets issued at periodic intervals, for example, Pulse Code Modulation (PCM) phone signals and Voice over IP without silence suppression. The base station provides data grants at fixed periodic intervals to reduce the latency and overhead of the subscriber stations. This class is used for high priority packets[5].

B. Real-time Policing Service (rtPS)

The rtPS scheduling service type is designed to support real-time data streams consisting of variable-sized data packets that are issued at periodic intervals. This would the case, for example, for MPEG (Moving Pictures Experts Group) video transmission. The base station provides periodic unicast requests that are in line with the flow’s real-time needs and allow the subscriber stations to specify the size of the grant required. This service requires more resources than UGS because of the request overheads it requires but supports grant sizes of different sizes for optimum efficiency in real-time data transport[6].

C. Extended Real-time Polling Service (ertPS)

The ertPS is a scheduling mechanism that builds on the efficiency of both UGS and rtPS. UGS allocations are fixed in size, ertPS allocations are dynamic. The ertPS is suitable for variable-rate real-time applications that have data rate and delay requirements. Priority for packets is Normal [7].

D. Non-real-time Polling Service (nrtPS)

The nrtPS is designed to support delay-tolerant data streams consisting of variable-size data packets for which a minimum data rate is required. The standard considers that considered that this would be the case, for example, for an FTP transmission. The base station provides regular unicast uplink requests to guarantee request opportunities even during network congestion. A CID is a unique connection identifier assigned to every connection through the base station. nrtPS states that base station polls nrtPS CIDs at every second or less[8].

E. Best Effort (BE)

The BE service is designed to support data streams for which no minimum service guarantees are required and therefore may be handled on best basis.

2. RELATED WORK

The authors in [9 presented the use of two differing QoS level schemes; Best Effort level and High Effort level for the development of streams. Their proposed framework involves a center point that isolates streams with different level needs by dispensing them towards a similar goal. This was done using a procedure with two tables DRT (Dedicated Routing Table) and Standard
Routing Table (SRT) responsible for the movement of data streams. They proposed QOLSR (Quality Optimized Link State Routing) as the basic OLSR protocol was considered for development. This proposal did not consider extremely important aspects of QoS information exchange like reservation signaling, Connection Admission Control, and the stream classifier.

Authors in [9] proposed scheduling strategies for nrtPS connections in IEEE 802.16 networks. The three strategies were categorized into dynamic, cross-layer, and conventional schedulers. The authors, in their review paper, additionally explored neuro-fuzzy scheduling and game theory-based techniques for further optimization techniques. They also highlighted that theories around the development of nrtPS are still at their growing stages and the scope is huge. They also suggested that one way to improve the nrtPS traffic class would be to use a technique that bases its scheduling decision based on the queue length of the nrtPS class. This would be through the determination of bandwidth requests by nrtPS and storing these requests in a virtual queue at the base station. The bandwidth requests are then sorted by the lowest queue length and each virtual queue is assigned a counter. The algorithm then does verification of the bandwidth requests made by the connection if whether they were satisfied or not. If the connection is not satisfied, then the algorithm checks the availability of more symbols to be allocated. If there are more symbols, then they are allocated to the connection and its counter will be decreased. The proposed algorithm tries to evade starvation of nrtPS connections. The proposed algorithm was intended for non-real-time applications and that excludes many high performing scheduling classes like UGS and ertPS.

Authors in [10] presented a QoS aware framework to bridge the gap between security and QoS for the optimal functioning of a MANET. The study presented the existing challenges, attacks, and architectures as highlighted in the literature. They also presented a security keying system linked with the basic configuration of OLSR. Although this work used UGS as their preferred QoS scheduling class, the focus was on security and QoS attainment. The results with UGS showed better QoS than other scenarios.

Authors in [11] proposed a queue length scheduling algorithm for non-real-time and real-time traffic. The scheduling is initiated based on the number of MPDUs present at the start of the uplink subframe. The algorithm was designed to help in providing excess resources to non-real-time packets and also considering the queue length while guaranteeing QoS. The algorithm was not designed for real-time applications like video conferencing.

The authors in [12] proposed a method to improve the protocol Dual Busy Tone Multiple Access (DBTMA) using two elements called: busy tones and Ready To Send/Clear to Send (RTS/CTS) dialogues. A strategy to improve the effectiveness of fast retransmission was used. This retransmission strategy involved using a negative acknowledgment after a collision is caused by hidden nodes. The hidden node then listens to the negative acknowledgment signal to determine the requirement fast retransmission scheme. This method was compared with other methods in terms of their various network parameters and it showed improved QoS in terms of throughput, packet delivery ratio, and packet loss as compared to existing architectures but did not specifically speak to QoS scheduling.

Authors in [13] proposed a Medium Access Control (MAC) protocol that defines mechanisms for QoS provision and bandwidth allocation. The authors did not, however, specify the details on how to schedule traffic. This is necessary so that the vendor can differentiate their product through implementation. The authors introduce an efficient QoS scheduling strategy based on the distributed and hierarchical architecture for IEEE 802.16 systems. The simulation results provided positive feedback in terms of QoS guarantees for all types of traffic as defined by the IEEE 802.16 standard.
3. MATERIALS & METHODS

The research methodology used in this work is simulation as according to [14], simulation is defined as an experimentation method which involves the creation of an artificial environment within which relevant data can be generated. This is done in a controlled environment and it permits the observation of system dynamic behaviors. One of the purposes of simulation is to perform real decision making or diagnostic tasks. Decisions taken through analytical formulations are less preferred compared to simulations because they do not provide certainty. Network simulators best describe and represent the state of the network. These include nodes, links, switches, hubs, and routers. In modern-day simulators, they are either Graphical User Interface (GUI) driven or Command Line Interface (CLI) driven. Simulation is mainly used in performance analysis, comparison, or even management and also for determining how a network would behave in a real-life situation. The generated result of the simulation helps in identifying the performance attributes of the network. The flair to the entire simulation software is that there is a wide range of tools that ensure the generation of excellent results (GUI-based). There is a choice of network traffic selection, programming environments, projection, and statistical data representation. These are all part of the package of the simulation tool.

Discrete event simulation and experimentation using NetSim are implemented to adequately characterize variables, corresponding states, and events that change the value of these variable states in some rule-oriented but stochastic manner. The entities are the different components in the proposed framework.

In this study, the QoS measures used to ensure that quality is optimized in the network are throughput, delay, and jitter:

Throughput: It represents the number of bits forwarded from the Medium Access Control (MAC) to higher layers in all nodes in the network. It is measured in bits per second. The throughput may also be referred to as the average number of packets successfully transmitted or received per second. This work focused on the application throughput which is the total user data sent to the intended destination per second as shown in equation 1.

\[
\text{Throughput} = \frac{P_d}{t}
\]

(1)

Where \( P_d \) is the number of packets delivered and \( t \) is the time in seconds.

Delay: This is normally the time taken for one packet to be transmitted from the source node to the destination node. This performance metric evaluates the routing protocol’s effectiveness in the use of network resources. Delay may be caused by several obstacles including transfer time, buffering during discovery latency, interference queue, and propagation and it is represented as shown in equation 2:

\[
\text{Delay} = T_{rx} - T_{st}
\]

(2)

Where \( T_{rx} \) is the time the packet is received and \( T_{st} \) is the time the packet is sent.

Jitter: This is the variation in time between route changes and data packets arriving. The variation may be caused by internal sources like data transmission errors, the presence of a malicious node, and network congestion. It usually affects the audio quality of the video if its level is high. The formula to calculate jitter is shown in equation 3:
\[ Jitter = D_t - D_p \] (3)

Where \( D_t \) is the transmission delay of the current packet and \( D_p \) transmission delay of the previous packet.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
<td>NetSim Standard v12.1</td>
</tr>
<tr>
<td>Application Protocols</td>
<td>OLSR</td>
</tr>
<tr>
<td>Grid length</td>
<td>1000m*1000m</td>
</tr>
<tr>
<td>Simulation time</td>
<td>100seconds</td>
</tr>
<tr>
<td>Traffic type</td>
<td>Video conferencing</td>
</tr>
<tr>
<td>QoS Class</td>
<td>rtPS, ertPS, BE, nrtPS &amp; UGS</td>
</tr>
<tr>
<td>Node movement model</td>
<td>Random Waypoint</td>
</tr>
<tr>
<td>Trajectory</td>
<td>Random</td>
</tr>
<tr>
<td>Transport Protocol</td>
<td>UDP</td>
</tr>
<tr>
<td>Speed</td>
<td>50km/h</td>
</tr>
<tr>
<td>Refresh interval</td>
<td>2s</td>
</tr>
<tr>
<td>Encryption Algorithm</td>
<td>Advanced Encryption Standard</td>
</tr>
<tr>
<td>Node density</td>
<td>10</td>
</tr>
</tbody>
</table>

4. RESULTS & DISCUSSION

The simulation results for the QoS running video-conferencing application for 10 nodes according to throughput, delay, and jitter:

4.1. Throughput

A. Best Effort, ertPS, NrtPS, rtPS & UGS

For Best Effort, the first 1000ms show a sharp increase in throughput levels up to approximately 0.35Mbps then continues to a nearly constant figure for the rest of the simulation time up until it reaches a peak of about 0.447Mbps after 7800ms. Best effort is considered low priority in terms of scheduling but gave an impressive throughput level for video streaming. For ertPS, the first 2000ms represents a refresh interval time before the application started. The next 18000ms shows a sharp rise in throughput levels up to 0.37Mbps as shown in fig.2. The highest recorded throughput is 0.458 at the end of the simulation time.
For *nrtPS*, as shown in Fig.3, the first 2000ms represents a refresh interval time before the application started. The next 18000ms shows a sharp rise in throughput levels up to 0.375Mbps. The highest recorded throughput is 0.45Mbps at the end of the simulation time. In fig.4, the first 2000ms represents a refresh interval time before the application started for *rtPS*. The highest recorded throughput is 0.451Mbps. In the first 18000ms of *UGS*’s performance, there is a sharp rise in throughput levels up to 0.377Mbps as shown in fig.5. The highest recorded throughput is 0.45Mbps at the end of the simulation time. *UGS* is known for high priority scheduling performed averagely or rather less than expected in terms of throughput as compared to *nrtPS*. The throughput levels from all three scheduling algorithms are virtually similar.
4.2. Delay

According to Fig 6, the QoS classes portrayed a consistent delay for all 10 nodes. Best Effort obtained 6371.5 microsec and ertPS obtained 6262.1 microsec for all 10 nodes. rtPS had 6275.46 microsec, ertPS obtained 6262.096 microsec and nrtPS obtained 6519.375 microsec for all 10 nodes. The performance of UGS in terms of delay is far better as compared to the other algorithms. nrtPS obtained the highest delay because it mostly works for non-real-time applications. Best effort also uses low priority scheduling for packets and this is not ideal for video streaming applications. An alternative to UGS would be ertPS and rtPS as they are accommodative to video streaming. The other scheduling algorithms are not weaker than the recommended ones but it depends on the application traffic that is being implemented.

![Fig.6 : Delay for all QoS classes](image)

4.3. Jitter

The QoS classes have a consistent jitter level for all 10 nodes as shown in Fig 7. Best Effort obtained 2732.75 microsec and ertPS obtained 2663.96 microsec for all 10 nodes. rtPS had 2683.74 microsec, and nrtPS obtained 6519.375 microsec for all 10 nodes. The performance of UGS in terms of jitter is slightly higher than ertPS. ertPS builds on the efficiency of both UGS and RTP hence its excellent performance with the only difference in that its allocations are dynamic as compared to UGS whose allocations are fixed. nrtPS got the highest jitter because it mostly works for non-real-time applications and the application ran was in real-time. Best effort also uses low priority scheduling for packets and this is not ideal for video streaming applications hence its high jitter levels. An alternative to ertPS would be UGS and rtPS as they are accommodative to video streaming and share a few properties.
5. CONCLUSIONS

This paper presented and discussed an analysis of different QoS scheduling classes running video conferencing applications in MANETs. The comparative analysis aimed to draw a class that is best suitable for streaming purposes in a MANET in terms of QoS provision. The simulation results provided unique results in terms of the performance of these QoS classes. UGS, a high priority scheduling class, was outperformed in terms of throughput and jitter by ertPS. The only logical explanation for this unique result is that ertPS uses UGS and rtPS properties and that it capitalizes on its dynamic scheduling properties. As future work, the utmost intention is to further improve the performance of ertPS by analyzing the source code and making improvement of its parameters. The new source code will be an addition to improve the quality of the ertPS protocol for optimum performance. The advanced optimization techniques using ertPS protocol is another option that will also be considered.

ACKNOWLEDGEMENTS

This work would not be possible without the support from the Faculty of Natural and Agricultural Sciences, its Postgraduate office of the North-West University and our partners at TETCOS, India who provided the test-bed for our practical and evaluation of this work.

REFERENCES


G. Singh, S. Kumar, and S. Malhotra, "A Survey on service flow support based networks."

I. Almerhag and N. Aboalgasm, "The Effect of Mobility on the Performance of VoIP Application in WiMAX Networks."


P. G. Akashdeep, "Analysis of Scheduling Strategies for Non-Real-Time Class in IEEE 802.16 Networks."


© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons Attribution (CC BY) license.
Hierarchical Virtual Bitmaps for Spread Estimation in Traffic Measurement

Olufemi Odegbile\textsuperscript{1}, Chaoyi Ma\textsuperscript{2}, Shigang Chen\textsuperscript{3}, Dimitrios Melissourgos\textsuperscript{4} and Haibo Wang\textsuperscript{5}

Department of Computer and Information Science and Engineering
University of Florida, Gainesville, Florida, USA
Email: \{\textsuperscript{1}oodegbile, \textsuperscript{2}ch.ma, \textsuperscript{3}sgchen, \textsuperscript{4}dmelissourgos, and \textsuperscript{5}wanghaibo\}@ufl.edu

Abstract. This paper introduces a hierarchical traffic model for spread measurement of network traffic flows. The hierarchical model, which aggregates lower level flows into higher-level flows in a hierarchical structure, will allow us to measure network traffic at different granularities at once to support diverse traffic analysis from a grand view to fine-grained details. The spread of a flow is the number of distinct elements (under measurement) in the flow, where the flow label (that identifies packets belonging to the flow) and the elements (which are defined based on application need) can be found in packet headers or payload. Traditional flow spread estimators are designed without hierarchical traffic modeling in mind, and incur high overhead when they are applied to each level of the traffic hierarchy. In this paper, we propose a new Hierarchical Virtual bitmap Estimator (HVE) that performs simultaneous multi-level traffic measurement, at the same cost of a traditional estimator, without degrading measurement accuracy. We implement the proposed solution and perform experiments based on real traffic traces. The experimental results demonstrate that HVE improves measurement throughput by 43\% to 155\%, thanks to the reduction of per-packet processing overhead. For small to medium flows, its measurement accuracy is largely similar to traditional estimators that work at one level at a time. For large aggregate and base flows, its accuracy is better, with up to 97\% smaller error in our experiments.

1 Introduction

Traffic measurement is critical in supporting modern network functions [1], [2], [3], [4], [5], [6], [7]. Accurate information about current traffic loads is needed for routing optimization and load balancing among middleboxes that provide web proxing, firewalling and other functions [4], [5]. Network statistics are widely used to establish normal traffic patterns and detect anomalies that deviate from the normal [8]. Flow-level measurement provides fine-grained data to assess the behavior of individual hosts or subnets for performance or cybersecurity analysis [9]. While packet forwarding is the key function for any high-speed switch or router, auxiliary functions such as traffic measurement should be made as space-time efficient as possible, not only to avoid becoming a throughput bottleneck but also to save resources (e.g., cache memory and hardware circuits) for other important functions.
NetFlow [10] is a commonly used traffic measurement tool. It provides statistics such as number of packets and number of bytes for each TCP flow. A flow is a set of packets identified by common user-defined characteristics, such as source and destination IP addresses, source and destination ports, and protocol types. This paper extends the measurement function in two ways. First, we consider a hierarchical flow model, which we explain through an example where a cloud provider allocates virtual machines (VMs), racks of physical machines or whole pods to its clients, where each pod contains multiple racks. Suppose the provider wants to implement a measurement function at its datacenter gateway to monitor traffic between its clients and the Internet. Flows can be defined at the level of VMs, where each VM flow consists of all packets from a VM to the Internet (or from the Internet to a VM). They can also be defined at the rack level, where each rack flow consists of all packets from a rack to the Internet or vice versa. They can even be defined at the pod level, where a pod flow consists of all packets from a pod to the Internet or vice versa. These flows are organized in a three-level hierarchy, where each pod flow contains multiple rack flows, each rack flow consists of multiple VM flows, and each packet belongs to one flow at each level. Measuring the flow spread, which is the number of distinct elements (under measurement) in a flow, at different levels provide information with different granularities for traffic analysis.

Second, instead of the simple metric of packet number, we can measure any elements that are defined according to an application’s requirements and carried in the packet headers or payload. Use the previous cloud example. The provider may monitor its clients’ outbound traffic for suspicious activities, where each VM (rack or pod) flow consists of all packets from the VM (rack or pod) to the Internet. In particular, it may measure the number of distinct destinations in each flow. For instance, if a VM flow contacts too many destination addresses than it normally does, the VM may be used as a bot for scanning. If a rack or pod flow contains too many destination addresses than normal, even though its individual VMs appear to behave within bound, the overall aggressive behavior at the pod level may signal a botnet activity or a worm activity with many VMs in the pod compromised for stealthy worm propagation, where each infected host restrains its scanning rate from being too high to avoid detection.

Summarizing the above discussions, the flow model in a typical datacenter is an hierarchical model. Although hierarchical models are usually applied in a number of multi-layer networks this paper explores the model to reduce traffic measurement overheads in spread estimation. To this end, we proposed a new form of traffic measurement, called hierarchical spread estimation, which is not studied before. It estimates flows’ spreads, where all flows are organized in a hierarchical structure, offering different granularities in traffic measurement at once.

Measuring flow spread at a single level has been studied before with two classes of solutions: One class measures each flow separately, keeping track of all flow labels
and assigning a separate data structure for each flow to encode its elements [11], [12], [13]; the other class is more memory-efficient by encoding the elements from all flows in a single compact data structure without keeping track of flow labels — given a flow label (obtained by other means or of interest to the admin), the compact data structure can estimate the flow spread [14],[15]. Due to its excellent space-time efficiency, this paper will focus on the second class by extending the problem from a flat single level of flows (such as TCP flows traditionally) to a generalized multi-level hierarchy of flows. One may argue that the traditional single-level solutions can be simply applied to every level of a hierarchy. The problem is that each arrival packet will need to be processed multiple times, one at every level. [16] propose a solution that uses counter to track sizes (number of packets) of hierarchical flows. However, this method is unsuitable for spread estimation because counters cannot keep track of addresses in order to remove duplicates.

The contribution of this paper is to conduct the first study on hierarchical spread estimation, with an efficient solution that physically processes each arrival packet only once, while logically encoding the element of the packet at all levels for all relevant flows. It achieves the benefits of multi-grained traffic measurement at the same cost of traditional single-level solutions. Technically, we propose a new hierarchical virtual bitmap architecture, which shares bits not only among flows at the same level to save cache memory, but also among flows across levels such that encoding an element from an arrival packet at the lowest level of the hierarchy will automatically propagate the encoded information through all levels, regardless of the number of levels there are. We mathematically derive the formula of our hierarchical spread estimator, and prove that the proposed estimator is asymptotically unbiased. We implement the estimator both in software and hardware. Through extensive experiments, we demonstrate that compared to the state-of-the-art, hierarchical virtual bitmap estimator (HVE) delivers from 43% to 155% more throughput while its accuracy is in general close and even has up to 97% smaller error for some large upper-level flows. The rest of the paper is organized as follows. Section 2 presents the flow model, system model and formulates our research problem. Section 3 discusses the related works. We present the detailed architecture of our solution (HVE) in Section 4. Section 5 extensively evaluates HVE. Section 6 concludes the paper.

2 Flow Model, System Model and Problem Statement

2.1 Flow Model

Consider a hierarchical flow model of \( l \) levels. Flows at each level are disjoint, while a flow \( f_{j-1} \) at the \((j-1)\)th level contains multiple child flows \( f_j \)th at the \( j \)th level, forming a hierarchical structure among flows of different levels, as illustrated in Fig. 1, where \( 1 < j \leq l \).
Each packet belongs to a single flow $f_l$ at the $l$th level. It also belongs to the flow parent at the $(l - 1)$th level, to that flow parent at the $(l - 2)$th level, ..., and all the way to a flow at the first level $f_1$, which contains $f_l$ as a descendant in the hierarchy. Flows at the $l$th level are called base flows; flows at other levels are called aggregate flows.

2.2 System Model

Our system consists of gateway routers/switches responsible for traffic measurement. When a packet arrives at a switch/router, the labels of the base/aggregate flows that it belongs to (such as $f_1, \ldots, f_l$) are extracted from the packet header. For example, suppose the source address is the base flow label at the first level, the address 24-bit prefix is the second-level flow label, and the address 16-bit prefix is the third-level flow label. The switch can easily obtain all flow labels by extracting the source address from the packet header and applying appropriate bit masks. After obtaining $f_1$ through $f_l$, the switch also extracts the element $e$, which are defined based on application need and can be found in packet headers or payload from the packet. In case that the destination address is the element, the switch will copy it from the header.

2.3 Problem Statement

Given an arrival packet stream at a switch/router, the problem is to measure the spreads of all flows in the hierarchy, including both base flows and aggregate flows. Our goal is to design a hierarchical spread estimator that encodes each packet only once overall, instead of once for each of $l$ base/aggregate flows it belongs to, yet being able to provide accurate spread estimation for all flows. The design of such an estimator includes two operations:
Online element encoding: It stores distinct elements from all flows in a compact data structure for online operation at the same place where packet forwarding is performed.

Offline Spread estimation: It takes the encoded data and calculates an estimation for the spread of any given flow.

3 Preliminaries

In this section, we briefly review related methods of estimating a flow spread. Suppose that an incoming flow at a switch $w$ is represented as $(f, e)$, where $f$ is a flow id and $e$ is an element id. The spread of $f$ is the number of distinct elements encoded during a measurement period. Let $n$ be the actual spread of $f$. In what follows, we will discuss how $n$ can be estimated through the methods mentioned above.

3.1 Bitmaps

[11] propose the bitmap as a lightweight and compact data structure to estimate the spread of a flow. In order to estimate $n$ with a bitmap, an array $B$, which contains $m$ bits initialized to zeroes, is allocated to store distinct elements of $f$. For each element $e$, we randomly set a location $k^*$ in $B$ as 1, that is

$$B[k^*] = 1$$

where $k^* = H(e) \mod m$ and $H(\cdot)$ is a hash function. Once all contacts are stored in $B$, $n$ is estimated as

$$\hat{n} = -m \ln V_m$$

where $V_m$ is the fraction of bits in $B$ that are still '0' at the end of the measurement period.

3.2 Opensketch(Bitmap)

A bitmap is ideal for estimating the spread of one flow. If we have to estimate the spreads of multiple flows, then we will need to construct an independent bitmap for each flow. Consequently, the combined size of independent bitmaps is proportional to the number of flows monitored in a measurement period. More compact and memory efficient spread estimators are based on an idea of memory sharing, where all flows’ elements are encoded in a shared physical memory.

A memory sharing spread estimator based on CountMin [17] is proposed by OpenSketch [3], which replaces counters in CountMin with uniform bitmaps. We will refer to this estimator as opensketch(bitmap). Let $B$ be an array of $k$ bitmaps.
For each data item \( \langle f, e \rangle \), it hashes \( f \) to \( k \) bitmaps, then hashes \( e \) to a bit in each bitmap, and sets that bit to one,

\[
B[H_i(f)][H(e)] = 1, 0 \leq i < k.
\]  

(3)

Each of the \( k \) bitmaps for \( f \) produces an estimate for the flow spread, which carries noise from other flows due to hash collision. Final estimate for the spread of \( f \) is the minimum estimate from the \( k \) bitmaps, since it contains the least noise.

### 3.3 Virtual Bitmap

Instead of constructing independent bitmaps, \([14]\) randomly construct virtual bitmaps from a shared pool of physical array of bits. Let \( P \) be a shared array of \( m \) bits. Let the size of each virtual bitmap be \( s \). The virtual bitmap of \( f \), denoted as \( X_f \), is generated in the following way:

\[
X_f[i] = P[H_i(f)], \ 0 \leq i < s,
\]  

(4)

where \( H_i, 0 \leq i < s \), are independent hash functions. For each arrival element \( e \) of \( f \), we randomly select a location \( k^* \) in \( X_f \) as

\[
k^* = H(e) \mod s,
\]  

(5)

where \( H(\cdot) \) is a hash function. Next, we set the bit at location \( k^* \) in \( X_f \) to 1:

\[
X_f[k^*] = P[H_{k^*}(f)] = 1.
\]  

(6)

This implies that, through virtual bitmaps, all distinct elements belonging to \( f \) and all others flows are stored in \( P \). Unfortunately, \( X_f \) not only contains the spread of \( f \), but potentially contains some noise from other flows. Hence, the estimated value of \( n \) is

\[
\hat{n} = s \ln(V_m) - s \ln(V_s),
\]  

(7)

where \( V_s \) and \( V_m \) are the fractions of bits that are still '0' in \( X_f \) and \( P \), respectively, at the end of a measurement period. The first term on the right hand side of equation (7) is the estimated noise contained in \( X_f \).

### 3.4 Other Related Works

Our focus in this paper is on estimation of flow spread. Past solutions use hash-based compact data structures called sketches \([11]\), \([12]\), \([13]\), \([18]\), \([14]\), \([15]\), \([19]\), \([20]\), \([21]\), \([3]\), \([22]\), \([23]\), \([24]\). These solutions can be divided into three categories. The first category compactly estimates the spread of a single flow \([11]\), \([12]\), \([13]\), \([18]\), \([25]\). As a result, the total memory allocation is proportional to the number
of flows being monitored. The second category estimates the spreads of multiple flows by using a shared pool of resources, either bits or counters [14], [15], [19], [20], [21]. This is done by constructing virtual sketches from the shared memory. The third category introduces universal and adaptive sketches. This category not only estimates flow spread, but can also be used to perform other tasks such as identification of heavy hitters and detection of traffic changes [3], [22], [23], [24], [25].

4 Hierarchical Virtual Bitmap Estimator (HVE)

There are two main operations in our Hierarchical Virtual bitmap Estimator (HVE). The first operation deals with online data encoding. The second operation is spread estimation, which is carried out either by the control plane of the switch/router that performs online encoding or by a centralized controller.

4.1 Virtual Arrays

The data structure for HVE is simply an array $B$ of $m$ bits, which are initialized to zeros at the beginning of each measurement period. A bit in the array is denoted as $B[k], 0 \leq k < m$. Our approach is to pseudo-randomly allocate a virtual array of bits from $B$ to each base/aggregate flow to encode its elements.

Without lose of generality, consider an arbitrary packet, carrying an element $e$ and belonging to a base flow $f_l$, whose parent chain is $f_1, ..., f_{l-1}$. Fig. 2 illustrates how bits are allocated for the virtual arrays of $f_l$ through $f_1$, which are denoted as $B_{f_j}, 1 \leq j \leq l$. Because flows are dependent, we do not independently assign physical bits to flows. Rather, each flow takes some bits from its parent’s virtual array to form its own virtual array. Since first-level flows have no parents, they pseudo-randomly select bits from the physical array $B$.

Let $s_j, 1 \leq j \leq l$ be the pre-defined length for the virtual array of any flow at the $j$th level, where $s_j < s_{j-1}, 1 < j \leq l$. We first describe how an arbitrary base flow $f_1$ will select $s_1$ bits for its virtual array, and then describe how an arbitrary $j$th-level aggregate flow $f_j$ will select $s_j$ bits from its parent $f_{j-1}$’s virtual array, $1 < j \leq l$. The bits in $B_{f_1}$ are pseudo-randomly selected from $B$ as follows in equation 8.

$$B_{f_1}[k] = B[H_k(f_1)], \ 0 \leq k < s_1,$$  \hspace{1cm} (8)

where $H_k, 0 \leq k < s_1$, is an independent hash function. We can replace the $s_1$ hash functions in (8) with a single master hash function $H_M$ as follows:

$$H_k(f_1) = H_M(f_1 \oplus R_1[k]), \ 0 \leq k < s_1,$$  \hspace{1cm} (9)

where $R_1$ is a set of $s_1$ random numbers and $\oplus$ is the XOR operator. By substituting (9) into (8), we have

$$B_{f_1}[k] = B[H_M(f_1 \oplus R_1[k])], \ 0 \leq k < s_1.$$  \hspace{1cm} (10)
Generalizing in equation (11), the bits in $B_{f_j}$ are pseudo-randomly selected from $B_{f_{j-1}}$, where $B_{f_j}$ is the virtual array of flow $f_j$ at the $j$th level and $B_{f_{j-1}}$ is the virtual array of the parent flow $f_{j-1}$ at the $(j-1)$th level.

$$B_{f_j}[k] = B_{f_{j-1}}[H_M(f_j \oplus R_j[k])], \quad 0 \leq k < s_j.$$  \hspace{1cm} (11)

These are virtual constructions that are not actually carried out online.

### 4.2 Online Encoding

A switch that receives an arrival packet, which belongs to $f_1,...,f_l$, will pseudo-randomly select a bit from the virtual array $B_{f_l}$ of the highest-level flow $f_l$ and encode the element by setting the bit to one. Recall that this bit is taken from its parent’s virtual array $B_{f_{l-1}}$. Hence, by setting the bit, we have also encoded the element for the parent flow. As this argument repeats, by setting just one bit, we have actually encoded the elements for all flows $f_l$ through $f_1$ in their virtual arrays.

However, we cannot operate directly on the virtual arrays, which are virtual after all. The bit we are setting is a physical bit, which is taken in the virtual arrays. Below we show how to select a bit from $B_{f_l}$ to set and how this bit is translated into a physical bit in $B$ for setting. In equation (12), the selection of a bit is done by hashing the element $e$ for an index.

$$k^* = H_M(e) \mod s_l$$ \hspace{1cm} (12)

From equation (11), the virtual bit of $B_{f_l}$ at index $k^*$ is the following bit in at the $(l-1)$th level as in equation (13):

$$B_{f_l}[k^*] = B_{f_{l-1}}[H_M(f_l \oplus R_l[k^*])],$$ \hspace{1cm} (13)
which is in turn the following bit at the \((l - 2)\)th level as in equation (14):

\[
B_{f_{l-1}}[H_M(f_l \oplus R_l[k^*])] = B_{f_{l-2}}[H_M(f_{l-1} \oplus R_{l-1}[H_M(f_l \oplus R_l[k^*])])].
\] (14)

Repeating the above process, we eventually reach a bit in the physical array \(B\) as in equation (15):

\[
B_{f_l}[k^*] = B[H_M(f_1 \oplus R_1[H_M(f_2 \oplus R_2[\cdots H_M(f_l \oplus R_l[k^*])])])]
\] (15)

The only encoding action taken by the switch after receiving a packet is to set the above physical bit to one, as done in equation (16),

\[
B[H_M(f_1 \oplus R_1[H_M(f_2 \oplus R_2[\cdots H_M(f_l \oplus R_l[k^*])])]) = 1
\] (16)

This assignment automatically encodes the element in all \(l\) virtual arrays, \(B_{f_1}, B_{f_2}, \cdots, B_{f_l}\), for the flows that the packet belongs to, with \(l + 1\) hashes and one memory access. These hash computations can be pipelined in hardware implementation [16], which is very efficient as we observe in our GPU implementation. The full pipeline implementation encodes each packet in one clock cycle.

### 4.3 Spread Estimation

At the end of each measurement period, the physical array \(B\) is offloaded to the switch’s control plane or to a centralized controller, where spread estimation is performed. Given an arbitrary flow label \(f_j\) at an arbitrary level \(1 \leq j \leq l\), we first derive the labels on its parent chain, \(f_{l-1}\) through \(f_1\). We then construct its virtual array \(B_{f_j}\) by copying its \(s_j\) bits from the physical array \(B\) as in equation (17):

\[
B[H_M(f_1 \oplus R_1[H_M(f_2 \oplus R_2[\cdots H_M(f_j \oplus R_j[k^*])])]), 0 \leq k < s_j,
\] (17)

where \(f_1\) is the parent flow to \(f_2\), which is in turn the parent flow to \(f_3\), and all the way to \(f_j\). We stress that this construction happens during offline spread estimation, whereas no virtual array is constructed during the online operation of element encoding. We similarly construct the virtual arrays of \(B_{f_{j-1}}\) through \(B_{f_1}\).

Our proposed spread estimator, HVE, is derived in Theorem 1:

**Theorem 1.** Let \(n\) be the total number of distinct elements from all flows and \(n_{f_i}\) be the actual spread of flow \(f_i\), where \(1 \leq i \leq j\). Let \(U_m\) be the number of ‘0’ bits in \(B\) and \(U_{f_i}\) be the number of ‘0’ bits in the virtual array \(B_{f_i}\). We define \(V_{f_i}\) as

\[
V_{f_0} = \frac{U_m}{m}\ and\ V_{f_i} = \frac{U_{f_i}}{s_i}, 1 \leq i \leq j.
\] (18)

Then HVE for \(n_{f_i}\) is

\[
\hat{n}_{f_i} \simeq s_j \ln(V_{f_{j-1}}) - s_j \ln(V_{f_j}),
\] (19)
when \(1 < j \leq l\) and

\[
\hat{n}_{f_1} \simeq s_1 \ln(V_{f_0}) - s_1 \ln(V_{f_1}), \tag{20}
\]

when \(j = 1\).

Proof. Before we derive our estimator, we first estimate the \(\ln(E(V_{f_j}))\) in equation (21):

\[
\ln(E(V_{f_j})) = -\frac{n}{m} - \frac{n_{f_1}}{s_1} - \frac{n_{f_2}}{s_2} - \cdots - \frac{n_{f_j}}{s_j}. \tag{21}
\]

Let \(A(f_j, k)\) be an event that the bit at an arbitrary index \(k\) in the virtual array \(B_{f_j}\) remains ‘0’ at the end of a measurement period. Let \(I(f_j, k)\) be a binary indicator, which is 1 if \(A(f_j, k)\) happens, or 0 otherwise. Let \(\hat{k}\) be the index of the physical bit in \(B\) that is selected for the bit at index \(k\) in \(B_{f_j}\). Event \(A(f_j, k)\) occurs if, and only if, none of the arrival packets sets the bit at index \(k\) in \(B\) to 1.

Let \(b\) be the bit at index \(k\) in \(B_{f_j}\). Each of the \(n_{f_j}\) elements from flow \(f_j\) has a probability of \(\frac{1}{s_j}\) to set the bit \(b\) as 1; each of the \(n_{f_j} - n_{f_j}\) elements in its parent flow but not in \(f_j\) has a probability of \(\frac{1}{s_j - 1}\) to set the bit \(b\) as 1. Continuing this line of reasoning, each of the \(n - n_{f_1}\) elements not in \(f_1\) has a probability of \(\frac{1}{m}\) to set the bit \(b\) in \(B\). Hence, the probability for \(A(f_j, k)\) to happen is stated in equation (22):

\[
\text{Prob}(A(f_j, k)) = \left(1 - \frac{1}{m}\right)^{n-n_{f_1}} \left(1 - \frac{1}{s_1}\right)^{n_{f_1}-n_{f_2}} \cdots \left(1 - \frac{1}{s_j}\right)^{n_{f_j}}, \text{ if } 0 \leq k \leq s_j-1. \tag{22}
\]

By definition, \(U_{f_j} = \sum_{k=0}^{s_j-1} I(f_j, k)\). Therefore,

\[
E(V_{f_j}) = \frac{1}{s_j} \sum_{k=0}^{s_j-1} E(I(f_j, k))
= \frac{1}{s_j} \sum_{k=0}^{s_j-1} \text{Prob}(A(f_j, k))
= \left(1 - \frac{1}{m}\right)^{n-n_{f_1}} \cdots \left(1 - \frac{1}{s_j}\right)^{n_{f_j}} \tag{23}
\]

\(E(V_{f_j})\) in (23) can be approximated as in equation (24)

\[
E(V_{f_j}) \simeq e^{-\frac{n_{f_1}}{m}} e^{-\frac{n_{f_1}-n_{f_2}}{s_1}} \cdots e^{-\frac{n_{f_{j-1}}-n_{f_j}}{s_{j-1}}} e^{-\frac{n_{f_j}}{s_j}}, \tag{24}
\]
when \( m, s_1, \ldots, s_j, n - n_{f_1}, n_{f_1} - n_{f_2}, \ldots, n_{f_j} \) are sufficiently large. Assume the spread of a child flow is much smaller than the spread of a parent flow (which contains many child flows), i.e., \( n_{f_1} \ll n, n_{f_2} \ll n_1, \ldots, n_{f_j} \ll n_{j-1} \). We have

\[
E(V_{f_j}) \simeq e^{-\frac{n_{f_1}}{s_1} - \frac{n_{f_2}}{s_2} \cdots - \frac{n_{f_j-1}}{s_{j-1}} - \frac{n_{f_j}}{s_j}}.
\] (25)

We rewrite equation (25) as equation (26)

\[
\ln(E(V_{f_j})) \simeq -\frac{n}{m} - \frac{n_{f_1}}{s_1} - \frac{n_{f_2}}{s_2} \cdots - \frac{n_{f_j-1}}{s_{j-1}} - \frac{n_{f_j}}{s_j}.
\] (26)

Because (26) holds for any \( j \in (1, l] \), it holds for \( j - 1 \) as well, which means that \( \ln(E(V_{f_{j-1}})) \) is approximated in equation (27):

\[
\ln(E(V_{f_{j-1}})) \simeq -\frac{n}{m} - \frac{n_{f_1}}{s_1} - \frac{n_{f_2}}{s_2} \cdots - \frac{n_{f_{j-2}}}{s_{j-2}} - \frac{n_{f_{j-1}}}{s_{j-1}}.
\] (27)

Combining (26) and (27), the approximate value of \( \ln(E(V_{f_j})) \) s given in equation (28):

\[
\ln(E(V_{f_j})) \simeq \ln(E(V_{f_{j-1}})) - \frac{n_{f_j}}{s_j}.
\] (28)

From (28), \( n_{f_j} \) is solved in equation (29):

\[
n_{f_j} \simeq s_j \ln(E(V_{f_{j-1}})) - s_j \ln(E(V_{f_j})).
\] (29)

By replacing \( E(V_{f_j}) \) and \( E(V_{f_{j-1}}) \) with the instance values of \( V_{f_j} \) and \( V_{f_{j-1}} \) that are directly obtained from the constructed virtual arrays, \( B_{f_j} \) and \( B_{f_{j-1}} \), respectively, our hierarchical virtual bitmap estimator (HVE) is given in equation (30):

\[
\hat{n}_{f_j} \simeq s_j \ln(V_{f_{j-1}}) - s_j \ln(V_{f_j}),
\] (30)

where \( \hat{n}_{f_j} \) refers to the estimate of true spread \( n_{f_j} \). When \( j = 1 \), we have the spread of \( f_1 \) given in equation (31):

\[
\hat{n}_{f_1} \simeq s_1 \ln(V_{f_0}) - s_1 \ln(V_{f_1}),
\] (31)

which is consistent with the non-hierarchical estimator of (7).

## 5 Performance Evaluation

In this section we evaluate the performance of the proposed Hierarchical Virtual bitmap Estimator (HVE) in comparism with prior art, through simulations on CPU and GPU implements.
We use real Internet traces from CAIDA [26] to simulate a two-level hierarchical traffic model. A second-level (base) flow consist of all packets to a destination address in downloaded traces. The spread of base flows are from the range [1, 5000]. Aggregate flows are identified by 16-bit prefix of the destination addresses. This classification results in about 4000 aggregate flows whose spreads are in a range [1, 15000].

The most related and state-of-art compact spread estimators that we compare our work with are the virtual bitmaps (VB) [14] and opensketch(bitmap) [3] (check Section 3 for brief descriptions), which are flat single-level spread estimators. All the estimators [HVE, VB and opensketch(bitmap)] attempt to estimate a flow spread in a tight memory but their design goals are somewhat different. The main goal of the VB and opensketch(bitmap) is compact and accurate spread estimation for all types of flows, whether independent or otherwise, through sharing of memory among all flows. On the other hand, HVE tries to increase throughput (which is the number of packets processed per seconds) of hierarchical flows, while at the same time delivering compact spread estimations whose accuracy is comparable to the state-of-art. We implement VB and opsketch(bitmap) in two ways. All aggregate and base flows share the whole available physical memory in the first implementation. However, in the second implementation, one half of the physical memory is allocated to encode aggregate flows, while the other half is allocated to encode base flows. We denote the second implementation as VB* and opensketch(bitmap)*.

We will first compare the throughput of HVE with VB and opensketch(bitmap) for the setup above on CPU and GPU implementations. Afterward, we will compare the accuracy of the three estimators. Our goal is to examine whether our multi-level estimator delivers a superior throughput at the same costs of single-level estimators, that is if HVE is at least as accurate as VB and opensketch(bitmap).

**Throughput of HVE**: We compare the throughput of HVE with VB and opensketch(bitmap) on CPU and GPU implementations, whose specifications are the following:

*CPU Implementation*: We implement all the three estimators in Java, version 9, on a multi-core CPU, running Intel(R) Xeon processor @ 3.7GHz. The machine has 32GB of RAM with 2TB HDD and 512 SSD.

*GPU Implementation*: We use CUDA 10 toolkit to program an NVIDIA GTX 1070 GPU, with 8GB GDDR5 memory @ 1506MHz. The GPU has 1920 cuda cores. We utilize parallel processing to speed up the online encoding on GPU implementation.

Throughput indicates the processing speed of the three estimators. We compare throughput in Table 1. Clearly, on CPU, HVE processes up to 155% more packets than VB and opensketch(bitmap). Table 1 also shows that HVE processes at least
43% more packets than VB and opensketch(bitmap) on GPU.

Table 1: The throughput (in million packets per second) of HVE, opensketch(bitmap) and VB.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Software (M pkt/sec)</th>
<th>GPU (M pkt/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HVE</td>
<td>4.44</td>
<td>696</td>
</tr>
<tr>
<td>opensketch(bitmap)</td>
<td>1.74</td>
<td>445</td>
</tr>
<tr>
<td>opensketch(bitmap)*</td>
<td>1.94</td>
<td>423</td>
</tr>
<tr>
<td>VB</td>
<td>2.65</td>
<td>487</td>
</tr>
<tr>
<td>VB*</td>
<td>2.66</td>
<td>462</td>
</tr>
</tbody>
</table>

Accuracy of HVE: In the previous section, we show that HVE significantly improve throughput compared to state-of-the-art. Here, we will show that this advantage does not degrade its accuracy. In fact, we show that HVE’s accuracy is up to that of VB and opensketch(bitmap) and even better for some flows.

We evaluate the accuracy of the three estimators when we allocate $m = 0.25$MB, 1MB, 2MB and 4MB. In our implementation of HVE, we set the lengths of virtual arrays for aggregate and base flows as $s_{f_1} = 64000$ bits and $s_{f_2} = 8000$ bits, respectively. These parameters are chosen to ensure that the average relative error of estimated spread of the flow in the data set above under HVE is less than 5%. However, we obtain a large average relative error when the same parameters are used under virtual bitmap and opensketch(bitmap). This because the larger a virtual bitmap is the more error it accumulates. On the other hand, we calculate the length of (virtual) bitmaps sufficient to estimate the largest spread. Consequently, the length of virtual bitmaps used to estimate the spread of aggregate and base flows under VB and VB* are 3000 bits and 1000 bits, respective. Also, the length of bitmaps used in opensketch(bitmap) and opensketch(bitmap)* is 3000 bits. In our evaluation, the spread of a large flow is at least 1000, while the spread of a small (to medium) flow is less than 1000.

We present our estimation results in Fig. 3 and 4 for aggregate and base flows, respectively, when $m = 2$M. In Plots (a) - (e) of each figure, $x$–axis represents the actual spread of a flow and $y$–axis represents the corresponding estimated spread value. Each point on the plots represents a flow and line $y = x$ is shown for reference, such that the closer a point is to the line, the more accurate the estimation represented by the point. Plot (f) in the figures compares standard error of HVE to that of VB, VB*, opensketch(bitmap) and opensketch(bitmap)*. In the plot, the $x$–axis represents the actual flow spread while the $y$–axis represents standard error of the estimations.
Plot (a) in Fig. 3 and 4 shows that HVE accurately estimate the spread of aggregate and base flows, respectively, since the points cluster more closely around the equality line. For aggregate flows, Fig. 3 compares (a) HVE with (b) opensketch(bitmap), (c) opensketch(bitmap)*, (d) VB, and (e) VB* and their relative errors in Fig. 3(f). We see that HVE is significantly more accurate for large aggregate flows. We further confirm these results in Table 2, which compares the accuracy of the estimators for aggregate flows when \( m = 0.25\text{MB}, 1\text{MB}, 2\text{MB} \) and 4MB. The average relative error of large aggregate flows under HVE is at least 77% smaller than other estimators.

Fig. 4 compares the accuracy of base flows under (a) HVE with (b) opensketch(bitmap), (c) opensketch(bitmap)*, (d) VB, and (e) VB* and their relative er-
Table 2: Comparison of average relative error of estimated spreads of large aggregate flows (whose spreads are greater than 1000) under HVE, VB and opensketch(bitmap). Additionally, we also compare the average absolute error of estimated spreads of small aggregate flows (whose spread is less than 1000) under the estimations.

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Relative error of large flows (spread ≥ 1000)</th>
<th>Absolute error of small flows (spread &lt; 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m = 0.25MB</td>
<td>m = 1MB</td>
</tr>
<tr>
<td>HVE</td>
<td>0.048</td>
<td>0.029</td>
</tr>
<tr>
<td>opensketch(bitmap)</td>
<td>0.766</td>
<td>0.171</td>
</tr>
<tr>
<td>opensketch(bitmap)^*</td>
<td>0.312</td>
<td>0.214</td>
</tr>
<tr>
<td>VB</td>
<td>0.220</td>
<td>0.219</td>
</tr>
<tr>
<td>VB^*</td>
<td>0.217</td>
<td>0.215</td>
</tr>
</tbody>
</table>

Clearly, the accuracy of HVE is up to VB and opensketch(bitmap). In particular, as shown in Table 3, which compares the accuracy of the estimators for base flows when m = 0.25MB, 1MB, 2MB and 4MB, the average relative error of HVE for large base flows is at least 63% and up to 97% smaller than opensketch(bitmap), while its accuracy is similar to VB (in the worst case).

Although the average absolute error for small base and aggregate flows is larger for HVE compared with VB and VB^*, it is still very small relative to actual spreads (about 1.7% on average, when m = 4MB). Note that for large aggregate and base flows, the accuracy of HVE is up to (or surpass in certain cases) the other estimators. This is important because accurate estimation of large spreads is needed for essential network management tasks, such as superspreader identification.

Table 3: Comparison of average relative error of estimated spreads of large base flows (whose spread is greater than 1000) under the HVE, VB and opensketch(bitmap). Additionally, we also compare the average absolute error of estimated spreads of small base flows (whose spread is less than 1000) the estimators.

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Relative error of large flows (spread ≥ 1000)</th>
<th>Absolute error of small flows (spread &lt; 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m = 0.25MB</td>
<td>m = 1MB</td>
</tr>
<tr>
<td>HVE</td>
<td>0.021</td>
<td>0.018</td>
</tr>
<tr>
<td>opensketch(bitmap)</td>
<td>0.974</td>
<td>0.197</td>
</tr>
<tr>
<td>opensketch(bitmap)^*</td>
<td>0.431</td>
<td>0.142</td>
</tr>
<tr>
<td>VB</td>
<td>0.027</td>
<td>0.017</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Absolute error of small flows (spread &lt; 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m = 0.25MB</td>
</tr>
<tr>
<td>HVE</td>
<td>27.41</td>
</tr>
<tr>
<td>opensketch(bitmap)</td>
<td>939.26</td>
</tr>
<tr>
<td>opensketch(bitmap)^*</td>
<td>13.43</td>
</tr>
<tr>
<td>VB</td>
<td>17.97</td>
</tr>
<tr>
<td>VB^*</td>
<td>13.43</td>
</tr>
</tbody>
</table>
Fig. 4: Accuracy of HVE (plot (a)) vs. opensketch(bitmap) (plots (b) and (c)) vs. VB (plots (d) and (e)) for base flows

6 Conclusions

This paper proposes a new hierarchical measurement architecture by introducing hierarchical virtual bitmaps estimator, which extends the capability of existing single-level network traffic measurement tools and enables more efficient online data encoding of flows with hierarchical structure. We mathematically derive a hierarchical spread estimator that enables multi-level spread estimation at the same costs of single-level spread estimators. Finally, through CPU and GPU implementations, we show that our hierarchical virtual bitmap estimator’s throughput significantly exceeds prior art while its accuracy is in general comparable with (or at times
better than that of prior art. The future works include rigorous analysis of HVE's accuracy, that is proving HVE unbiasness and deriving its confidence interval.
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