Preface

The International Conference on AI, Machine Learning and Applications (AIMLA 2021), August 28 ~ 29, 2021, Dubai, UAE, 9th International Conference on Database and Data Mining (DBDM 2021), 8th International Conference on Computer Networks & Communications (CCNET 2021), International Conference on NLP & Text Mining (NLTM 2021) and International Conference on IOT, Big Data and Security (IOTBS 2021) was collocated with International Conference on AI, Machine Learning and Applications (AIMLA 2021). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The AIMLA 2021, DBDM 2021, CCNET 2021, NLTM 2021 and IOTBS 2021 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.

In closing, AIMLA 2021, DBDM 2021, CCNET 2021, NLTM 2021 and IOTBS 2021 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the AIMLA 2021, DBDM 2021, CCNET 2021, NLTM 2021 and IOTBS 2021.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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HOW MANY FEATURES IS AN IMAGE WORTH? MULTI-CHANNEL CNN FOR STEERING ANGLE PREDICTION IN AUTONOMOUS VEHICLES

Jason Munger and Carlos W. Morato
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ABSTRACT
This project explores how raw image data obtained from AV cameras can provide a model with more spatial information than can be learned from simple RGB images alone. This paper leverages the advances of deep neural networks to demonstrate steering angle predictions of autonomous vehicles through an end-to-end multi-channel CNN model using only the image data provided from an onboard camera. Image data is processed through existing neural networks to provide pixel segmentation and depth estimates and input to a new neural network along with the raw input image to provide enhanced feature signals from the environment. Various input combinations of Multi-Channel CNNs are evaluated, and their effectiveness is compared to single CNN networks using the individual data inputs. The model with the most accurate steering predictions is identified and performance compared to previous neural networks.
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1. INTRODUCTION

Though the general problem of autonomous steering is understood, more specific issues arise that prevent AI models from being deployed to a 4 or 5 level of autonomy. Steering angle predictions are directly related to external factors in the AV’s surrounding environment: The path of the road (or lack thereof), surrounding vehicles, pedestrians, or objects in the immediate vicinity, etc. Even if an AV has self-steering capability, it requires stability and accuracy to drive in a wide variety of environments and react quickly to changes. While CNNs have allowed for advances in steering angle predictions by automatically learning features from RGB images, it is not enough to address the issues above. Humans steer cars using our eyes: We identify important features ahead, determine the location of the road, and discern relative distances to navigate traffic or in complex urban environments. Driving a car is not an innate skill that humans are born with, but rather a learned skill obtained through a multi-faceted “sensor suite” of our bodies and the experience of training in a variety of driving scenarios. Eventually, driving becomes habitual, almost instinctual, and isn't affected by never-before-seen environments. For vehicles to have the level of autonomy necessary to drive without human involvement, they will require a human level of situational awareness and driving skill. They must interact with the surrounding...
environment delineating between various scene objects in 3D space and deciphering which are important for steering and navigation decisions. There currently exists a debate between major automotive companies regarding the best method of sensor data AVs should rely on to achieve autonomy. On one side, companies like Tesla believe cameras should be the primary method an AV should sense its surroundings given the advances in camera technology and AI, particularly with image recognition [1]. Most other companies working on autonomous vehicles believe LIDAR is necessary to incorporate necessary depth features. However, there are significant downsides that include stability, cost, volume, and resources for visual recognition [2].

In parallel with the advances of steering angle prediction, deep learning has also made vast strides in other areas of computer vision including image segmentation and depth estimation. Image segmentation allows for the discrete detection and/or classification of objects within an image down to the level of individual pixels. This not only allows the model to detect the presence of a particular object, but also provides an accurate mapping of the location and boundaries of the object in an image. Depth estimations of the environment can be achieved through the use of stereo vision cameras or through LIDAR, however, deep learning has been able to achieve similar depth predictions using only 2D RGB images as demonstrated in [20] and [21].

With these considerations and advances in deep learning in mind, questions arose regarding the amount of useful information 2D monocular RGB images can provide for steering angle predictions:

1. Can image segmentation and depth estimates provide enhanced signalling features to a model to improve the accuracy and robustness of steering angle predictions?
2. Can the segmentation and depth estimates generated from RGB images alone provide sufficiently significant signalling power to an end-to-end steering angle prediction network?
3. Is it possible to extract and synthesize the outputs of independently developed pre-trained (off-the-shelf) models to use as inputs to another network?
4. What architecture provides the best performance with this extended dataset?
5. What impact do each of the additional features have on the overall steering prediction performance?

These questions are explored in this paper using a proof-of-concept neural network and evidence is provided demonstrating 2D RGB monocular camera images alone can provide sufficient signalling power to perceive the driving environment and provide accurate end-to-end steering angle predictions.

This paper is organized in the following manner: Section 2 provides a literature review of steering angle prediction methods, Section 3 provides a concise description of the steering angle problem this paper addresses; Section 4 details the proposed solution of using Multi-Channel CNNs to provide additional signals from RGB images for the prediction of steering angles; Section 5 presents and discusses the results of the proposed solution; and Section 6 draws conclusions of the work and provides potential future research areas that could expand and improve on this current work.
2. LITERATURE REVIEW

2.1. Computer Vision

Various methods of steering angle predictions of autonomous vehicles have been researched in recent years that include the use of computer vision and deep neural networks [23]. Though the end goal is the same, the approaches differ dramatically. Computer vision techniques have been applied to raw image data to manually extract relevant features from the frame, for example, road boundaries, and fitting curves or points that estimate the deviation of the vehicle orientation concerning the road as described in [3] or in [4]. While computationally light compared to deep learning techniques, these methods do not provide the robustness or accuracy necessary to provide steering commands to an autonomous vehicle in a multitude of environments and driving conditions.

2.2. Convolutional Neural Networks

Deep neural networks, particularly Convolutional Neural Networks, have provided breakthroughs in this area to automatically extract the features required from input images and map them to the steering angle. As early as 1989, researchers at CMU demonstrated the ability of their vehicle, ALVINN, to determine directions of travel using only a 3-layer neural network with artificially simulated road images [5]. Recent history has further demonstrated the power of CNNs as steering angle predictions have vastly improved such as in NVIDIA Corporation’s creation of PilotNet. Here, researchers not only showed CNNs can learn pertinent road features from training data automatically, but they also demonstrated the use of images in an end-to-end system for AV steering [6]. This model has been used as the basis for other researchers looking to replicate or enhance the model such as in [7], who recreated the NVIDIA model architecture and trained it on augmented image data for use on a virtual driving simulator, and [8] who trained the same model himself using image data collected from a webcam taped to his car and reading CAN-BUS data into an Arduino microcontroller. Others, as in [9], utilize different architectures such as a 3D CNN with LSTM layers to include temporal data and use the concept of transfer learning to leverage high performing pre-trained models (i.e. ResNet50) for use in the new application of prediction steering angles with great success. Other variations of spatial and temporal type models have produced many of the state-of-the-art (SOTA) steering angle predictions. [27] Implements a combined CNN/LSTM/FC network with two sets of input images. One image sequence is provided by the Ego vehicle and another sequence is shared from a second vehicle over a vehicle-to-vehicle (V2V) communication system. Both image sequences are used as inputs to the network to predict the steering angle of the Ego vehicle. [25] Uses spatio-temporal convolutions (ST-Conv) with ConvLSTMs to extract features at multiple levels of video sequences and inputs the information into an LSTM to predict steering angle, torque, and speed of the vehicle. [26] Implements Event Cameras to obtains asynchronous frames of pixels depicting changes in motion. Sequences of frames over a specified time interval are collected and used as inputs to a CNN for feature extraction and Fully Connected Network for steering angle predictions. [28] combines CNN and Conv-LSTMs to extract spatiotemporal features at varying levels and combines them with future steering angle information during training to predict the steering angle of the current time. [24] Utilizes Hierarchical Reinforcement Learning (HRL) through the use of a manager and worker network known as the Feudal Steering Network. This network uses a CNN+LSTM+FC architecture to obtain steering angle predictions from frames of a video sequence.
2.3. Multi-Modal Networks

While steering angle prediction neural networks produced unprecedented results, they still suffered from robustness and optimal accuracy issues due to varying driving conditions, illuminations, shadows, and road geometries that inhibit the ability of the neural network to extract necessary features. Many researchers have begun to utilize the concept of multi-modal end-to-end networks to leverage more information from the surrounding environment from cameras and onboard sensors to bring the AV closer to the context in which it is driving. [10] and [11] utilize auxiliary tasks or networks to include additional side models that perform tasks such as image segmentation and optical flow to be used to input features into a network similar to [9] with a 3D CNN + LSTM. [11] transfers low, middle, and high-level features of each auxiliary branch at the same level as the primary CNN model while [10] combines the optical flow and segmentation information as additional inputs with the original image. Both methods yielded better results than the baseline CNN architectures with raw images as the only inputs.

Alternative methods have been proposed, such as [12], where image data is fused with depth information from LIDAR sensors. [13] uses two separate CNN streams to extract spatial information from a processed image and temporal information from pre-calculated optical flow features and merges them before passing through an MLP regression network. [14] utilizes a multitask network using image inputs as well as speed sequences to predict the steering angle and speed of the AV accurately. Researchers have utilized multi-modal networks for other autonomous vehicle applications such as in [15] where LIDAR front view, bird view, and raw front camera image data are processed and fused for 3D object detection. [29] Uses a combination of ConvLSTMs to generate future frame predictions, thereby obtaining future steering angle estimates, and combines auxiliary data in the form of image segmentation to predict steering angles.

All of the techniques presented have shown that while CNNs have been a powerful tool in end-to-end steering angle predictions, including more contextual information of the AV's environment is crucial to improving the robustness and accuracy of these predictions.

3. PROBLEM DESCRIPTION

A vital problem for autonomous vehicles is the ability to accurately and reliably predict steering angles in any number of different driving situations. A complex task in and of itself, it must also accomplish this with affordable technology for fully autonomous cars to become mainstream. Current technology has enabled the areas of image feature extraction, object detection and recognition, and sensor fusion that can combine to create autonomous systems. Given the expensive nature of this technology in terms of computational resources and price, it is difficult to assemble into a single package ready for level 4 or 5 deployments. While steering angle predictions have become accurate over time, current models still suffer failures due to high vehicle speeds, sub-optimal obstacle avoidance, and the inability to use RGB input as the sole signalling feature as described in [16]. A solution is presented to the steering angle prediction problem to improve accuracy and robustness and enable a reduction in the amount of sensor hardware, data, and software computation necessary to incorporate into an autonomous vehicle. The vehicle will have more capability for fewer resources and cost.
4. **SOLUTION**

4.1. **Strategy**

To accurately and robustly predict steering angles, several deep learning models are utilized. By incorporating additional information with the raw RGB image, a better model can be trained by increasing the relevant features of the surrounding environment for the model to use. Humans can identify areas of the environment that constitute a driving surface and determine the distance between ourselves and other objects due to our stereo vision system. To create an artificial model with similar capabilities, several neural networks are stacked together, each performing the function it was trained for, and pass the processed information into a combined "super" network that learns features from the outputs of each individual network. In this case, we want to simulate the ability to identify the driving path and perceive the depth of objects using only the data from an onboard camera system. We obtain this supplemental data using semantic segmentation and depth maps. Neural networks have been developed for each task and leveraged in this model. Figure 1 shows the topology of the proposed full model.

Figure 1. Topology of End-to-End Steering Angle Prediction Neural Network

4.2. **Leveraged Pre-Trained Models**

Input RGB images taken from a front-view camera are pre-processed through a segmentation model and depth model before passing into individual CNN towers of the primary network. Semantic segmentation allows for pixel-wise object detection and recognition of an image, enabling an autonomous system to gain more information about its environment and allows the system to find only objects for the specific context where the system is used. In the self-driving steering angle case, the AV needs to identify the road and how the driving path is changing. A pre-trained network called RoadSeg parsed through the entire RGB dataset producing another set that includes segmentation arrays in a probabilistic form. Each pixel is assigned a probability as a label of either "road" or "not road." The ability to delineate the road boundaries from the rest of the scene will provide additional signals to the model to learn how the road is changing at different steering angles. A pre-trained depth model trained from monocular camera video data described in [17] allowed for single image frames as input and resulted in an output dataset of depth predictions of objects in the image in the field of view of the camera. The output of this model is an array of values corresponding to the depth predicted for each pixel in the image. This data will require additional processing to scale the data for use as a depth map in the main networks as discussed in 4.4.3. For the multi-channel CNN model demonstration, these models
are assumed deployable and capable of generating data at a high enough speed to be utilized in real time and considered "black boxes" that perform a specific function whose details are not the subject of this project. Details of how they work can be reviewed in [18] and [17]. The outputs of the pre-trained models are shown in Figure 2. The top image shows the original input, the middle shows the road segmentation output, and bottom image shows the depth output. Note the image representations are not what the model actually "sees." The outputs of each have been processed to allow the human eye to understand them as an image. The output of the segmentation model consists of an array of probabilities each pixel belongs to the road class or not. The depth model outputs an array of values representing a distance map of the objects in the image. The values are scaled to a reference distance the model was trained with.

4.3. Full Network Architecture

4.3.1. RGB Image CNN

With the RGB images, semantic segmentation images, and depth map datasets created, a CNN model for each type of data is created and optimized to predict steering angles as accurately as possible. The initial inspiration for the models is the PilotNet architecture created by NVIDIA. For the RGB image CNN, a modified version of PilotNet was implemented. The architecture was largely similar, however, given the slight image size difference, a model with less parameters was constructed. The model consists of a 3 channel RGB input, a normalization layer (not part of the main architecture), 5 convolutional layers with decreasing kernel size (5x5 to 3x3) and stride (2x2 to 1x1) and increasing filters (24, 36, 48 and 64), a flattening layer, followed by a fully connected network with 80, 40, 10 and 1 neurons in each layer, respectively. Each layer used the ReLu activation function. The model can be seen in Figure 3 on the left and compared to the PilotNet model on the right.
4.3.2. Road Segmentation CNN

A CNN for the segmentation input was created following a similar layout as the RGB/PilotNet models though this time a VGG style layer block was followed. This model only required a single normalized channel input, followed by 2-layer blocks consisting of 2 Convolution layers with a kernel size of 3x3 and stride of 1x1 and a Max Pooling layer of size 2x2 and stride of 2x2. The number of filters increased in each subsequent layer from 24, 36, 48, and 64. Again the feature extractor outputs were flattened and input into a small 2 layer fully-connected network of 10 neurons and 1 output neuron. A small dropout of 0.1 was applied to the first FC layer and ReLu activation function was used for each layer. The segmentation CNN model can be seen on the Left of Figure 4.

4.3.3. Depth Map CNN

Finally, a CNN for the depth map input was created in the style of the previous models. Again, this model used a single normalized channel input into 2 VGG style blocks, flattened, and passed into a similar fully-connected network as the RGB model. The primary difference in this model is the number of filters, which range from 32 to 48, and the Dropout rates of 0.5, 0.4 and 0.4 applied to the first 3 fully-connected layers, respectively. ReLu was implemented as the activation function. The depth map CNN model can be seen on the Right of Figure 4.
With the individual CNNs created and trained, a full Multi-Channel CNN can be built. To accomplish this, the fully-connected layers of each CNN was removed leaving only the flattened layers as the outputs. These outputs were merged into a single layer through concatenation. A new fully-connected network was installed consisting of 3 dense layers of 600, 300, and 60 neurons and a single neuron for the steering angle output. A dropout rate of 0.3 was added to each dense layer prior to the output. ReLu activation function was implemented. The weights of the individual networks were left unfrozen to allow for new weights to be computed. The model architecture for the full RGB + Segmentation + Depth CNN network can be seen in Figure 5.
4.3.5. RGB + Segmentation Multi-Channel CNN

After the full Multi-Channel CNN is built, it is simple to create different combinations of the model to explore how different image representations pair with another. An RGB Image and Segmentation Image Multi-Channel CNN was built nearly identical to the full network only with the depth channel removed. The dropout rate was reduced to 0.2 for this implementation. The model can be seen in Figure 6.
4.3.6. **RGB + Depth Multi-Channel CNN**

An RGB + Depth Multi-Channel CNN was built next by removing the Segmentation channel from the full network. All else is identical to the RGB + Segmentation model. The architecture can be seen in Figure 7.

![Figure 7. Model Architecture for RGB + Depth Multi-Channel CNN](image)

4.3.7. **Segmentation + Depth Multi-Channel CNN**

Finally, a Segmentation + Depth Multi-Channel CNN was created by removing the RGB channel from the full model. This time the fully-connected network had less neurons: 80, 40, 10, and 1, respectively. The dropout rate was increased to 0.3 and all else was identical to the full Multi-Channel Model. The architecture can be seen in Figure 8.

![Figure 8. Model Architecture for Seg + Depth Multi-Channel CNN](image)
4.4. Dataset & Data Pre-Processing

All networks trained using the Udacity self-driving dataset used in their self-driving steering angle prediction competitions consisting of 33,808 RGB images of size 640x480. Using this dataset provides a basis for comparison when evaluating model performance against available benchmark performances. The model used an 80/20 training/test dataset split. Each dataset for the individual models required various pre-processing steps given each model was trained on different size images and required their own normalization procedure.

4.4.1. RGB Images

The raw RGB images of the Udacity dataset were cropped to remove the top half to focus only on the road and remove background features that were not pertinent to all images. These images were then down-sampled by a factor of 16 to a final size of 160x60. The pixel values of the images were normalized to value between 0 and 1 by dividing each pixel by 255.

4.4.2. Segmentation Images

For the RoadSeg model described in detail in [18], the required image input size was 640x192 while the depth map model required an image size of 416x128. On top of this, the images needed to be prepared in a manner that resembled the dataset used in each model. Both the segmentation and depth map models were trained using the KITTI dataset [22]. Given this, the Udacity images were cropped to have a similar FOV and aspect ratio of the KITTI images to ensure the inputs were as close the original as possible. Once the cropping operation was complete on the RGB set, a new set was created for the segmentation and depth maps by resizing to the required input sizes. The output of the segmentation model was down-sampled to a final size of 160x48. The segmentation images were normalized such that the pixel values ranged between 0 and 1 representing the probability a pixel belonged to the class of “not road” or “road”, respectively.

4.4.3. Depth Maps

The output depth maps of the depth model were normalized in a similar manner used in by [17] to bound each value between 0 and 1 with values closer to 1 being nearer to the camera and values closer to 0 being farther away. This provides a uniform measurement of relative distances across all input images and provides the model with a synthesized depth signal that can be used to conjunction with the segmentations and RGB images to provide a full spatial representation of the driving scene.

4.5. Training Process

4.5.1. Framework

The Keras API with Tensorflow GPU-supported Backend was used to build, train, and evaluate all models in pursuit of this task.

4.5.2. Loss Function

The loss function chosen for optimization is the Mean Squared Error (MSE) in Equation 1. The MSE function is a measure of the average errors between the ground truth and model predictions. By minimizing this function, model performance is improved. This function also penalizes higher errors more severely due to the squaring term. This is advantageous when low errors are
important and high errors are undesirable, exactly as required in the steering angle prediction task.

\[ MSE = \frac{1}{N} \sum (y_i - \hat{y})^2 \]  \hspace{1cm} (1)

4.5.3. Evaluation Metrics

While the model is optimized on the MSE function, other metrics are used to evaluate performance. Root Mean Squared Error (RMSE) as shown in Equation 2 is almost identical to MSE with the only difference being the square root being applied. RMSE provides the same advantages as MSE, however, it also provides a metric in the units we care about (steering angle) and serves as the standard deviation of the data. The spread of predictions indicates how closely the data surrounds the regression line. A lower value indicates a more accurate model.

\[ RMSE = \sqrt{\frac{1}{N} \sum (y_i - \hat{y})^2} \]  \hspace{1cm} (2)

Mean Absolute Error (MAE), shown in Equation 3, is also used as a performance metric. MAE provides the average error the model is predicting giving each prediction equal weight. Using the MAE together with RMSE, the model performance can be better understood. While MAE will always be smaller than RMSE, the magnitude of the difference informs how high or low the variance is in a set of predictions. Higher magnitudes indicate more variance of the errors, while lower magnitudes (MAE and RMSE are closer to each other) indicate less variance of the errors.

\[ MAE = \frac{1}{N} \sum |y_i - \hat{y}| \]  \hspace{1cm} (3)

4.5.4. Optimizer

For training, the Adam optimizer was used. Adam is commonly used for training neural networks due to its adaptive learning ability and computational efficiency. It was found that the default parameters of the Adam optimizer were sufficient for training with the exception of the learning rate which was set to 0.0001 for all models.

4.5.5. Epochs & Batch Size

The models were trained for a range of 20 to 50 epochs depending on the performance. Some models converged earlier while others needed more time and exposure to the data. Each model was trained using a batch size of 50 samples which worked well regardless of the input data or model architecture.

4.5.6. Callbacks

A checkpoint callback was implemented to save best model and weights as they were achieved. This was done by continuously looking at the validation loss after each epoch to determine if model performance improved. This allowed the best model and weights during a training run to always be obtained regardless if the training process began to plateau or degrade by the end. These saved models also served as the individual channel CNN models in the main network. It
should be noted that while the best model and weights were always saved, the models were fine-tuned to ensure no underfitting or overfitting conditions occurred.

5. RESULTS

All seven CNN models were trained and evaluated with their performance documented in Table 1. For the individual models, the RGB Network performed the best while the RGB+Depth Network performed the best of the multi-channel networks and had the best performance overall. The worse performing individual network was the Segmentation network which also was involved in the worst performing multi-channel network in the Seg + Depth model. In order to understand the model results more, a plot of the real vs predicted steering angles as well as their errors was created for each network and can be seen in Figure 9.

Table 1. Steering Angle Prediction Results

<table>
<thead>
<tr>
<th>Network Architecture</th>
<th>MAE (°)</th>
<th>RMSE (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>2.15</td>
<td>3.30</td>
</tr>
<tr>
<td>Seg</td>
<td>5.97</td>
<td>12.20</td>
</tr>
<tr>
<td>Depth</td>
<td>4.01</td>
<td>7.88</td>
</tr>
<tr>
<td>RGB + Seg + Depth</td>
<td>1.25</td>
<td>2.56</td>
</tr>
<tr>
<td>RGB + Seg</td>
<td>1.19</td>
<td>2.43</td>
</tr>
<tr>
<td>RGB + Depth</td>
<td><strong>1.02</strong></td>
<td><strong>2.32</strong></td>
</tr>
<tr>
<td>Seg + Depth</td>
<td>3.38</td>
<td>7.07</td>
</tr>
</tbody>
</table>

The bias and variance of the predictions can be seen in each model's plot. A perfect correlation plot would show a trendline with a slope of 1 and y-intercept of 0, and a perfect error plot would show a trendline with 0 slope and 0 y-intercept. The "good" performing models can be seen in Figure 9 a, d, e, and f and "bad" performing models can be seen in b, c, and g. These plots illustrate the relationship of the tabular performance values with how the data is distributed around the trendlines. For the "good" models, the predicted values are clustered tighter around the trendline and the dispersion of error magnitudes are smaller indicating lower variance. The RGB + Depth Model plots (f) demonstrate how the MAE and RMSE is the lowest of all with the predictions being the most tightly situated around the trendline as well as having the tightest error plot. The Seg Model on the other hand, shows why it performed the worst. Not only are the predictions severely off and widely dispersed, the trendline has less than half the slope of a well performing model indicating a problem with the data inputs. It was found the pre-trained RoadSeg Model was not performing well on the Udacity dataset even though the images were prepared as close to the KITTI dataset as possible. Upon further inspection of random samples, the segmentation of the road was spotty at best with some images having good results with the road fully segmented, while others had mere blotches of road, and many had no segmentation at all. This would explain the performance of this model as passing an array of zeros would not provide any useful information for steering prediction. In fact, it can be seen a steering angle of zero (or near zero) was predicted often over the entire range of possible steering angles. This indicates more work needs to be done to truly test the impact of the segmentation in multi-channel CNNs and should not be discounted as a means of improving steering performance.

One of the most interesting aspects of applying the multi-channel CNN models to the inputs, is the ability for the models to learn how to make use of this "bad" data and calculate a set of weights that provide better steering angle prediction performance than it could in the individual models. As long as the RGB image inputs were present in a multi-channel CNN, the model performed better as whole than the individual channels alone. This can be seen when the
segmentation and depth models were paired together. The two worst performing individual models created the worst performing multi-channel model, which was expected. However, it was expected the full RGB + Seg + Depth model would provide the best overall performance, yet it was the RGB + Depth model that came out on top. This demonstrates that one, multi-channel CNNs can extract useful features from different types of input data, and two, the introduction of depth information provides another spatial component that assists in predicting steering angles.

Another model performance is evaluated from a different perspective by plotting the predicted steering angles over a trajectory. Predictions from each model were calculated and plotted over a subset of the Udacity test sample data and can be seen in Figure 10. In Figure 10a, a plot of all individual CNNs are overlaid on the ground truth data, b overlays all multi-channel CNN model predictions over ground truth, and c and d overlay the best (RGB+Depth) and worst (Seg) predictions over the ground truth, respectively. Significant performance increases can be seen between the single and multi-channel models again reinforcing the idea different image inputs are useful for the steering prediction task. The contrast between the best and worst model is stark. The best model is able to tightly follow the ground truth data over a wide variety of angles (-50 to +70 degrees) while the worst is unable to reliably follow the trajectory. It should be noted that all models struggled with large steering angles though obviously some are better than others. This may be attributable to a lack of data for larger angles. The dataset is oversampled with smaller angles as that is what most driving conditions require. More data containing larger steering angles will help this problem through upsampling of less frequent angles by adding flipped images of existing data or downsampling more frequent smaller angles to remove their bias. Downsampling may come at the expense of less accurate overall predictions which only emphasizes the need for more training data.
To evaluate the efficacy of multi-channel CNNs for steering angle predictions, the performance of the best model (RGB + Depth) was compared to previous steering angle prediction models trained on the Udacity dataset. Table 2 shows the comparison. Previous models utilized CNN models though some implemented variants. These variants include standard structures as in the NVIDIA PilotNet architecture, transfer learning of pre-trained CNN feature extractors, a temporal aspect using 3D CNN or LSTM models, or a network utilizing auxiliary tasks which is most similar to this current work. The addition of a temporal component increased performance however, the FM-Net combined auxiliary networks to provide feature inputs of segmentation and optical flow using a 3D ResNet and LSTM architecture performed best among them [11]. It was shown the RGB + Depth model outperformed all of these models, many considered SOTA, relying only on single image inputs to a simpler CNN architecture. It is suspected that had the
Segmentation inputs were of higher quality, the full network (RGB + Seg + Depth) likely would have provided even better performance though this needs verification through training.

![Figure 10. Steering Angle Prediction Results on Udacity Dataset (Sampled from Test Set)](image)

Table 2. Comparison of Methods on Udacity Dataset

<table>
<thead>
<tr>
<th>Network Architecture</th>
<th>MAE (°)</th>
<th>RMSE (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN + FCN (NVIDIA) [19]</td>
<td>4.12</td>
<td>4.83</td>
</tr>
<tr>
<td>CNN + LSTM [19]</td>
<td>4.15</td>
<td>4.93</td>
</tr>
<tr>
<td>3D LSTM [9]</td>
<td>-</td>
<td>6.44</td>
</tr>
<tr>
<td>ResNet50 Transfer [9]</td>
<td>-</td>
<td>4.06</td>
</tr>
<tr>
<td>3D CNN [11]</td>
<td>2.56</td>
<td>3.66</td>
</tr>
<tr>
<td>MSINet [28]</td>
<td>-</td>
<td>2.81</td>
</tr>
<tr>
<td>3D CNN + LSTM [11]</td>
<td>1.86</td>
<td>2.72</td>
</tr>
<tr>
<td>Feudal Steering [24]</td>
<td>1.09</td>
<td>2.67</td>
</tr>
<tr>
<td><strong>RGB + Depth</strong></td>
<td><strong>1.02</strong></td>
<td><strong>2.32</strong></td>
</tr>
</tbody>
</table>

The results of the models clearly indicate that not only can additional features besides the RGB mononuclear images enhance the signals to the model in the development of a robust and accurate end-to-end steering angle prediction model, but the additional features to enhance the spatial awareness of an autonomous vehicle can be synthesized from the RGB images of an onboard camera alone. This implies the potential for AVs to perceive, learn, and navigate the driving environment from minimal data input. It also demonstrates how individual deep learning models can be trained for separate specific tasks and combined for use in new applications and potentially increasingly complex tasks.
6. CONCLUSIONS

This paper demonstrated the effectiveness of Multi-Channel CNNs using different camera image representations to accurately and reliably make steering angle predictions. Compared to individual CNN models trained on separate inputs, multi-channel CNNs allow for improved performance without the introduction of feature signals other than the images provided from the onboard camera of an autonomous vehicle. It was shown that depth data computed from a pre-trained model in combination with an RGB image provide the best overall steering angle predictions. Networks involving road segmentation provided the worst performance, however, this is most likely due to the pre-trained model's inability to make predictions on different data than the one it was trained on, or the data required an alternate pre-processing procedure to predict effectively. More work is required to investigate segmentation as additional signals and should not be completely dismissed from the results of this paper. The best multi-channel CNN exceeded performance of previous models using various network architectures that included spatial and temporal elements, leveraged transfer learning techniques, and implemented parallel auxiliary networks to feed various levels of features to layers of a single CNN network.

Future work may include refining the multi-channel network to train on other datasets, increasing samples of larger steering angles, or implementing better performing pre-trained models to obtain accurate data inputs. A temporal aspect was not considered for this architecture; however, it is possible to implement data from a series of video frames rather than individual images and still provide a valid model that supports the goal of using camera image data alone to predict steering angles.
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ABSTRACT

Federated Learning allows training of data stored in distributed devices without the need for centralizing training-data, thereby maintaining data-privacy. Addressing the ability to handle data heterogeneity (non-identical and independent distribution or non-IID) is a key enabler for the wider deployment of Federated Learning. In this paper, we propose a novel Divide-and-Conquer training methodology that enables the use of the popular FedAvg aggregation algorithm by over-coming the acknowledged FedAvg limitations in non-IID environments. We propose a novel use of Cosine-distance based Weight Divergence metric to determine the exact point where a Deep Learning network can be divided into class-agnostic initial layers and class-specific deep layers for performing a Divide and Conquer training. We show that the methodology achieves trained-model accuracy at-par with (and in certain cases exceeding) the numbers achieved by state-of-the-art algorithms like FedProx, FedMA, etc. Also, we show that this methodology leads to compute and/or bandwidth optimizations under certain documented conditions.
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1. INTRODUCTION

Federated Learning has been proposed as a new learning paradigm to overcome the privacy regulations and communication overheads associated with central training [1,2]. In Federated Learning, a central server shares a global model with participating client devices and the model is trained on the local datasets available at the client device. The local dataset is never shared with the server, instead, local updates to the global model are shared with the server. The server combines the local updates from the participating clients using an Optimization (or Aggregation) Algorithm and creates a new version of the global model. This process is repeated for the required number of communication rounds until the desired convergence criteria are achieved. Federated Learning differs significantly from traditional learning approaches in terms of optimization in a distributed setting, privacy preserving learning, and communication latency during the learning process [3]. Optimization in Distributed setting differs from the traditional learning approach due to statistical and systems heterogeneity [1]. The statistical heterogeneity manifests itself in the form of non-independent and identical distribution (non-IID) of training data across participating clients. The non-IID condition arises due to a host of reasons that is specific to the local environment and usage patterns at the client. Causes for the skewed data distribution have been surveyed extensively and it has been proven that any real-world scale deployment of Federated Learning should address the challenges around non-IID data. A good example specific to the medical domain can be found in [4]. Several approaches have been
studied to address the non-IID heterogeneity. Data Distillation which involves sharing of client data with central server [5, 6], Client specific local models or Personalization layers to customize the last few layers of the global model specific to the client data [7, 8, 9, 10, 11]. Novel optimization algorithms are some of these most researched approaches.

Data Distillation techniques violate the strict privacy requirements. Client specific model approach results in multiple models, which does not cater to any specific requirement for a single model for deployment. In this paper, we focus on the Optimization Algorithm approach to address the non-IID challenge. While there are numerous state-of-the-art algorithms like FedProx [12], FedMA [13], FedMAX [14] etc., these approaches are not productized in a large scale to the best of knowledge of the authors. Hence, we focus on the most widely deployed FedAvg algorithm [1] and investigate improving its ability to handle non-IID data to the same level as state-of-the-art algorithms like FedMA, FedProx, FedMAX, etc.

The primary contribution of this paper is proposing a novel Divide-and-Conquer training methodology which in combination with FedAvg is able to meet state-of-the-art performance in simulated environment. Another contribution of this paper is the novel use of the Cosine Distance based Weight Divergence metric to partition the global model into class agnostic initial layers and class-specific deep layers. The two parts of the global model are trained in a mutually exclusive manner while freezing the other part. Under certain documented conditions, this approach also leads to better compute and bandwidth optimization.

The rest of the paper is organized as follows. Section 2 discusses the limitation with vanilla FedAvg algorithm while Section 3 explains the Divide-and-Conquer methodology. We document the simulation environment, experiments, and results in the simulated environment in Section 4 establishing the state-of-the-art credentials of the approach. Finally, we conclude the paper and discuss possible future work in Section 5.

2. **FedAvg and its Challenges**

Federated Learning (FL) methods are designed to train over multiple devices, each holding their own data, with a central server driving the global learning objective across the entire network. The standard formulation of FL aims to find the minimizer of the overall population loss [12] shown in EQ1 below.

\[
\min_{\mathbf{w}} f(\mathbf{w}) = \sum_{k} p_k F_k(\mathbf{w}) = \mathbb{E}_k [F_k(\mathbf{w})],
\]

\[
\text{where } N \text{ is number of devices, } p_k \geq 0 \text{ and } \sum_{k} p_k = 1
\]

In general, the local objectives measure the local empirical risk over possibly differing data distributions with samples available at each device. In a non-IID environment, the assumption of a global minimizer being representative of the overall population is not valid as every client has its own data distribution which differs from other clients and the overall population. Hence, on each client, a local objective function based on the client’s data is used as a surrogate for the global objective function. At each outer iteration, a subset of devices is selected, and local solvers are used to optimize the local objective functions of the selected client. Each client then communicates its local model updates to the central server, which aggregates them and updates the global model accordingly. In addition to the usual hyper-parameters of traditional learning like batch size, optimizer, etc., Federated Learning has additional hyper-parameters like epochs per round ($E_p$), number of communication rounds, number of participants in each round, and optimization algorithm which can be tweaked for optimal performance.
In FedAvg, the local objective function at client $k$ is $F_k(\cdot)$, and the local solver is the stochastic gradient descent (SGD), with the same learning rate $\eta$ and number of local epochs used on each client. At each round, a subset $K<N$ of the total clients are selected and run SGD locally for $E_p$ number of epochs, and then the resulting model updates are averaged. The details are summarized below.

**Algorithm 1: Federated Averaging Algorithm**

**Input:** $K$, $T$, $\eta$, $E_p$, $w^0$, $N$, $p_k$, $k=1,...,N$

**for** $t=1$ to $T$ **do**

- Server selects a subset $S_t$ of $K$ clients at random.
- Server sends $w_t$ to all chosen clients
- Each client $k \in S_t$ updates $w_t$ for $E_p$ epochs of SGD
- On $F_k$, with step size $\eta$ to obtain $w_t^{k+1}$
- Each client $k \in S_t$, sends $w_t^{k+1}$ back to server
- Server aggregates the $w$’s as $w_{t+1} = \frac{1}{K}\sum_{k \in S_t} w_t^{k+1}$

**end for**

Tuning of the hyper-parameters is a critical requirement for optimal performance of FedAvg. The number of epochs plays a critical role in convergence as a greater number of epochs leads to faster convergence. This comes at the cost of higher compute on client devices but with the benefit of lower communication. However, the high number of epochs has diminishing returns on the speed of convergence in non-IID conditions. For FedAvg, there is a significant drop in reduction of accuracy due to weight divergence [5]. The trade-off between high number of epochs and convergence speed for FedAvg has been addressed in other optimization algorithms like FedProx, FedMA, FedMAX etc. FedProx is very similar to FedAvg but addresses the limitations of the latter by adding a proximal term to client cost functions to limit the impact of local updates within a particular range of global model. This approach allows the number of epochs to be tuned based on the non-IIDness of the client data. While it addresses the weight divergence issue with FedAvg, the convergence speed is slower at higher number of epochs when compared to other state-of-the-art algorithms [6,13,14,15]. FedMA offers the best accuracy and convergence speed in comparison to others but comes with significant compute cost on the client devices. The complexity of this algorithm is also high in comparison with FedAvg or FedProx leading to restrictions on its applicability on certain NN models.

An ideal optimization algorithm should come with the simplicity and elegance of FedAvg, allow for state-of-the-art accuracy in non-IID environments with comparable or better convergence speed. In this work, we present a novel Federated Training methodology that is well suited to handle non-IID challenges using the simple FedAvg algorithm. Our methodology eliminates performance overheads associated with methods like FedMA while achieving comparable accuracy. Since FedAvg is the de-facto standard in majority production deployments, the proposed method can be easily integrated to offer significant accuracy and convergence benefits with little performance overhead.

Note on the terminology: In the rest of the document, clients will be referred to as Collaborators and the server will be referred to as Aggregator, reflecting the role they play in the overall federation.
3. **DIVIDE-AND-CONQUER TRAINING METHODOLOGY**

The impact of non-IIDness of data in Federated Learning is well researched in literature. A non-IID data environment leads to over-fitting of local models to the skewed training data at individual collaborators resulting in distortion of previously aggregated feature detectors and descent of SGD optimizer to different local minima at different collaborators.

![Figure 1. DNN Layer Significance - VGG9 Image Classification Topology](image)

Typically, the initial layers of a Deep Neural Network (DNN) learn low level or class agnostic features and deeper layers are responsible for learning high level or class-specific features as illustrated for a vision architecture, VGG9 [16], in Figure 1. For training paradigms like Transfer Learning \cite{tlearn1}, data scarcity mandates the use of special training methods that learn class agnostic features from generic datasets and learn class specific features for any new tasks by freezing the initial layers. This process of decoupling feature-learning and task-learning has been successfully applied to multiple training tasks including recent advances like Few Shot Learning [17]. This work extends the idea to Federated Learning to address the challenges with non-IID. Our methodology involves splitting the given DNN into two parts, namely (a) Class Agnostic Layers and (b) Class Specific Layers.

The two parts are trained separately. Federated Learning is typically performed using several Communication Rounds (CR), where trained weights from individual collaborators are aggregated together in a central Aggregator. Our proposed method configures collaborators to perform feature-learning and task-learning or fine-tuning in alternate rounds as shown in Figure 2. Weights corresponding to relevant trained layers alone are transferred over to the Aggregator, which results in communication bandwidth reduction. Communication saving is realized during model transfers in both directions (i) Transfer of global models to Collaborators and (ii) Transfer of local trained models from Collaborator to the Aggregator.

![Figure 2. Divide and Conquer Training Methodology using alternate Feature-Learning and Fine-Tuning rounds. CR1, C2, represent the communication rounds.](image)
Class Agnostic layers, comprised of initial layers of the DNN architecture, are trained more aggressively as compared to Class-Specific layers. Class Agnostic layer training is treated similar to feature-learning. Class Specific layers, consisting of deep layers are trained similar to fine-tuning. This ensures that weight divergence across different collaborators, due to non-IIDness of constituent data is minimal and features are insulated from distortion that would otherwise occur due to combined learning of all layers.

While methods like FedProx limit weight divergence, they penalize all layers of the network and hinder learning in Class Agnostic layers. Our approach addresses this by allowing different layers of a network to train differently after grouping initial layers separately from deep layers. Training rounds are configured to alternate between feature-learning and fine-tuning to facilitate learning under non-IID conditions by freezing relevant layers of DNN architecture. At the beginning of a communication round, the aggregator broadcasts the desired hyper-parameter configurations to collaborators, together with specifications for layers to be frozen. The exact point at which a DNN architecture must be broken into two parts is decided based on ‘weight divergence’ observed from the pre-pass round of training. The key contributions of our paper can be summarized to the following two key points:

- Novel methodology, called Divide-and-Conquer (D&C), to train topology in pairs of feature-learning and fine-tuning steps to handle non-IID conditions.
- Novel use of weight-divergence metric, observed from the pre-pass round of training, to split the given DNN topology into Class Agnostic and Class Specific layers. This metric provides a measure of non-IIDness across participating collaborators as a mapping of the layers of DNN architecture they impact the most.

Choice of layers that are chosen for base class feature-learning as against novel class fine-tuning is a hyper-parameter in Divide-and-Conquer training methodology. Few options for splitting the VGG9 topology is shown in Figure 3. For instance, Divide3, divide at layer3, assigns layers 1 to 3 for learning class agnostic features and remaining layers for learning class or task specific features. This hyper-parameter is dependent on the weight-divergence metric which in turn reflects the non-IIDness of data.

![Figure 3. VGG9: Topology Division and assignment of layers to Feature-Learning and Fine-Tuning Groups](image-url)
After determining an optimal split, feature-learning and fine-tuning is achieved by control of other hyper-parameters like number of Epochs $E_p$ and Learning rate $\eta$. Fine-Tuning round of learning is scheduled using lower $E_p$ and $\eta$, which is aligned with the conditions under which FedAvg performs the best in non-IID conditions. Federated Learning at a faster pace is achieved by alternating low-level feature-learning and high-level fine-tuning along with appropriate hyper-parameters as described in the next section.

4. **Divide-and-Conquer: Experiments, Results, and Discussion**

This section describes the simulation environment, experiments done, and results. The comparison with other state-of-the-art approaches is also captured in the results section to establish the state-of-the-art credentials of our proposed approach.

4.1. **Experimental Setup**

We present observations from Divide-and-Conquer on VGG9 topology using 3 different non-IID conditions as in [13], which includes coverage for convolutional layers and LSTMs. Classification and NLP models used were also same as [13].

- Classification using Color Skewed CIFAR10 Dataset [19]: CIFAR10 dataset is split into two groups of 5 classes each, with each class assigned uniquely to the two collaborators. To skew the data further using a 95-5% skew pattern, 95% of images in the first group are converted to gray-scale and 5% of images in the second group are converted to gray-scale. This results in the first collaborator holding gray-scale dominant data and the second collaborator holding color dominant data.
- Classification using Class Imbalanced CIFAR10 Data: Data is distributed non-uniformly across different collaborators to create non-IID conditions from the perspective of total training data per collaborator as well as the number of records per class.
- Next Character prediction model on Shakespeare dataset [18] leveraging non-IIDness in speaking-roles: Data corresponding to each speaking-role in the play is grouped to create unique collaborators, to simulate natural non-IID condition. For the trial, we selected only clients with a minimum of 10k data points and sampled a random subset of 66 clients.

4.2. **Hyper Parameter Tuning**

4.2.1. **Fine Tuning Epoch and Learning Rate**

Divide-and-Conquer allows the use of variable hyper-parameters for different parts of the network. As discussed earlier, we train feature-learning group more aggressively than fine-tuning group by control of parameters like $E_p$ and $\eta$. Use of lower $E_p$ for fine-tuning rounds result in slightly better accuracy compared to higher epochs. This is because the local models are skewed by over-fitting to non-IID data at the individual collaborators. By using lower values for epoch and learning rate for fine-tuning rounds, we achieve better accuracy while simultaneously reducing compute requirements needed for fine-tuning rounds. Data from Color Skewed distribution is presented in Figure 4. This observation is in alignment with the behaviour of FedAvg where a high number of $E_p$ leads to lower training accuracy due to weight divergence.
4.2.2. Fine Tuning Epoch and Learning Rate

Depending on the nature and magnitude of non-IIDness, the Class Agnostic and Class Specific layers in a given model will diverge across different collaborators. We explored, weight divergence in the learned model, to guide D&C methodology. The metric given below (EQ2) was explored in [5].

\[
W_d = ||W_1 - W_2||/||W_1|| \quad \text{(EQ2)}
\]

\[
W_d = CosineDist(W_1, W_2)/||W_1|| \quad \text{(EQ3)}
\]

We modified the divergence computation as shown in (EQ3), to capture direction aware divergence to guide our D&C methodology. Weight divergence from VGG9 model for Color Skewed non-IID simulation described in Section 4.1 is shown in Figure 5. A pre-pass training is initially performed for 5 rounds using entire model and layer-wise divergence strategy is devised using observations from the pre-pass round as reference. For notation, model at end of pre-pass comprising 5 rounds is denoted by M4. L1, L2 denotes different layers of VGG9 and M5, M6, etc., corresponding to models from future communication rounds post pre-pass. Observing pre-pass model M4, we find that the layer-wise divergence is low for the initial set of layers and starts to increase around Layer5. D&C can be applied around layer 5 to split the topology for creating feature-training and fine-tuning groups.

To validate the efficacy of \( W_d \), Accuracy and convergence behaviour for VGG9 under different layer division schemes were checked using a brute force sweep across different splits. Accuracy for different division schemes is presented in Figure 6. As discussed in Section 2, Divide5 corresponds to division after layer5. From the figure, Divide5 offers the best accuracy and convergence speed under the given non-IID condition. All runs used 20 epochs for feature-learning and 4 epochs for fine-tuning. Likewise, learning rate for fine-tuning round was half that of feature-learning. Learning Rate Decay was also applied across the communication rounds starting from 0.001 and reducing by 10% for every round.

Figure 4. Effect of Training Epochs: Ep0.1 corresponds to fine-tuning epoch that is 10% of the value used for feature-learning
Figure 5. LayerWise Weight Divergence for Color Skewed distribution at different communication rounds. L1, L2 corresponds to layers and M5, M6 corresponds to model at end of successive communication rounds. Divergence is low for initial layers suggesting opportunities for Divide-and-Conquer.

Figure 6. Training Accuracy under different Layer Division Schemes. Divide5 offers optimal results in-line with weight divergence.

For certain division schemes (ex: Divide7), large spread is seen in accuracy between feature-learning and fine-tuning rounds suggesting that the layer assignment strategy for the two groups is sub-optimal. For Divide7, Divide6, etc., we find that accuracy is higher for fine-tuning rounds (Communication Round CR=2, 4, 6,...) and drops for feature-learning rounds (CR=1,3,5,...). The trend however reverses for Divide5 where the accuracy is higher for feature-learning rounds and marginally drops for fine-tuning group. The divergence between feature-learning and fine-tuning is also minimal in this split. When fewer layers are present in feature-learning group as in Divide4, we find that the rate of learning starts to fall, and accuracy spread between the two learning groups increases again. This suggests that Divide5 is an optimal split for this topology for this non-IID dataset thereby validating the usage of weight divergence metric to determine the point in a model where the layer split can be performed.

For the Class Imbalanced non-IID condition, the weight-divergence is high across all the layers of the topology Figure 7, suggesting that Divide-and-Conquer might not offer significant accuracy benefits. We chose to divide after layer8, in-line with traditional transfer learning.
strategies, where the last layer is used for fine-tuning for realizing bandwidth savings. The Next Character prediction model has 3 layers and we again use the last layer for fine-tuning.

![LayerWise Weight Divergence](image)

Figure 7. LayerWise Weight Divergence for class-imbalanced distribution at different communication rounds. L1, L2 corresponds to layers and M5, M6 corresponds to model at end of successive communication rounds. Divergence is high for all layers.

In the current work, layer division is determined using a pre-pass run and the division scheme is fixed for the entire duration of training. Future work will extend this to explore a dynamic scheme assignment where layers from a group can be reassigned to other group based on observed trend in feature-learning accuracy vs fine-tuning accuracy over few communication rounds.

5. **Results**

Results from the Divide-and-Conquer methodology under different non-IID scenario is presented in this section. For training we use 20 epochs for feature-learning and 4 epochs for fine-tuning. Learning rate was initialized to 0.001 and allowed to decay by 10% for every communication round. Learning rate for fine-tuning was 50% of learning-rate for feature-learning round.

Divide-and-Conquer uses half the network bandwidth for data transfers compared to FedAvg, as the full model is transferred for every two communication rounds. For FedMA, results from equivalent matched averaged round is presented based on equivalency established in [13]. Though FedMA uses much lower communication bandwidth, compute overhead for layer matching increases with model depth as well as width, making it less desirable for practical deployments. We show that our methodology yields similar accuracy levels as more complex algorithms like FedMA in acceptable rounds of communication.

Note: In the tables providing the comparison across different approaches, Divide-and-Conquer is captured under D&C.

5.1. **Image Classification: Color Skewed Distribution**

Training accuracy and convergence profile for different aggregation algorithms using Color Skewed 95-5% CIFAR10 data are shown in Figure 8. For this category of non-IIDness, the model reaches high accuracy with much smaller communication rounds compared to FedAvg. Divide5 was used for this analysis as described in the earlier section along with the same values for E_p and
Results for additional levels of Color Skew is presented in Table 1. We chose 18 rounds of communication for the comparison to align with FedMA.

![Accuracy Comparison for Color Skewed Distribution with 95-5% skew.](image)

Figure 8. Accuracy Comparison for Color Skewed Distribution with 95-5% skew. Accuracy and Convergence rate for Divide-and-Conquer (using FedAvg) is higher than FedAvg

<table>
<thead>
<tr>
<th>#Col</th>
<th>SKEW</th>
<th>FedAvg</th>
<th>FedProx</th>
<th>FedMA</th>
<th>D&amp;C</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>95-5%</td>
<td>53.1%</td>
<td>56.2%</td>
<td>81.0%</td>
<td>80.1%</td>
</tr>
<tr>
<td>2</td>
<td>75-25%</td>
<td>52.8%</td>
<td>74.6%</td>
<td>78.8%</td>
<td>79.2%</td>
</tr>
<tr>
<td>2</td>
<td>50-50%</td>
<td>49.1%</td>
<td>67.2%</td>
<td>79.9%</td>
<td>81.8%</td>
</tr>
</tbody>
</table>

5.2. Image Classification: Class Imbalance Distribution

For Class Imbalanced data, the observed weight divergence from the pre-pass run was high for most layers. This indicates that D&C does not offer opportunities for Layer Splitting for accuracy improvements, though it might still offer opportunity for bandwidth saving. As an experiment, we divided the topology at layer8, similar to traditional transfer learning. D&C yields slightly lower accuracy compared to FedAvg and FedMA for half the bandwidth requirement, as documented in Table 2. However, if bandwidth saving is not sacrificed and D&C is run for additional rounds to get a similar amount of model transfer as FedAvg, the performance of Divide-and-Conquer is marginally better. This is captured in the table under the column D&C. Though FedMA achieves its accuracy levels using much lower communication bandwidth, compute overhead for layer matching increases with model depth as well as width, as discussed earlier, making it less desirable for practical deployments.

Given the results, in cases where weight divergence suggests no clear split layer, it is recommended adopt D&C solely for bandwidth saving. As collaborator count increases in our experimental setup, training data per collaborator decreases, (as same data is divided across the collaborators). This could also lead to increased divergence, when feature-learning is done aggressively on sparse data. In a truly federated set up with a large training corpus across collaborators, we expect our methodology to offer better accuracy improvements.
Table 2. Accuracy for Class-Imbalanced Distribution for 18 communication rounds using 5 & 10 collaborators. Accuracy from D&C (using FedAvg) is in-line with other algorithms at half the bandwidth requirement.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>88.5%</td>
<td>87.5%</td>
<td>87.5%</td>
<td>87.1%</td>
<td>89.3%</td>
</tr>
<tr>
<td>10</td>
<td>83.5%</td>
<td>80.0%</td>
<td>82.5%</td>
<td>76.8%</td>
<td>82.2%</td>
</tr>
</tbody>
</table>

An extreme case of Class Imbalance based heterogeneity is when each collaborator exclusively holds data from one unique class. All the tested algorithms performed poorly (accuracy less than 15%) under this scenario, suggesting a need for more research in this area.

5.3. Next-Character Prediction: Speaker-Role based non-IID Distribution

Results from application of D&C to a character prediction model is shown in Table 3. At end of 9 communication rounds, the accuracy from D&C is comparable to other algorithms while only requiring half the amount of data transfer as FedAvg. 9 rounds of communication were chosen to align with FedMA.

Table 3. Accuracy for next-character prediction using lstm-model for 9 communication rounds using 66 collaborators. Accuracy from D&C (using FedAvg) is in-line with other algorithms at half the bandwidth requirement.

<table>
<thead>
<tr>
<th>#Col</th>
<th>FedAvg</th>
<th>FedProx</th>
<th>FedMA</th>
<th>D&amp;C</th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td>50.8%</td>
<td>44.6%</td>
<td>47.4%</td>
<td>49.6%</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

In this work, we presented a weight-divergence based, Divide-and-Conquer algorithm which builds on popular FedAvg algorithm to achieve state-of-the-art accuracy under non-IIDness. By training network in parts, our novel methodology is shown to a) Achieve faster convergence when low-level features are well-represented b) Reduce communication by half, because of training and weight exchange in parts, and c) Require less compute compared to state-of-the-art techniques like FedMA, which has performance overheads from weight matching. A static topology splitting strategy is adapted in this work, where the topology is divided at the beginning of training using a pre-pass run. Future work can explore a dynamic Divide-and-Conquer strategy where layers are moved between feature-learning and fine-tuning groups based on accuracy observations during training. Future work can also explore the application of Divide-and-Conquer methodology to learning paradigms like Few Shot Learning to identify Class Agnostic layers for the backbone network.

REFERENCES


AUTHORS

Raghavendra Bhat (Raghu) is a Principal Engineer at Intel Technology India Pvt. Ltd. He has a BTech in Computer Science from NIT Warangal and PGDBA (Finance) from Symbiosis Pune. He has over 22 years of industry experience spread across domains like Network Management, Embedded platform development for Mobile, IoT and Biometrics solutions. In his current role at Intel, he leads exploration in Healthcare space as part of Vertical Solutions and Services Group. In his role, the primary focus is on design, development, and ecosystem adoption of optimized AI solutions on Intel AI portfolio for Speech, Language, Image and Video analytics use cases. Currently, a significant focus is on AI Training at the Edge where training methodologies like Federated Learning, Incremental Learning etc. He is on the ISO and BIS standardization panels of Blockchain and AI. His interests extend to SW architecture methodologies, Blockchain and Aadhaar ecosystem where he has contributed towards Iris biometric device development and specifying device security requirements. As part of IEEE standards organization, he is leading the pre-standardization study for low resourced Indian languages. He has several patents and publications to his credit.

Pravin Chandran works as Deep Learning R&D Engineer at Intel Technology India Pvt, Ltd. He holds a M.S in EE from Clemson University, USA and B.E from University of Madras, India. He has 13 years of professional experience in wide range of areas including ML/DL, Software Development, Statistical Design Analysis, Yield Estimation, VLSI EDA Methodology and SoC Design.

Avinash Chakravarthi (Avi) works as Deep learning scientist at Intel, he joined Intel as graduate intern after completing his bachelors from VIT University in Electronics, 2016. His interests and area of work include Federated learning, Bio inspired computing and Software development.

Srikanth Chandar graduated from PES University, and currently works an AI Engineer at Intel Corporation. Anything ML excites him, and he likes taking up a challenge that could shape a new paradigm in the same space, be it application-based or research. Voice cloning using GANs, and Communication optimization in FL are his recent research pursuits. Another thing that interests him other than talking about himself in the third person is Animal Welfare. He feels very strongly about animal abuse and runs an NGO (Dystopia-Animal Welfare) to fight the same through campaigns, volunteering activities, and also technical projects.

© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons Attribution (CC BY) license.
A FRAGMENTATION REGION-BASED SKYLINE COMPUTATION FRAMEWORK FOR A GROUP OF USERS

Ghoncheh Babanejad Dehaki¹, Hamidah Ibrahim¹, Nur Izura Udzir¹, Fatimah Sidi¹ and Ali Amer Alwan²

¹Faculty of Computer Science and Information Technology, Universiti Putra Malaysia, Selangor, Malaysia
²Kulliyah of Information and Communication Technology, International Islamic University Malaysia, Kuala Lumpur, Malaysia

ABSTRACT

Skyline processing, an established preference evaluation technique, aims at discovering the best, most preferred objects, i.e. those that are not dominated by other objects, in satisfying the user’s preferences. In today’s society, due to the advancement of technology, ad-hoc meetings or impromptu gathering are becoming more and more common. Deciding on a suitable meeting point (object) for a group of people (users) to meet is not a straightforward task especially when these users are located at different places with distinct preferences. A place which is close by to the users might not provide the facilities/services that meet all the users’ preferences; while a place having the facilities/services that meet most of the users’ preferences might be too distant from these users. Although the skyline operator can be utilised to filter the dominated objects among the objects that fall in the region of interest of these users, computing the skylines for various groups of users in similar region would mean rescanning the objects of the region and repeating the process of pairwise comparisons among the objects which are undoubtedly unwise. On this account, this study presents a region-based skyline computation framework which attempts to resolve the above issues by fragmenting the search region of a group of users and utilising the past computed skyline results of the fragments. The skylines, which are the objects recommended to be visited by a group of users, are derived by analysing both the locations of the users, i.e. spatial attributes, as well as the spatial and non-spatial attributes of the objects. Several experiments have been conducted and the results show that our proposed framework outperforms the previous works with respect to CPU time.
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1. INTRODUCTION

The skyline operator introduced by [6] which is used to filter a set of interesting objects from a potentially large multi-dimensional set of objects by keeping only those objects that are not worse than any other; has been greatly explored in several studies in an attempt to accurately and efficiently solve problems of real-world applications that are related to decision support and decision making. It attempts to derive the best, most preferred set of objects known as skylines according to a set of established criteria. The process of computing skylines becomes more challenging when conflicting criteria are involved while the number of criteria to be considered is huge. A classic example is selecting a hotel for a holiday whereby hotels that are close to the beach are
known to be expensive. While other criteria like facilities, rating, service, etc are equally important, distance and price are examples of conflicting criteria. Although there are a considerable amount of works in processing skylines, however most of them are limited to the aim of satisfying the preferences of a single user [5, 6, 8, 11, 15]. Today’s advancement of technology shows that ad-hoc meetings or unplanned gathering are becoming more and more common. Determining the best, most preferred objects in which the preferences of several users are to be considered is more complex as opposed to a single user. The following scenario simulates a sample of situation considered in this paper.

Assume a group of users who are located at different locations; would like to gather and hence have to decide on a place to meet. Several criteria need to be considered such as the location of the place, i.e. how far it is from the location of each user (spatial attribute), the opening hour, food, ticket price, rating, facilities provided, etc (non-spatial attributes). Intuitively, deciding on the best meeting point for these users is not a straightforward task as many criteria need to be considered. A place which is near to the users might not be a place that meets all the users’ preferences. While a place which provides facilities/services that meet most of the users’ preferences might be located far away from these users. Thus, it is essential to have a method that could find an object(s) within a predetermined region that dominates other objects with respect to both the spatial (location) and non-spatial attributes of the objects that best suits the preferences of a group of users. Although this has been well tackled by [9, 19, 26, 27], there is no attempt made to resolve the following issue. Obviously, similar regions may have to be explored again in computing skylines for different groups of users (or even the same group of users at a different day/time). Attempting to rescanning the objects of previously visited regions and recomputing the skylines of the regions (i.e. repeating the process of pairwise comparisons among objects) are undoubtedly unwise and costly.

Motivated by the above example, we propose a region-based skyline computation framework, **RSGU**, an enhancement of our previous framework, **SGMU** [9], with the main aim at avoiding the process of rescanning the objects of a previously visited region by utilising a fragmentation strategy as well as recomputing the skylines for a group of users by utilising the past computed skyline results of the fragments. The skylines, which are the objects recommended to be visited by the group of users, are derived by analysing both the locations of these users, i.e. spatial attributes, as well as the spatial and non-spatial attributes of the objects.

This paper is organised as follows: Section 2 presents the related works which are organised into two parts, namely: skyline algorithms for a single user and skyline algorithms for a group of users. This is followed by Section 3 which introduces the notations and deliberates the terms that are used throughout this paper. It also presents the problem tackled by this paper. Section 4 presents our proposed framework and the steps to be performed in order to achieve the main aim of the work. Section 5 discusses the initial results achieved by our proposed framework while the last section, Section 6, gives the summary of the paper.

2. RELATED WORK

The skyline operator proposed by [6] is a well-studied technique for filtering the best, most preferred objects from a multi-dimensional set of objects. Since then many variants of skyline algorithms have been proposed, each tackling a slightly different issue mainly due to the nature of data being handled. We categorised these skyline algorithms into two main categories, namely: skyline algorithms for a single user and skyline algorithms for a group of users.

*Skyline algorithms for a single user* – Generally, these skyline algorithms filter the best, most preferred objects from a potentially large multi-dimensional set of objects with the assumption
that all users have the same property with the same objective function (preferences). Among the earlier and most cited skyline algorithms in the literature are Block Nested Loop (BNL) [6], Divide-and-Conquer (D&C) [6], Linear Elimination Sort for Skyline (LESS) [11], Branch and Bound Skyline (BBS) [24], SkyCube [6], and Sort and Limit Skyline algorithm (SaLSa) [5]. These algorithms attempt to resolve the optimisation problem which is proven through the reduction of the processing time. Later due to advancement in technology that produces gigantic amount of various forms of data, several skyline algorithms have been proposed. These algorithms attempt not only to resolve the optimisation problem but also issues related to the uncertainty of data which is defined as the degree to which data are inaccurate, imprecise, untrusted, unknown or incomplete. These include among others I Skyline [14], sorting-based bucket skyline [18], Incoskyline [2], Jincoskyline [1], and OIS [12] that handle the issues of incompleteness of data; probabilistic skyline model [25], r-Skyline [29], SkyQUD [20, 21, 22, 23] and SkyQuiD [17] focus on the challenges in computing skyline queries for uncertain database; the works by [4] and [10] attempt to solve the issues related to uncertain data in a data stream; while the work by [3] focuses on dynamic database. Nonetheless, these algorithms are specifically designed to cater only a single user query.

Skyline algorithms for a group of users – These skyline algorithms keep those objects that are not worse than any other from a potentially large multi-dimensional set of objects in which the preferences of multiple users are taken into account. As we assume that the objects are static, hence we further elaborate only those works that are similar to our intention. To the best of our knowledge the only works that contribute to skyline queries for a group of users are the works done by [19], [26], and [27]. In processing spatial skyline query for a group of users, [26] have proposed two algorithms, namely: B²S² and VS². The B²S² algorithm utilises the R-tree while the VS² algorithm utilises the Voronoi diagram. Both algorithms are performed on static user points. Later, [27] proposed VCS², an enhancement to B²S² and VS², which aims at processing skyline query by taking into consideration the movements of the users. However, VCS² only calculates the last location of the users and does not consider the changes of locations to prevent recalculation of the skylines. In [19], the authors proposed an algorithm, VR (Voronoi and R-tree), to find spatial skylines for a group of user points. In their work the user points and objects are considered static. The two data structures, R-tree and Voronoi, used in [27] are combined in this work. Both the spatial and non-spatial attributes of the objects are analysed to find the skylines. Meanwhile, our previous solution, SGMU [9], is designed with the main aim to continuously derive skylines for a group of mobile users. In SGMU, while the users decide on a place to visit, the skylines are continuously updated since a place that was initially in the top list based on the users’ locations at time \( t_a \) might no longer be the place of interest at time \( t_b \) where \( t_a < t_b \) since the users’ locations at time \( t_a \) might be different at time \( t_b \).

Although [9, 19, 26, 27] considered the spatial attributes of the group of users in determining the skylines, but there is no attempt made to avoid rescanning of objects of previously visited regions and simultaneously avoid repeating the process of pairwise comparisons among the objects.

3. PRELIMINARIES

This section elaborates the concepts that are related to the work presented in this paper. It also defines the terms and introduces the notations used throughout the paper. Towards the end of this section, we formulate the problem tackled in this paper. To clarify the concepts and steps proposed in this work, the following sample of data will be used. Table 1(a) and Table 1(b) present the spatial attribute (Location) of the users of group \( a, G_a \), and group \( b, G_b \), respectively. Here, we assume that the request submitted by \( G_a \) is at time \( t_a \), while the request submitted by \( G_b \) is at time \( t_b \) where \( t_a < t_b \). Table 2 presents the spatial (Location) and non-spatial (Rate, Fee) attrib-
utes of the objects. For the non-spatial attributes, we assume higher rate and lower fee are prefer-
able.

Table 1. The spatial attribute of the users.

<table>
<thead>
<tr>
<th>ID</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>u₁</td>
<td>(8, 8)</td>
</tr>
<tr>
<td>u₂</td>
<td>(14, 16)</td>
</tr>
<tr>
<td>u₃</td>
<td>(2, 5)</td>
</tr>
</tbody>
</table>

(a) Group a, Gₐ

<table>
<thead>
<tr>
<th>ID</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>u₁</td>
<td>(5, 8)</td>
</tr>
<tr>
<td>u₂</td>
<td>(10, 10)</td>
</tr>
<tr>
<td>u₃</td>
<td>(18, 10)</td>
</tr>
</tbody>
</table>

(b) Group b, Gₜ

Table 2. The spatial and non-spatial attributes of the objects.

<table>
<thead>
<tr>
<th>Restaurant</th>
<th>Location</th>
<th>Rate</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>o₁</td>
<td>(2, 3)</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>o₂</td>
<td>(3, 4)</td>
<td>4</td>
<td>65</td>
</tr>
<tr>
<td>o₃</td>
<td>(3, 1)</td>
<td>5</td>
<td>80</td>
</tr>
<tr>
<td>o₄</td>
<td>(7, 1.7)</td>
<td>2</td>
<td>75</td>
</tr>
<tr>
<td>o₅</td>
<td>(6, 5)</td>
<td>3</td>
<td>65</td>
</tr>
<tr>
<td>o₆</td>
<td>(7, 7)</td>
<td>5</td>
<td>70</td>
</tr>
<tr>
<td>o₇</td>
<td>(9, 8)</td>
<td>1</td>
<td>80</td>
</tr>
<tr>
<td>o₈</td>
<td>(8, 9.7)</td>
<td>2</td>
<td>85</td>
</tr>
<tr>
<td>o₉</td>
<td>(7, 11)</td>
<td>4</td>
<td>73</td>
</tr>
<tr>
<td>o₁₀</td>
<td>(10, 5)</td>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>o₁₁</td>
<td>(10.7, 6)</td>
<td>1</td>
<td>65</td>
</tr>
<tr>
<td>o₁₂</td>
<td>(15.2)</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>o₁₃</td>
<td>(17, 1)</td>
<td>5</td>
<td>105</td>
</tr>
<tr>
<td>o₁₄</td>
<td>(22.4, 7)</td>
<td>4</td>
<td>90</td>
</tr>
<tr>
<td>o₁₅</td>
<td>(17, 5.7)</td>
<td>3</td>
<td>85</td>
</tr>
<tr>
<td>o₁₆</td>
<td>(20, 7)</td>
<td>4</td>
<td>90</td>
</tr>
<tr>
<td>o₁₇</td>
<td>(23, 9)</td>
<td>1</td>
<td>55</td>
</tr>
<tr>
<td>o₁₈</td>
<td>(16, 8)</td>
<td>2</td>
<td>54</td>
</tr>
<tr>
<td>o₁₉</td>
<td>(14, 10)</td>
<td>4</td>
<td>80</td>
</tr>
<tr>
<td>o₂₀</td>
<td>(11, 9.7)</td>
<td>5</td>
<td>56</td>
</tr>
<tr>
<td>o₂₁</td>
<td>(4, 10)</td>
<td>3</td>
<td>67</td>
</tr>
<tr>
<td>o₂₂</td>
<td>(2, 12)</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>o₂₃</td>
<td>(3, 13)</td>
<td>4</td>
<td>74</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Restaurant</th>
<th>Location</th>
<th>Rate</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>o₂₄</td>
<td>(4, 13.3)</td>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>o₂₅</td>
<td>(7, 13)</td>
<td>1</td>
<td>90</td>
</tr>
<tr>
<td>o₂₆</td>
<td>(16, 15)</td>
<td>2</td>
<td>86</td>
</tr>
<tr>
<td>o₂₇</td>
<td>(20, 14)</td>
<td>5</td>
<td>80</td>
</tr>
<tr>
<td>o₂₈</td>
<td>(23, 20)</td>
<td>3</td>
<td>60</td>
</tr>
<tr>
<td>o₂₉</td>
<td>(21, 21)</td>
<td>5</td>
<td>62</td>
</tr>
<tr>
<td>o₃₀</td>
<td>(17, 23)</td>
<td>4</td>
<td>95</td>
</tr>
<tr>
<td>o₃₁</td>
<td>(14, 20)</td>
<td>2</td>
<td>65</td>
</tr>
<tr>
<td>o₃₂</td>
<td>(13, 18)</td>
<td>2</td>
<td>55</td>
</tr>
<tr>
<td>o₃₃</td>
<td>(10, 19)</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>o₃₄</td>
<td>(1.16)</td>
<td>4</td>
<td>62</td>
</tr>
<tr>
<td>o₃₅</td>
<td>(3, 22)</td>
<td>4</td>
<td>81</td>
</tr>
<tr>
<td>o₃₆</td>
<td>(7, 20)</td>
<td>3</td>
<td>90</td>
</tr>
<tr>
<td>o₃₇</td>
<td>(24, 15)</td>
<td>2</td>
<td>66</td>
</tr>
<tr>
<td>o₃₈</td>
<td>(-3, -1)</td>
<td>1</td>
<td>57</td>
</tr>
<tr>
<td>o₃₉</td>
<td>(-1, 7)</td>
<td>1</td>
<td>61</td>
</tr>
<tr>
<td>o₄₀</td>
<td>(10, 3.13)</td>
<td>4</td>
<td>71</td>
</tr>
<tr>
<td>o₄₁</td>
<td>(-4, 4)</td>
<td>3</td>
<td>98</td>
</tr>
<tr>
<td>o₄₂</td>
<td>(8, -2)</td>
<td>2</td>
<td>58</td>
</tr>
<tr>
<td>o₄₃</td>
<td>(8, 18)</td>
<td>2</td>
<td>85</td>
</tr>
<tr>
<td>o₄₄</td>
<td>(-2, 10)</td>
<td>4</td>
<td>70</td>
</tr>
<tr>
<td>o₄₅</td>
<td>(3, -1)</td>
<td>5</td>
<td>80</td>
</tr>
</tbody>
</table>

Given a dataset $D = < A, U, O >$, where $U = \{ u₁, u₂, ..., uₙ \}$ is a list of $n$ users, $O = \{ o₁, o₂, ..., oₘ \}$ is a list of $m$ objects, and $A = < Aₛ, Aₙ >$ are the criteria (dimensions) to be considered in the skyline computation where $Aₛ$ is a spatial attribute while $Aₙ = \{ d₁, d₂, ..., dₙ \}$ is a set of non-spatial attributes. Based on Table 2, $Aₛ = Location$ and $Aₙ = \{ Rate, Price \}$.

The following definitions defined the properties of a user and an object as used in our work.

**Definition 1 Property of a User:** Each user, $uᵢ ∈ U$, is associated with a spatial attribute which represents the location of the user at time, $t$. This is denoted by $uᵢ( xᵢ, yᵢ )$ where $xᵢ$ and $yᵢ$ represent the latitude and longitude coordinates, respectively. For instance, $u₁(8, 8)$ of Table 1(a) denotes the location of user $u₁$ where $x₁ = 8$ and $y₁ = 8$.

**Definition 2 Property of an Object:** Each object $o_j ∈ O$ has two main elements denoted by $o_j = ( s_j, n_s_j )$ where $s_j$ is the value of spatial attribute (location), $Aₛ$, and
\( ns_j = \{o_j, d_1, o_j, d_2, \ldots, o_j, d_l\} \) is a set of values of non-spatial attributes, \( A_N \), associated to \( o_j \). The location of an object \( o_j \in O \) is denoted by \( o_j(x_j, y_j) \). As we assume that each object \( o_j \in O \) is static, thus the location of the object is fixed regardless the changes in time. Hence, \( o_j = (s_j, ns_j) \) can be written as \( o_j = ((x_j, y_j), \{o_j, d_1, o_j, d_2, \ldots, o_j, d_l\}) \). For instance, the object \( o_1 \) of Table 2 can be written as \( o_1 = ((2,3), \{3,70\}) \).

The following definitions defined the notion of dominance in our work.

**Definition 3 Dominance:** Given two objects \( o_i = (s_i, ns_i) \in O \) and \( o_j = (s_j, ns_j) \in O \) where \( i \neq j \), \( o_i \) is said to non-spatially dominate \( o_j \) (denoted by \( o_i \prec_{ns} o_j \)) if and only if both of the following conditions hold:

1. \( o_i \) non-spatially dominates \( o_j \) (\( o_i \prec_{ns} o_j \)) and
2. \( o_i \) spatially dominates \( o_j \) (\( o_i \prec_s o_j \)).

Without loss of generality, this definition is applicable for a given bounded space, \( S \), i.e. \( O \) is a set of objects in the space \( S \). Similar note applies for **Definition 4** and **Definition 5**.

**Definition 4 Non-spatial Dominance:** Given two objects \( o_i = (s_i, ns_i) \in O \) and \( o_j = (s_j, ns_j) \in O \) where \( i \neq j \), \( o_i \) is said to non-spatially dominate \( o_j \) (denoted by \( o_i \prec_{ns} o_j \)) if and only if \( o_i \) is no worse than \( o_j \) in the non-spatial attributes, \( A_N \). This is formally written as follows: \( o_i \prec_{ns} o_j \) if and only if \( \forall d_k \in A_N, o_i, d_k \geq o_j, d_k \land \exists d_l \in A_N, o_i, d_l > o_j, d_l \). For instance, given \( o_6 = ((7,7), \{5,70\}) \) and \( o_{12} = ((15,2), \{2,80\}) \), \( o_6 \prec_{ns} o_{12} \) since \( o_6 \) is better than \( o_{12} \) in both the dimensions Rate and Price.

**Definition 5 Spatial Dominance:** Given two objects \( o_i = (s_i, ns_i) \in O \) and \( o_j = (s_j, ns_j) \in O \) where \( i \neq j \), \( o_i \) is said to spatially dominate \( o_j \) (denoted by \( o_i \prec_s o_j \)) if and only if for every user \( u_k \in U \), the distance between \( o_i \) and \( u_k \) is no worse than the distance between \( o_j \) and \( u_k \). This is formally written as follows: \( o_i \prec_s o_j \) if and only if \( \forall u_k \in U, \text{dist}(o_i, u_k) \leq \text{dist}(o_j, u_k) \land \exists u_l \in U, \text{dist}(o_i, u_l) < \text{dist}(o_j, u_l) \). For instance, the distances between \( o_1 = ((2,3), \{3,70\}) \) and \( o_1, u_2, \) and \( u_3 \) of group \( G_a \) are 7.81, 17.69, and 2, respectively; while the distances between \( o_2 = ((3,4), \{4,65\}) \) and \( u_1, u_2, \) and \( u_3 \) of group \( G_a \) are 6.4, 16.27, and 1.41, respectively. Thus, \( o_2 \prec_s o_1 \).

**Definition 6** is an extension of **Definition 3** in which the dominance testing is performed over a predefined space. The list of objects considered in **Definition 3** is the set objects as defined in the system while in **Definition 6** the list of objects is confined to those objects that fall within a certain space.

**Definition 6 Dominance in a Space:** Given a bounded space, \( S \) (region, MBR, fragment, area, polygon, etc), and two objects \( o_i = (s_i, ns_i) \in O \) and \( o_j = (s_j, ns_j) \in O \) where \( i \neq j \) in \( S \), \( o_i \) is said to dominate \( o_j \) (denoted by \( o_i \prec o_j \)) in \( S \) if and only if

1. \( o_i \) non-spatially dominates \( o_j \) (\( o_i \prec_{ns} o_j \)) in \( S \) and
2. \( o_i \) spatially dominates \( o_j \) (\( o_i \prec_s o_j \)) in \( S \).
**Definition 7 Skylines of a Space:** An object \( o_i \in O \) in a space \( S \) is a skyline of \( S \) if there are no other objects \( o_j \in O \) in the space \( S \) where \( i \neq j \) that dominates \( o_i \). In this paper, \( \text{Sky}G_p \) is used to denote the skyline set for the group \( G_p \) of a given space \( S \).

Based on the above definitions, we now formulate the problem that is tackled by this paper.

**Problem Formulation**

Given a group of users, \( G_p = \{u_1, u_2, ..., u_p\} \), where \( G_p \subset U \), and the list of candidate skylines of \( G_p \), \( CS_{G_p} \), in region \( S_{G_p} \). Find the skylines of a group of users \( G_q = \{u_1, u_2, ..., u_q\} \) in region \( S_{G_q} \) where \( G_q \subset U \), \( G_q \neq G_p \), and \( S_{G_p} \cap S_{G_q} \neq \emptyset \) by utilising \( CS_{G_p} \) that has been derived for \( G_p \). This is depicted in Figure 1 where the area covered to compute the skylines for \( G_q \) that falls in the region \( S_{G_q} \) can be reduced to the area defined by \( S_{G_q} - S_{G_p} \), while the skyline computation that has been performed earlier over the area \( S_{G_p} \cap S_{G_q} \) for \( G_p \) can be avoided by simply utilising the obtained results derived earlier for \( G_p \), i.e. \( CS_{G_p} \).

![Figure 1. The reduction area in deriving skylines for a group of users](image)

**4. The Proposed Framework**

This section elaborates the extended framework, \( RSGU \) [9], which we have proposed in order to solve the problem defined in Section 3. The framework is presented in Figure 2. It consists of seven main steps that are: (1) Identify the centroid, (2) Construct a search region, (3) Identify the overlapping region, (4) Construct the fragments of a search region, (5) Derive non-spatial skylines, (6) Derive spatial skylines, and (7) Derive the final skylines. Step (3) is conducted only when past computed skyline results of the fragments are available. Step (3) and Step (4) are the new steps incorporated into \( RSGU \) [9]. Each of these steps is elaborated in the following subsections.
4.1. Identify the Centroid

When a group of users, \( G_p = \{u_1, u_2, ..., u_p\} \), decided to meet, there must be a point to guide the direction of their movements. In our work, we assume that the group of users will move towards a point that has the tendency to be a center based on the users’ locations. This point is called centroid and is denoted by \( C_{G_p} (x_{G_p}, y_{G_p}) \). The centroid of a given group of users, \( C_{G_p} \), is determined using the following formula [13]:

\[
C_{G_p} (x_{G_p}, y_{G_p}) = \frac{\sum_{i=1}^{n} x_i}{n}, y_{G_p} = \frac{\sum_{i=1}^{n} y_i}{n}
\]  

(1)

where \( x_i \) is the \( x \) coordinate of user \( u_i \) location, \( y_i \) is the \( y \) coordinate of user \( u_i \) location, \( x_{G_p} \) is the average of the \( x \) coordinates of all users in the group \( G_p \), and \( y_{G_p} \) is the average of the \( y \) coordinates of all users in the group \( G_p \). Based on the example given in Table 1(a), the centroid of \( G_a \) is \( C_{G_a} (8, 9.6) \).

4.2. Construct a Search Region

The aim of constructing a search region is to limit the searching space to those spaces in which potential candidate skylines (objects) are derived. Since we are interested with a group of users, thus the searching space should include the regions of interest of all users in the group. This is achieved by: (1) identifying the search region for each user, \( S_{u_i} \) and (ii) identifying the search region given a group of users, \( S_{G_p} \).
4.2.1. **Identify the search region for each user, S\textsubscript{\textit{ui}}**

Since the centroid of a given group of users, say \( C_{G_p} \), which is identified in the previous step does not necessarily contain an object, therefore the nearest object, \( o_n \), to the centroid \( C_{G_p} \) will have to be determined. The nearest object is an object with the shortest Euclidean distance from the centroid, i.e.

\[
\{ o_n | o_n \in O \land \forall o \in O - \{ o_n \} : Ed(C_{G_p}, o_n) < Ed(C_{G_p}, o_i) \}
\]

where \( Ed \) is the Euclidean distance function. Based on the example given in Table 1(a), the nearest object to the centroid of \( G_a \), i.e. \( C_{G_a}(8, 9.6) \), is \( o_8(8, 9.7) \). The search region for a user, \( u_i \), denoted as \( S_{\textit{ui}} \), is the area bounded by a rectangle also known as the minimum bounding rectangle, \( MBR_{\textit{ui}} \). We use the notation \( S_{\textit{ui}} \) to denote the search region of \( u_i \) while \( MBR_{\textit{ui}} \) is used in forming the \( S_{\textit{ui}} \). The distance between a user, \( u_i \), and the nearest object, \( o_n \), denoted by \( R_{\textit{ui}o_n} \), is calculated by the following equation:

\[
R_{\textit{ui}o_n} = \sqrt{(x_{o_n} - x_i)^2 + (y_{o_n} - y_i)^2}(2)
\]

where \( x_i \) is the \( x \) coordinate of user \( u_i \) location, \( y_i \) is the \( y \) coordinate of user \( u_i \) location, \( x_{o_n} \) is the \( x \) coordinate of object \( o_n \) location, and \( y_{o_n} \) is the \( y \) coordinate of object \( o_n \) location. \( AMBR \) is formed based on four vertices as explained in the following: the vertex at the bottom left of the \( MBR \) is denoted by \( bl = (x_{bl}, y_{bl}) \); the vertex at the bottom right of the \( MBR \) is denoted by \( br = (x_{br}, y_{br}) \); the vertex at the top left of the \( MBR \) is denoted by \( tl = (x_{tl}, y_{tl}) \); and the vertex at the top right of the \( MBR \) is denoted by \( tr = (x_{tr}, y_{tr}) \). Figure 3 depicts these notations. These vertices are calculated as follows:

\[
bl = (x_i - R_{\textit{ui}o_n}, y_i - R_{\textit{ui}o_n})
\]

\[
br = (x_i + R_{\textit{ui}o_n}, y_i - R_{\textit{ui}o_n})
\]

\[
 tl = (x_i - R_{\textit{ui}o_n}, y_i + R_{\textit{ui}o_n})
\]

\[
 tr = (x_i + R_{\textit{ui}o_n}, y_i + R_{\textit{ui}o_n})
\]

4.2.2. **Identify the search region given a group of users, S\textsubscript{\textit{Gp}}**

This step is simply achieved by performing union on the search region of each user in the group, i.e. \( S_{G_p} = \bigcup_{i=1}^{p} S_{\textit{ui}} \). An example of a search region \( S_{G_a} = \bigcup_{i=1}^{3} S_{\textit{ui}} \) can be seen in Figure 4.

![Minimum Bounding Rectangle (MBR)](image-url)

**Figure 3. Minimum Bounding Rectangle (MBR)**
4.3. Construct the Fragments of a Search Region

This step partitions the search region of a group of users, $S_{G_p}$, into $m$ fragments (subspaces). Here, the vertices of the MBR associated to each $S_u$ are analyzed and sorted according to the $x$- and $y$-axes. The search region (space) is vertically fragmented based on the $x$-coordinates, while it is horizontally fragmented based on the $y$-coordinates. The $MRBs$ formed within the $S_{G_p}$ are the fragments of the region.

Objects that fall within each fragment are then identified. Given an object, $o_j(x_j, y_j)$, and a fragment, $F_i$, with $bl(x_l, y_b), tr(x_r, y_t)$, the following cases are identified:

(a) If $x_l < x_j < x_r$ and $y_b < y_j < y_t$, then the object $o_j(x_j, y_j)$ is said to fall within the boundary of fragment, $F_i$.

(b) If $x_j = x_l$ or $x_j = x_r$ or $y_j = y_b$ or $y_j = y_t$, then the object $o_j(x_j, y_j)$ is said to intersect with the boundary of fragment, $F_i$.

(c) Objects that do not meet the above two cases are objects that are outside the boundary of fragment, $F_i$.

Further, utilizing the non-spatial dominance testing given in Definition 8, an extension to the Definition 4, over the objects that satisfy the cases (a) or (b) above, denoted by $O_{F_i}$, the non-spatial candidate skylines of a fragment are determined, $CS_{nsF_i}$, as defined by Definition 9.

Definition 8 Non-spatial Dominance of the Fragment $F_i$: Given two objects $o_i = (s_i, ns_i) \in O_{F_i}$ and $o_j = (s_j, ns_j) \in O_{F_i}$ where $i \neq j$, $o_i$ is said to non-spatially dominate $o_j$ (denoted by $o_i <_{ns} o_j$) if and only if $o_i$ is no worse than (in this definition, greater value is preferable) $o_j$ in all the non-spatial attributes, $A_N$. This is formally written as follows: $o_i <_{ns} o_j$ if and only if $\forall d_k \in A_N, o_i[d_k] \geq o_j[d_k] \land \exists d_l \in A_N, o_i[d_l] > o_j[d_l]$.

Definition 9 Candidate Skylines of the Fragment $F_i$: An object $o_i \in O_{F_i}$ in a space $F_i$ is a non-spatial candidate skyline of $F_i$ if there are no other objects $o_j \in O_{F_i}$ in the space $F_i$ where $i \neq j$ that non-spatially dominates $o_i$.

This will avoid rescanning the objects of the region and repeating the process of pairwise comparisons among the objects during the computation of subsequent skyline queries. Figure 5 presents...
sents the fragments constructed based on the $S_Ga$ given in Figure 4. The $x$-coordinates = {-5.6, 0, 5.3, 6.3, 9.6, 9.7, 22.7} and $y$-coordinates = {-2.6, 0, 6.3, 7.3, 9.7, 12.6, 24.7}. Altogether there are 28 fragments; some samples are given in Table 3.

![Figure 5](image)

Table 3. Sample of fragments and their associated candidate skylines

<table>
<thead>
<tr>
<th>$x$ Coordinate ($x_l, x_r$)</th>
<th>$y$ Coordinate ($y_b, y_t$)</th>
<th>$bl(x_l, y_b)$</th>
<th>$br(x_r, y_b)$</th>
<th>$tl(x_l, y_t)$</th>
<th>$tr(x_r, y_t)$</th>
<th>Fragment, $F_i$</th>
<th>Objects, $C_{SNSF_i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.6, 0</td>
<td>-2.6, 0</td>
<td>-5.6, -2.6</td>
<td>0, -2.6</td>
<td>-5.6, 0</td>
<td>0, 0</td>
<td>$F_1$</td>
<td>$o_{38}$, $o_{38}$</td>
</tr>
<tr>
<td>0, 5.3</td>
<td>-2.6, 0</td>
<td>0, -2.6</td>
<td>5.3, -2.6</td>
<td>0, 5.3</td>
<td>$F_2$</td>
<td>$o_{45}$, $o_{45}$</td>
<td></td>
</tr>
<tr>
<td>5.3, 6.3</td>
<td>-2.6, 0</td>
<td>5.3, -2.6</td>
<td>6.3, -2.6</td>
<td>5.3, 0</td>
<td>$F_3$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6.3, 9.6</td>
<td>-2.6, 0</td>
<td>6.3, -2.6</td>
<td>9.6, -2.6</td>
<td>6.3, 0</td>
<td>$F_4$</td>
<td>$o_{42}$, $o_{62}$</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>0, 5.3</td>
<td>0, 6.3</td>
<td>0, 6.3</td>
<td>5.3, 0</td>
<td>5.3, 6.3</td>
<td>$F_6$</td>
<td>$o_{18}, o_{20}, o_{3}$</td>
<td>$o_{18}, o_{3}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9.7, 22.7</td>
<td>7.3, 24.7</td>
<td>9.7, 7.3</td>
<td>22.7, 7.3</td>
<td>9.7, 24.7</td>
<td>$F_{28}$</td>
<td>$o_{26}, o_{27}, o_{29}, o_{30}, o_{31}, o_{32}, o_{33}, o_{40}$</td>
<td>$o_{29}, o_{32}$</td>
</tr>
</tbody>
</table>

4.4. Derive Non-Spatial Skylines

This step performs the non-spatial dominance testing given in Definition 8 towards the $CS_{NSF_i}$ lists derived in the previous step to generate the non-spatial skylines of a given group of users. In other words, the pair wise comparisons are only performed between objects that are the candidate skylines of a fragment. The objects that non-spatially dominate the other objects, given the $CS_{NSF_i}$ lists where $i = \{1, 2, \ldots, 28\}$ in Table 3 are $o_{18}$ and $o_{20}$, thus $Sky_{NSF_{o_{18}}} = \{o_{18}, o_{20}\}$. 
4.5. Derive Spatial Skylines

This step applies the spatial dominance testing given in Definition 5 towards the $CS_{nsFl}$ lists. It calculates the distance between each object and each user as well as the sum of the distances ($Sum\ Distance$). The sequence of comparisons between these objects is based on the lowest value of $Sum\ Distance$. An example is shown in Table 4; $o_8$ will be the first object selected which is then followed by $o_7$. The objects that spatially dominate the other objects, given the $CS_{nsFl}$ lists in Table 3 are as listed in $Sky_{Sa} = \{o_2, o_5, o_6, o_7, o_8, o_9, o_{20}, o_{25}, o_{26}, o_{32}, o_{40}\}$.

Table 4. The distance and sum distance of each object in $CS_{nsr}$

<table>
<thead>
<tr>
<th>Restaurant</th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>Sum Distance</th>
<th>Restaurant</th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>Sum Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$o_1$</td>
<td>7.81</td>
<td>17.69</td>
<td>2</td>
<td>27.5</td>
<td>$o_27$</td>
<td>13.41</td>
<td>6.32</td>
<td>20.12</td>
<td>39.85</td>
</tr>
<tr>
<td>$o_2$</td>
<td>6.4</td>
<td>16.27</td>
<td>1.41</td>
<td>24.08</td>
<td>$o_{29}$</td>
<td>18.38</td>
<td>8.6</td>
<td>24.83</td>
<td>51.81</td>
</tr>
<tr>
<td>$o_3$</td>
<td>8.6</td>
<td>18.6</td>
<td>4.12</td>
<td>31.32</td>
<td>$o_{30}$</td>
<td>18.6</td>
<td>7.61</td>
<td>23.43</td>
<td>49.64</td>
</tr>
<tr>
<td>$o_4$</td>
<td>6.37</td>
<td>15.92</td>
<td>5.99</td>
<td>28.28</td>
<td>$o_{31}$</td>
<td>13.41</td>
<td>4</td>
<td>19.2</td>
<td>36.61</td>
</tr>
<tr>
<td>$o_5$</td>
<td>3.6</td>
<td>13.6</td>
<td>4</td>
<td>21.2</td>
<td>$o_{32}$</td>
<td>11.18</td>
<td>2.23</td>
<td>17.02</td>
<td>30.43</td>
</tr>
<tr>
<td>$o_6$</td>
<td>1.41</td>
<td>11.4</td>
<td>5.38</td>
<td>18.19</td>
<td>$o_{33}$</td>
<td>11.18</td>
<td>5</td>
<td>16.12</td>
<td>32.3</td>
</tr>
<tr>
<td>$o_7$</td>
<td>1</td>
<td>9.43</td>
<td>7.61</td>
<td>18.04</td>
<td>$o_{36}$</td>
<td>12.04</td>
<td>8.06</td>
<td>15.81</td>
<td>35.91</td>
</tr>
<tr>
<td>$o_8$</td>
<td>1.7</td>
<td>8.7</td>
<td>7.62</td>
<td>18.02</td>
<td>$o_{38}$</td>
<td>14.21</td>
<td>24.04</td>
<td>7.81</td>
<td>46.06</td>
</tr>
<tr>
<td>$o_9$</td>
<td>3.16</td>
<td>8.6</td>
<td>7.81</td>
<td>19.57</td>
<td>$o_{39}$</td>
<td>9.05</td>
<td>17.49</td>
<td>3.6</td>
<td>30.14</td>
</tr>
<tr>
<td>$o_{18}$</td>
<td>8</td>
<td>8.24</td>
<td>14.31</td>
<td>30.55</td>
<td>$o_{40}$</td>
<td>5.5</td>
<td>4.76</td>
<td>11.52</td>
<td>21.78</td>
</tr>
<tr>
<td>$o_{19}$</td>
<td>6.32</td>
<td>6</td>
<td>13</td>
<td>25.32</td>
<td>$o_{41}$</td>
<td>12.64</td>
<td>21.63</td>
<td>6.08</td>
<td>40.35</td>
</tr>
<tr>
<td>$o_{20}$</td>
<td>3.44</td>
<td>6.97</td>
<td>10.15</td>
<td>20.56</td>
<td>$o_{42}$</td>
<td>10</td>
<td>18.97</td>
<td>9.21</td>
<td>38.18</td>
</tr>
<tr>
<td>$o_{21}$</td>
<td>4.47</td>
<td>11.66</td>
<td>5.38</td>
<td>21.51</td>
<td>$o_{43}$</td>
<td>10</td>
<td>6.32</td>
<td>14.31</td>
<td>30.63</td>
</tr>
<tr>
<td>$o_{22}$</td>
<td>7.21</td>
<td>12.64</td>
<td>7</td>
<td>26.85</td>
<td>$o_{44}$</td>
<td>10.19</td>
<td>17.08</td>
<td>6.4</td>
<td>33.67</td>
</tr>
<tr>
<td>$o_{25}$</td>
<td>5.09</td>
<td>7.61</td>
<td>9.43</td>
<td>22.13</td>
<td>$o_{45}$</td>
<td>8.6</td>
<td>20.24</td>
<td>6.08</td>
<td>34.92</td>
</tr>
<tr>
<td>$o_{26}$</td>
<td>10.63</td>
<td>2.23</td>
<td>17.2</td>
<td>30.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.6. Derive the Final Skylines

This is the final step that combines the results produced in the steps presented in subsections 4.4 and 4.5 above. Based on Definition 7, the final skylines for a given group $G_i$ is given by, $Sky_{G_i} = Sky_{nsr} \cup Sky_{Sgi}$. Thus, the final skylines for the group $G_a$, $Sky_{Ga} = \{o_2, o_5, o_6, o_7, o_8, o_9, o_{18}, o_{20}, o_{25}, o_{26}, o_{32}, o_{40}\}$.

4.7. Identify the Overlapping Region

This step constructs the overlapping region, $OR$, between the search regions of two groups of users, say $G_i$ and $G_j$. We assume that the results of the skyline queries of a group of users, say $G_i$, have been derived. Thus, the overlapping region indicates that the region has been scanned and it is unwise to scan it again. Figure 6 shows two search regions, $S_{Ga}$, the polygon with black border line and $S_{Gb}$, the polygon with red border line which represent the search region of group $G_a$ and group $G_b$, respectively.
To identify the overlapping region, the following steps are performed:

(1) Get the polygon’s vertices of $S_{G_i}$. Based on our example, $S_{G_a} = \{p_1, p_2, p_3, p_4, p_5, p_6, p_7, p_8, p_9, p_{10}\}$. Note that for simplicity, we omit the coordinates of the vertices.

(2) Get the polygon’s vertices of $S_{G_j}$. Based on our example, $S_{G_b} = \{q_1, q_2, q_3, q_4, q_5, q_6, q_7, q_8\}$.

(3) Get the vertices of $S_{G_i}$ that are also in $S_{G_j}$. Based on our example, $I_{G_a-G_b} = \{p_3, p_4, p_5, p_6\}$.

(4) Get the vertices of $S_{G_j}$ that are also in $S_{G_i}$. Based on our example, $I_{G_b-G_a} = \{q_1, q_6, q_7\}$.

(5) Get the coordinates where the edges of $S_{G_i}$ and $S_{G_j}$ meet. Based on our example, $H = \{h_1(9.6, 1.8), h_2(11.2, 7.3), h_3(22.7, 17), h_4(5.3, 14.2), h_5(-1.2, 12.6)\}$.

(6) The overlapping region, $O_R$, is defined as a polygon derived based on the following cases: $I_{G_a-G_b} \cup I_{G_b-G_a} \cup H$. Based on our example, $O_R = \{h_1, p_3, p_4, p_5, h_2, p_6, h_3, q_6, q_7, h_4, p_9, h_5, q_1\}$.

Once the $O_R$ has been defined, the fragments derived in the earlier step are analysed. Those fragments that fall within the $O_R$ are retrieved together with their candidate skylines, $CS_{O_R}$. Hence, scanning this area is no longer necessary. While for the non-overlapping area, denoted as $\neg O_R$, the following steps as discussed above will be conducted: (4) Construct the fragments of the non-overlapping region, i.e. $\neg O_R = S_{G_i} - O_R$ (5 and 6) Derive non-spatial skylines and spatial skylines, respectively by considering both the lists $CS_{O_R}$ and $CS_{\neg O_R}$, and (7) Derive the final skylines.

5. Performance Evaluation

In this section, we present the initial results of the experiments that we have conducted. The experiments are conducted on a PC with Intel core™ i7 processor, 2.50 GHz CPU, 16GB main memory, and 900GB hard disk. We used both real and synthetic datasets. The real dataset is obtained from median of each road line fragment data of Long Beach from the TIGER database [28]. The dataset contains 50,747 points standardised in $[0, 1000] \times [0, 1000]$ space. We used synthetic dataset consisting of 100 points with different densities standardised in $[0, 1000] \times [0, 1000]$ space. The density in synthetic dataset and real dataset of TIGER database is based on the number of point’s falls into one square unit in normal. We ran our proposed framework, RSGU, SGMU
[9], and VR algorithm [19] using randomly selected user points and objects in each dataset. Each dataset contains a spatial attribute and two non-spatial attributes. Three experiments have been conducted as elaborated below.

**Effect of number of users in a group** – Figure 7 presents the experimental results of RSGU, SGMU [9], and VR algorithm [19] for both the (a) syntactic dataset and (b) real dataset with respect to the CPU time when the number of users in a group is varied. In this experiment we varied the number of users in a group from 4 to 25 while the number of objects is fixed to 100 and 50000, respectively with 32 number of groups of users, and 50% of overlapping region. It is obvious, when the number of users in a group increases, the CPU time also increases. Nonetheless, our proposed framework, RSGU, outperforms both the SGMU and VR algorithm; while SGMU is better than VR algorithm.

![Figure 7](image)

Figure 7. CPU time with varying number of users in a group over (a) synthetic dataset and (b) real dataset

**Effect of number of groups** – Figure 8 presents the experimental results of RSGU, SGMU [9], and VR algorithm [19] for both the (a) syntactic dataset and (b) real dataset with respect to the CPU time when the number of groups is varied. In this experiment, the number of users in a group is fixed to 10, the number of objects is fixed to 100 and 50000, respectively with 50% of overlapping region while the number of groups of users is varied from 2 to 32. It is obvious that when the number of groups increases, the CPU time also increases. Nevertheless, our proposed framework, RSGU, outperforms both the SGMU and VR algorithm; while SGMU is better than VR algorithm.

![Figure 8](image)
Figure 8. CPU time with varying number of groups of users over (a) synthetic dataset (b) real database

**Effect of percentage of overlapping area** – Figure 9 presents the experimental results of RSGU for both the (a) syntactic dataset and (b) real dataset with respect to the CPU time when the percentage of overlapping area is varied. In this experiment, we did not compare with the SGMU and VR algorithms as determining the overlapping area is not considered in these algorithms. Here, in this experiment, the number of users is fixed to 10, the number of group of users is fixed to 16, the number of objects is fixed to 100 and 50000, respectively, while the percentage of overlapping region is varied from 0 to 100 for both datasets. It is obvious that when the percentage of overlapping region increases, the CPU time decreases for both the syntactic and real datasets.

Figure 9. CPU time with varying percentage of overlapping region over (a) synthetic dataset and (b) real dataset

From these experiments, we can conclude that our proposed framework, RSGU, achieved lower CPU time as compared to our previous solution, SGMU, and the VR algorithm, even when the number of users in a group and the number of groups increase, while the CPU time decreases when the percentage of overlapping region increases. This shows that the fragmentation strategy proposed in our solution, RSGU, has significantly reduced the CPU time needed in the computation of subsequent skyline queries of a group of users.
6. CONCLUSION

This paper presents our proposed framework, RSGU, which aims at deriving skylines for groups of users by avoiding the unnecessary computation of skylines. Our initial results show that the performance of our proposed framework with respect to CPU time is better compared to [9] and [19]. As future works, we attempt to (1) organise the fragments in a hierarchy [7] so that the scanning time taken to search for the fragments that overlap with the region of a group of users under consideration can be reduced and (2) enhance our framework to identify skylines not only based on the spatial and non-spatial attributes of an object but also the closeness of the object to other interesting objects in the area. This would give more benefit to the users, since they might want to visit a place where there are several other interesting places nearby.

ACKNOWLEDGEMENTS

This work was supported by the Ministry of Higher Education Malaysia under the Fundamental Research Grant Scheme (FRGS/1/2016/ICT04/UPM/01/2) and the Universiti Putra Malaysia. All opinions, findings, conclusions and recommendations in this paper are those of the authors and do not necessarily reflect the views of the funding agencies.

REFERENCES


© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons Attribution (CC BY) license.
Research on Task Scheduling Strategy Based on the Trustworthiness of MapReduce

Qin Jun¹, ², Song Yanyan³ and Zong Ping⁴, ⁵

¹Communication University of China, Nanjing, China
²Nanjing University of Posts and Telecommunications, China
³Communication University of China, Nanjing, China
⁴Nanjing University of Science and Technology Zijin College, China
⁵Nanjing University of Posts and Telecommunications, China

ABSTRACT

With the rapid development and popularization of information technology, cloud computing technology provides a good environment for solving massive data processing. Hadoop is an open-source implementation of MapReduce and has the ability to process large amounts of data. Aiming at the shortcomings of the fault-tolerant technology in the MapReduce programming model, this paper proposes a reliability task scheduling strategy that introduces a failure recovery mechanism, evaluates the trustworthiness of resource nodes in the cloud environment, establishes a trustworthiness model, and avoids task allocation to low reliability nodes, causing the task to be re-executed, wasting time and resources. Finally, the simulation platform CloudSim verifies the validity and stability of the task scheduling algorithm and scheduling model proposed in this paper.
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1. INTRODUCTION

With the extensive use of Internet, e-commerce and other application technologies, how to use data analysis technology to extract resources with commercial and application value from massive data resources is a problem worthy of in-depth study. MapReduce programming model is distinguished by its advantages of good scalability, fault tolerance and large-scale parallel processing, and has become the key technology of big data processing and analysis [1]. Google company proposed to use MapReduce programming model to deal with parallel computing of large-scale data sets. MapReduce uses the design ideas of functional programming language and vector programming language for reference, and proposes a simple parallel programming method, which realizes basic parallel computing tasks by using map and reduce function programming. MapReduce distributes the task of large-scale dataset operation to each sub node under the management of the master node to complete together, and then obtains the final result by integrating the intermediate results of each sub node, so as to realize the reliable execution and fault tolerance mechanism of the task [2].

One of the purposes of MapReduce programming model design [3,4] is to use a large number of working nodes to process massive amounts of data, so MapReduce must be able to quickly
handle failed machines [5]. In the MapReduce programming model, the Job Tracker node periodically pings each Task Tracker node. If the Task Tracker node does not respond within a specified time, the node will be marked as invalid. All tasks completed on the failed node will be set to an unexecuted state and assigned to be executed again on other Task Tracker nodes.

This paper makes the following assumptions about the cloud environment platform:

1. The cloud environment platform is heterogeneous.
2. All nodes in a heterogeneous platform have and only have two working states: normal operation state and failure state. When a node fails, it is in a failed state.
3. The failure state of any node has nothing to do with other nodes and will not affect other nodes in a normal state.
4. If a node is in an idle state when it fails, the node will be replaced by another node in the standby state, which does not affect the schedulability of the task. If there are tasks being executed on the failed node, the failure recovery mechanism and replacement mechanism will be used to ensure that the node is restored to a normal operating state.

2. RELIABILITY TASK SCHEDULING STRATEGY WITH INTRODUCTION OF FAILURE RECOVERY MECHANISM

Trustworthiness is a parameter to evaluate the reliability of a system or product [6,7]. Here reliability means that a certain system or product is trustworthy or trustworthy. Usually, trustworthiness metrics are as follows.

(1) Trustworthiness

Trustworthiness refers to the probability that the system completes the specified task within a specified time t according to user requirements. It is expressed as a time function:

$$ R(t) = P(T > t) 0 < t < \infty $$

T represents the working time before the failure. Untrustworthiness and trustworthiness have a complementary relationship. Untrustworthiness is also called failure probability. Failure probability F is also a function of time.

$$ F(t) = P(t < T) 0 < t < \infty $$

$$ F(t) = 1 - R(t) $$

(2) Failure rate

The failure rate refers to the probability that the product or system has not failed at the moment of work until the time t, and the system will fail in the next unit time after the time t.

Assuming that the failure rate of a system or product obeys an exponential distribution, the relationship between trustworthiness and failure rate is:

$$ R(t) = e^{-\lambda t} $$
(3) Mean Time to Failure (MTTF)

Suppose that under the same test conditions, there are N irreparable systems or products whose failure time is:

\[ MTTF = \frac{1}{N} \sum_{i=1}^{N} t_i \]

For some systems or products that fail to be repaired, the average time before failure is their average lifespan. If the probability of system failure obeys an exponential distribution, there is

\[ MTTF = \int_{0}^{\infty} e^{-\lambda t} \, dt = \frac{1}{\lambda} \]

(4) Mean Time Between Failures, MTBF

The mean time between failures refers to how long the system or product runs on average before a failure occurs. The continuous time of each work is calculated as \( t_1, t_2, \ldots, t_N \), and the mean time between failures is:

\[ MTBF = \frac{1}{N} \sum_{i=1}^{N} t_i \]

(5) Mean Time To Repair (MTTR)

The average repair time refers to the average repair time of a system or product that can be repaired. The repair time of a system or product is not a certain time. Assuming the repair rate is \( \mu \), and obeys the exponential distribution, the average repair time can be expressed as:

\[ MTTR(t) = \int_{0}^{\infty} t e^{-\mu t} \, dt = \frac{1}{\mu} \]

The task scheduling strategy that aims at maximizing the reliability of task scheduling and minimizing the total response time of the task is a common task scheduling model in the cloud environment [8].

Definition 1: Node model. Assuming that the nodes in the cloud environment are heterogeneous, there are differences in the performance of each node \( N_j \) in \( N \). The node model to be studied is described as an undirected graph \( G(T, E) \), the node set: \( N = \{N_1, N_2, \ldots, N_m\} \), \( m \) is the number of nodes, \( E \) represents the edge set of the graph, and mainly represents the number of nodes Interrelationships. Expressed by an \( n \times m \) matrix \( RT \), \( RT_{ij} \) represents the running time of task \( i \) on node \( j \). A matrix \( TI \) of order \( m \times m \) is used to represent the communication volume between nodes, where the communication volume between node \( a \) and node \( b \) is represented as \( TI_{ab} \). In the undirected graph \( G(T, E) \), the virtual machines are independent of each other and have no dependencies.

Definition 2: Task response time \( T_{rf} \). It mainly includes task waiting time \( WT_{rf} \), task transmission time \( CT_{rf} \), and task execution time \( RT_{rf} \).
The time when all tasks are completed, we use $ST$ to indicate.

$$ST = \max_i T_{ij}$$

Definition 3: Trustworthiness. The trustworthiness of the node is mainly considered from the two aspects of node failure rate and failure repair rate [9]. The failure of the node is mainly the communication link between the node and the node and whether the node itself fails. Assuming that the probability of node failure and the probability of failure of the communication link between nodes obey the Poisson distribution with parameters $\sigma$ and $\xi$ respectively, the probability of node failure $p$ times within the time interval $[0, t]$ is the same. It can be seen that the communication link failure probability $\lambda_p(t) = e^{-\sigma t}/p!$ within the time interval $[0, t]$. Assume that the probability of a node failure and recoverable obeys the Poisson distribution with parameter $\theta_p(t) = e^{-\xi t}/p!$, where the communication link cannot be recovered when the communication link fails. Assume the probability $\mu_p(t) = e^{-\xi t}/p!$ that the node is repaired $p$ times in the time interval $[0, t]$.

Define $P_j(t)$ as the probability that there is no failure (ie $p=0$) on node $j$ in the time interval $[0, t]$, and its probability value is

$$P_j(t) = e^{-\sigma_j t} = e^{-\sigma_j RT_{ij}}$$

Define $C_{j}(t)$ as the probability of no failure (ie $p=0$) on the communication link between node $a$ and node $b$ in the time interval $[0, t]$, and its probability value is

$$P_j(t) = e^{-\xi t} = e^{-\xi_{ab} T_{ab}/Net_{ab}}$$

In equation 4, $T_{ab}/Net_{ab}$ represents the communication time between nodes on the communication link.

Define the probability that $R_{ij}(t)$ does not repair on node $j$ in the time interval $[0, t]$ (ie $p=0$), and its probability value is

$$R_{ij}(t) = e^{-\sigma} = e^{-\sigma_{ij}, RT_{ij}}$$

According to the above introduction, the probability of node $j$ completing task $i$ is $K_{ij}$

$$K_{ij} = P_{ij} \times C_{ij} \times R_{ij} = e^{-\sigma_{ij}, RT_{ij}} \times e^{-\xi_{ij} T_{ab}/Net_{ab}} \times e^{-\xi, RT_{ij}} = e^{-\sigma_{ij}, RT_{ij} - \xi_{ij} T_{ab}/Net_{ab} + \xi, RT_{ij}}$$

In order to improve the parallelism of the application, a job is often divided into multiple tasks and executed in parallel on multiple nodes at the same time. A task is executed on only one node. When all tasks return the task execution results, it indicates that the job is successfully completed. Assuming that $N(j)$ is the set of nodes performing the task, the reliability of the task can be expressed as

$$Trust(N) = \prod_{i=1}^{n} \prod_{j=1}^{m} K_{ij} = \prod_{i=1}^{n} \prod_{j=1}^{m} e^{-\sigma_{ij}, RT_{ij} + \xi_{ij} T_{ab}/Net_{ab} + \xi, RT_{ij}} = \prod_{i=1}^{n} \prod_{j=1}^{m} e^{\text{trust}_{ij}}$$
According to formula 2 and formula 7, in order to maximize the reliability of the scheduling strategy and minimize the total response time of the task, the objective function is set as formula 8.

\[
\min F = -x \ln(\text{Trust}(N)) + ST
\]  

(8)

Since the value of the total response time of the task is larger than the value range of the reliability, \( x \) can be used as a scale factor to coordinate the proportion of reliability and time cost to prevent the time cost from controlling the objective function value.

### 3. Reliability Task Scheduling Algorithm Introducing Failure Recovery Mechanism

Aiming at the task scheduling problem in the cloud environment, the trust evaluation model considering the failure recovery mechanism is introduced into the ant colony simulated annealing algorithm, and the ant colony simulated annealing algorithm considering the failure recovery mechanism is proposed.

This paper proposes an ant colony algorithm based on SA (Ant Colony Optimization Simulated Annealing, ACOSA) [10]. Its principle is to find the local optimal task scheduling solution for tasks \( T_i \) and node \( N_j \) through ACO, and then use SA for local optimization. Thereby assigning tasks to appropriate heterogeneous resource nodes for execution. Among them, ACO sets the initial pheromone concentration to a constant before the ant searches, which will increase the ant’s search space:

\[
\tau_j(0) = \epsilon
\]

With the increase of time, the concentration of pheromone becomes higher and higher, and the ant can choose the appropriate path according to the concentration of the pheromone on the path that the ant walked last time.

When the task is scheduled to be executed on the resource node, the trustworthiness reflects the reliability of the service provided by the target resource node. The ACOSA algorithm fully considers the heterogeneous characteristics of resource nodes but does not consider the impact of the trustworthiness of the resource nodes on the task scheduling results. For this reason, we take the maximization of credibility and the minimization of time cost as the objective function, and the Function as a heuristic function of ACO.

\[
\eta_{ij} = \frac{1}{-x \ln(K_{ij}) + RT_{ij}}
\]

In the actual cloud environment, when a node fails, the tasks assigned to the node will often be re-executed. The advantage of introducing a failure recovery mechanism is that for those failures that can be recovered, the node can recover the tasks that have stopped executing by running the failure recovery program.

**Execution steps based on reliability task scheduling strategy:**

1. **Initialization parameters.** Set the initial temperature \( T_{\text{max}} \), the maximum number of iterations \( \text{Ite}_{\text{max}} \), and the initial pheromone \( \tau_{ij} \).
Construct a feasible solution. Ant j selects the appropriate node according to the selection migration rule, adds the selected node to the taboo table, and instructs all tasks to be allocated to appropriate node resources.

(3) Update pheromone. When all ants complete the path search, a local optimal solution is generated, and the local optimal solution is used to update the local pheromone.

(4) SA performs partial optimization. According to the local optimal solution obtained by ACO, use SA to optimize the local optimal solution to obtain a new solution.

(5) Metropolis guidelines. According to Metropolis criterion, judge whether the new solution constructed by SA will be accepted.

(6) Termination criteria. Cool down the current temperature and determine whether the termination criterion is met. If it is met, execute (7), otherwise return to (4).

(7) Global pheromone update. Update the global pheromone according to the candidate solution generated by SA, the number of iterations is increased by 1. If the number of iterations is greater than Iter\text{max}, all steps are terminated, otherwise, return to (2).

4. Simulation

In the simulation experiment, the influence of the failure recovery mechanism and its parameters on the evaluation of the trustworthiness of the resource node is discussed, and the performance of the algorithms is compared in the case of different nodes and the number of tasks.

The experimental environment parameters are set as follows: task Rcc is 0.1, 1, 10 respectively; the number of tasks is 100, the number of nodes is 20, and the number of communication links is 20. Set up two kinds of nodes with low trustworthiness, which account for 20% and 30% of the total number of nodes respectively, and the probability of execution failure of the two types of nodes is 80% and 50% respectively. The experimental results are shown in Figure 1.

Figure 1. Task execution success rate under different failure recovery rates (without limiting the maximum number of recovery times)

It can be seen from Figure 1 that when there is no failure recovery mechanism (that is, uk=0), the probability of successful completion of the three types of tasks is relatively low. As the failure recovery rate uk increases, the probability of successful execution of the three types of tasks slowly increases. When uk is 1, the probability of successful task execution does not reach 100%. This is because although recoverable failures can be recovered through the application, some failures are not recoverable. The two curves with Rcc of 0.1 and 10 in Figure 1 represent calculation-intensive tasks and communication-intensive tasks, respectively. The communication-
intensive tasks use the communication link for a relatively long time, and the probability of communication link failure is calculated. Intensive tasks are high. Since communication link failures are unrecoverable, the probability of successful completion of communication-intensive tasks is greater than that of computationally-intensive tasks.

In order to study the effect of failure recovery rate on task execution time, this article conducted experiments on three different types of tasks, and the experimental results are shown in Figure 2.

![Figure 2. Task completion time corresponding to different failure rates](image_url)

It can be seen from Figure 2 that different failure recovery rates correspond to different task execution times. As the failure recovery rate increases, the task completion time also gradually increases. This is because the service overhead generated during the failure recovery process causes the task execution time to increase. In an ideal situation, the node has no failure $u_k=0$, all tasks can be successfully executed according to the assigned node, and the task completion time is the shortest. In Figure 2, when the failure recovery rate is less than 0.6, the task completion time increases slowly, but when the failure recovery rate exceeds 0.6, the task completion time increases sharply. This is because the failure recovery time will increase when the node fails to recover. Frequent failure recovery will increase the task completion time. It can be seen that choosing an appropriate failure recovery rate has an important impact on the task completion time.

Experiments have proved that the introduction of a failure recovery mechanism does increase the probability of successful task execution, indicating that the failure recovery mechanism is effective, but time and resource overhead will also be incurred during the failure recovery process, so we have to choose an appropriate failure recovery probability. In the case of comparing the number of different tasks, compare the task execution success rate and the value of the objective function. Compare the FCFS algorithm (First Come First Service, FCFS) and ACOSA algorithm, where the failure recovery rate $u_k$ is set to 0.6.

Figures 3 and Figures 4 respectively show different task execution success rates corresponding to different task numbers and the objective function values corresponding to different tasks.

It can be seen from Figure 3 that when the number of tasks gradually increases, the task execution success rate of the FCFS algorithm and the ACOSA algorithm is gradually decreasing, but the task execution success rate of the ACOSA algorithm with the introduction of a failure
recovery mechanism is significantly higher than that of the FCFS algorithm.

It can be seen from Figure 4 that the task completion time of the ACOSA algorithm with the introduction of the failure recovery mechanism is shorter than the task completion time of the FCFS algorithm, which proves that the introduction of the failure recovery mechanism can not only improve the execution success rate of the task, but also select the appropriate failure recovery. The performance of the ACOSA algorithm with the introduction of a failure recovery mechanism is better than that of the FCFS algorithm in the case of low rate.

5. CONCLUSION

A cluster composed of a large number of resource nodes in a cloud environment has the characteristics of heterogeneity, dynamics, and uncertainty. Reliability refers to the probability that a task submitted by a user is successfully completed. In a cloud environment with a large number of resource nodes, node failure events are inevitable. Aiming at the defects of the MapReduce fault tolerance mechanism, this paper proposes a reliability task scheduling strategy that introduces a failure recovery mechanism to evaluate the trustworthiness of resource nodes in the cloud environment. Establish a trustworthiness model to avoid assigning tasks to nodes with low reliability, causing tasks to be re-executed, and wasting time and resources. Finally, the
simulation platform CloudSim verifies the validity and stability of the task scheduling algorithm and scheduling model proposed in this paper.
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ABSTRACT

COVID-19 has drastically affected the entire nation. This study involved collecting tweets and analyzing the COVID tweets for August 2020. The aim was to understand whether people have expressed sentiments related to COVID-19 across all the states of the United States and find any correlation between the sentiment tweets and the number of actual cases reported. Around 400,000 COVID-19 Twitter data was collected for August 2020 from the primary Twitter database. A simple NLP-based unigram sentiment analyser, a novel approach different from the traditional machine learning approach, was adopted to identify twitter sentiments. The results indicate that tweets related to COVID demonstrate the two types of sentiments, one related to the deaths and the other about the COVID symptoms.

Furthermore, the results show that the sentiments for each category vary from State to State. For example, states of New York, California, Texas are higher tweets sentiments regarding expressing death sentiment, and states of New York, California, Nevada, are higher regarding sentiments of expressing COVID-19 symptoms with an accuracy of 83%. As a part of the research, a new sentiment scorecard was created to provide a sentiment score based on the sentiments of the tweets expressed to the actual reported death cases. The sentiment scores for the 'symptoms' class are higher for Maryland, New Jersey, and Oregon, whereas sentiment scores for the 'death' class are higher for Virginia, Delaware, and Hawaii. These sentiment scores indicate that the Twitter users of these states are actively tweeting about symptoms and deaths even though the actual reported cases are less in these states. The analysis results also found no or little correlation between the COVID Tweets and the number of COVID death cases reported across all the states.

KEYWORDS

COVID 19, Twitter Behaviour, Twitter Analytics, Sentiment Analysis, Big Data Analytics, Business Analytics.

1. INTRODUCTION

Social media has changed the way people communicate and propagate information. Social media promotes individuals to connect with their friends and families and share pictures, videos, and their thoughts about the day-to-day activities, including experiences of using a product, services, latest news, or any other important information within their social network [5]. Over the last decade, social media also played an essential role in creating awareness and knowledge about public events, science & technology, world politics, and even public health.

On December 31, 2019, an outbreak of a new virus, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), coronavirus disease 2019 (COVID-2019), was announced by the Wuhan Municipal Health Commission. As of October 25, 2020, the virus resulted in total...
confirmed cases of 42.6 Million and more than 1.15 million deaths. According to the available statistics, 80% of COVID-19 infections are mild, 15% are severe, and 5% are critical (Coronavirus Resource Center, 2020). Within weeks of the announcement of COVID-19, information started spreading on social media platforms. People started talking about the diseases, precautions to be taken care of, number of cases, number of deaths, symptoms, isolations, quarantine, travel information, and other relevant data about the diseases, which created awareness among people also created panic. Further, COVID-19 itself caused several fake claims about the disease, as well as spreading racism instead of making use of social media for the good cause [6, 2]. Therefore, social media played an important role during the health crisis communications and changed the tourists risks perception [11].

Researchers have considered Twitter as an informational media and a popular microblogging platform among many social network platforms because of its ease and instantaneous reach to millions. Messages can be written to the point, crisp, and within a limited number of words and convey your points across to millions almost immediately [5]. Twitter is a micro-blogging site founded in 2006. It allows people to post their thoughts in a text from using just 140 characters. These posts are popularly known as tweets, which may include texts, and URLs. Today, Twitter has more than 600 million users [8]. Every three days, a billion tweets are being sent which reaches millions of people [8]. People use Twitter to track news, find out what others are talking about, the latest in politics, technology, events around your city, the latest phone or gadget, jobs in your area, and find out what people are talking about the latest movies. Twitter allows sharing the latest information, news, and ideas and solicits suggestions or ideas instantaneously across the globe unlike ever before. Some users may be active listeners, and some may be actively participating and exchanging information. Tweets may also contain people's opinions, views, or experiences and these tweets are available to the public [7]. Though the authenticity and meaning of the message may sometimes create confusion and conflicts due to the messages' unfriendly and short characters, it is still a popular medium.

Sentiment analysis is the process of detecting sentiments expressed in a given text [12]. The sentiments can be found in customer feedback, reviews, or critiques in different forums. The sentiment analysis aims to determine an author's attitude concerning a given topic. Under conventional circumstances, it is challenging to find out why a consumer did not buy a product, but with the help of sentiment analysis tools, it becomes easier to find out the reasons and logic behind a customer not purchasing the product [12, 3]. Apart from product and marketing, sentiment analysis is useful in areas such as politics, sociology, and psychology.

In this paper, we analyze how people used Twitter, as a social media, to convey messages related to COVID during the pandemic time. The tweets are extracted across all states within the United States during August 2020. Analysis was carried out to see whether these messages carry any sentiments related to COVID, such as symptoms, deaths, or just information. Further, a correlation with the actual number of cases was also carried out. The following sections describe the research questions, research methodology, data collection, and data analysis.

2. **Research Questions**

This research aimed to study how people use Twitter to communicate about COVID-19 during the pandemic time. In this study, "COVID-19" was chosen as a search topic of Twitter message, and the study was carried out to answer the following:

1. How frequently people are communicating and tweeting COVID-19 information.
2. Type of behavioral sentiments and messages users are tweeting.
3. Relation between the tweets and number of actual death cases across all the states.

3. METHODOLOGY

Based on the limitations of the twitter.com free open access to the database, nearly 400,000 tweets were collected for all the 52 USA states. Not all the 400,000 tweets had COVID related tweets. The flow structure and the sentiment analyser model is as shown in Figure 1.

Figure 1. Architecture Framework of COVID Tweets sentiment analyser

3.1. Data Source (Data Input)

In this research, the primary data was directly from the Twitter database (http://www.Twitter.com). The Twitter database was accessed using Twitter search API. We selected the top three most populous cities in each State of the US and collected tweets every day for one month (of August 2020). Table 1 provides the details of states and cities used for search API geo-locations to collect the tweets.
We developed the Twitter crawler application using Python and Java, and Tweepy library to collect tweets from the Twitter database. The Twitter API enables to access the Twitter database and interact with tweets from users. Twitter data allows developers, researchers, and others to study the twitter conversation using the search API, which gives access to the Twitter database for the last seven days. We used Tweepy library, an open source wrapper library that enables your program to communicate with Twitter platform via OAuth authentication protocol. Tweepy supports accessing Twitter via OAuth. It has an in-built method to handle OAuth. Tweepy provides access to the well documented Twitter API. With tweepy, it is possible to get any object and use any method that the official Twitter API offers.

Twitter REST API allows you to retrieve tweets and related information from Twitter. The Twitter standard REST APIs utilize a technique called 'cursoring' to paginate large result sets. Cursoring separates results into pages and provides a means to move backwards and forwards through these pages. Tweepy has a Cursor method provided which takes care of pagination for us. Method API.search is called within the cursor method to mine for tweets based on search parameters. The Cursor coupled with wait_on_rate_limit ensures we can get as many tweets as we need by specifying the count request parameter.

The search API criteria used to collect the tweets are as follows:

1) **Keyword** - Matches a keyword within the body of a Tweet. Multiple keywords can be specified by using OR operator and placing the words/phrases within parentheses () and wrapping them in double quotes "".

2) **Geocode** - Search for tweets made from particular locations around the globe by providing the following information [latitude, longitude, radius(mi)]. In order to obtain latitude, longitude, coordinates for multiple cities in an efficient manner, Geopy library was used.

### Table 1. Twitter users cities and states used in the study

<table>
<thead>
<tr>
<th>State,Federal District,or Territory</th>
<th>Most populous</th>
<th>2nd most populous</th>
<th>3rd most populous</th>
<th>State,Federal District,or Territory</th>
<th>Most populous</th>
<th>2nd most populous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>Birmingham</td>
<td>Montgomery</td>
<td>Huntsville</td>
<td>Missouri</td>
<td>Kansas City</td>
<td>Saint Louis</td>
</tr>
<tr>
<td>Alaska</td>
<td>Anchorage</td>
<td>Juneau</td>
<td>Fairbanks</td>
<td>Montana</td>
<td>Billings</td>
<td>Missoula</td>
</tr>
<tr>
<td>American Samoa</td>
<td>Tuson</td>
<td>Nu'ualu</td>
<td>Pag Pago</td>
<td>Nebraska</td>
<td>Omaha</td>
<td>Lincoln</td>
</tr>
<tr>
<td>Arizona</td>
<td>Phoenix</td>
<td>Tucson</td>
<td>Mesa</td>
<td>Nevada</td>
<td>Las Vegas</td>
<td>Henderson</td>
</tr>
<tr>
<td>Arkansas</td>
<td>Little Rock</td>
<td>Fort Smith</td>
<td>Fayetteville</td>
<td>New Hampshire</td>
<td>Manchester</td>
<td>Nashua</td>
</tr>
<tr>
<td>California</td>
<td>Los Angeles</td>
<td>San Diego</td>
<td>San Jose</td>
<td>New Jersey</td>
<td>Newark</td>
<td>Jersey City</td>
</tr>
<tr>
<td>Colorado</td>
<td>Denver</td>
<td>Colorado Springs</td>
<td>Aurora</td>
<td>New Mexico</td>
<td>Albuquerque</td>
<td>Las Cruces</td>
</tr>
<tr>
<td>Connecticut</td>
<td>Bridgeport</td>
<td>New Haven</td>
<td>Stamford</td>
<td>New York</td>
<td>New York City</td>
<td>Buffalo</td>
</tr>
<tr>
<td>Delaware</td>
<td>Wilmington</td>
<td>Dover</td>
<td>Newark</td>
<td>North Carolina</td>
<td>Charlotte</td>
<td>Raleigh</td>
</tr>
<tr>
<td>District of Columbia</td>
<td>Washington</td>
<td></td>
<td></td>
<td>North Dakota</td>
<td>Fargo</td>
<td>Bismarck</td>
</tr>
<tr>
<td>Florida</td>
<td>Jacksonville</td>
<td>Miami</td>
<td>Tampa</td>
<td>Northern Mariana Islands</td>
<td>Saipan</td>
<td>Tinian</td>
</tr>
<tr>
<td>Georgia</td>
<td>Atlanta</td>
<td>Augusta</td>
<td>Columbus</td>
<td>Ohio</td>
<td>Columbus</td>
<td>Cleveland</td>
</tr>
<tr>
<td>Guam</td>
<td>Dededo</td>
<td>Yigo</td>
<td>Tamuning</td>
<td>Oklahoma</td>
<td>Tula</td>
<td>Tulsa</td>
</tr>
<tr>
<td>Hawaii</td>
<td>Honolulu1</td>
<td>East Honolulu</td>
<td>Pearl City</td>
<td>Oregon</td>
<td>Portland</td>
<td>Salem</td>
</tr>
<tr>
<td>Idaho</td>
<td>Boise</td>
<td>Meridian</td>
<td>Nampa</td>
<td>Pennsylvania</td>
<td>Philadelphia</td>
<td>Pittsburgh</td>
</tr>
<tr>
<td>Illinois</td>
<td>Chicago</td>
<td>Aurora</td>
<td>Naperville</td>
<td>Puerto Rico</td>
<td>San Juan</td>
<td>Bayamâ€™n</td>
</tr>
<tr>
<td>Indiana</td>
<td>Indianapolis</td>
<td>Fort Wayne</td>
<td>Evansville</td>
<td>Rhode Island</td>
<td>Providence</td>
<td>Cranston</td>
</tr>
<tr>
<td>Iowa</td>
<td>Des Moines</td>
<td>Cedar Rapids</td>
<td>Davenport</td>
<td>South Carolina</td>
<td>Charleston</td>
<td>Columbia</td>
</tr>
<tr>
<td>Kansas</td>
<td>Wichita</td>
<td>Overland Park</td>
<td>Kansas City</td>
<td>South Dakota</td>
<td>Sioux Falls</td>
<td>Rapid City</td>
</tr>
<tr>
<td>Kentucky</td>
<td>Louisville</td>
<td>Lexington</td>
<td>Bowling Green</td>
<td>Tennessee</td>
<td>Nashville</td>
<td>Memphis</td>
</tr>
<tr>
<td>Louisiana</td>
<td>New Orleans</td>
<td>Baton Rouge</td>
<td>Shreveport</td>
<td>Texas</td>
<td>Houston</td>
<td>San Antonio</td>
</tr>
<tr>
<td>Maine</td>
<td>Portland</td>
<td>Lewiston</td>
<td>Bangor</td>
<td>Utah</td>
<td>Salt Lake City</td>
<td>West Valley City</td>
</tr>
<tr>
<td>Maryland</td>
<td>Baltimore</td>
<td>Frederick</td>
<td>Gaithersburg</td>
<td>Vermont</td>
<td>Burlington</td>
<td>South Burlington</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Boston</td>
<td>Worcester</td>
<td>Springfield</td>
<td>Virgin Islands</td>
<td>Charlotte Amalie</td>
<td>Sion Farm</td>
</tr>
<tr>
<td>Michigan</td>
<td>Detroit</td>
<td>Grand Rapids</td>
<td>Warren</td>
<td>Virginia</td>
<td>Virginia Beach</td>
<td>Norfolk</td>
</tr>
<tr>
<td>Minnesota</td>
<td>Minneapolis</td>
<td>Saint Paul</td>
<td>Rochester</td>
<td>Washington</td>
<td>Seattle</td>
<td>Spokane</td>
</tr>
<tr>
<td>Mississippi</td>
<td>Jackson</td>
<td>Gulfport</td>
<td>Southaven</td>
<td>West Virginia</td>
<td>Charleston</td>
<td>Huntington</td>
</tr>
<tr>
<td>Missouri</td>
<td>Kansas City</td>
<td>Saint Louis</td>
<td>Springfield</td>
<td>Wisconsin</td>
<td>Milwaukee</td>
<td>Madison</td>
</tr>
<tr>
<td>Montana</td>
<td>Billings</td>
<td>Missoula</td>
<td>Great Falls</td>
<td>Wyoming</td>
<td>Cheyenne</td>
<td>Casper</td>
</tr>
</tbody>
</table>

We used Tweepy library, an open source wrapper library that enables your program to communicate with Twitter platform via OAuth authentication protocol. Tweepy supports accessing Twitter via OAuth. It has an in-built method to handle OAuth. Tweepy provides access to the well documented Twitter API. With tweepy, it is possible to get any object and use any method that the official Twitter API offers.

Twitter REST API allows you to retrieve tweets and related information from Twitter. The Twitter standard REST APIs utilize a technique called 'cursoring' to paginate large result sets. Cursoring separates results into pages and provides a means to move backwards and forwards through these pages. Tweepy has a Cursor method provided which takes care of pagination for us. Method API.search is called within the cursor method to mine for tweets based on search parameters. The Cursor coupled with wait_on_rate_limit ensures we can get as many tweets as we need by specifying the count request parameter.

The search API criteria used to collect the tweets are as follows:

1) **Keyword** - Matches a keyword within the body of a Tweet. Multiple keywords can be specified by using OR operator and placing the words/phrases within parentheses () and wrapping them in double quotes "".

2) **Geocode** - Search for tweets made from particular locations around the globe by providing the following information [latitude, longitude, radius(mi)]. In order to obtain latitude, longitude, coordinates for multiple cities in an efficient manner, Geopy library was used.
3) Geopy is a Python client for geocoding web services. Geopy makes it easy to locate the coordinates of addresses, cities, countries, and landmarks across the globe using third-party geocoders and other data sources.

4) Language- Only tweets made exclusively in the English language were retrieved for this project.

5) Tweet mode- Extended tweet mode was used in order to capture complete tweets. The character limit was 140 for publishing tweets at the start, but on September 26, 2017, Twitter started testing 280 characters for certain languages.

6) Filter: retweets- In order to obtain only the original tweets and leave out the retweets.

Twitter has a very stringent rate limit that prohibits requests from being made continuously. Tweepy provides a way to overcome this limit by passing wait_on_rate_limit=True into the api object. This removes the need for any complicated automation scripts being used to make sure the tweet gathering process goes on uninterrupted. Since there is a limitation to the number of tweets that can be retrieved from the Twitter database, a scheduler was introduced in our application. The scheduler process calls the crawler process automatically to retrieve the tweets over a period of time. Both the search keywords and the location are passed on as parameters to the crawler. In the Twitter search API's location 'geocode' parameter, the value is specified by the latitude, the longitude, and the radius. Search API returns the tweets by users located within a given radius of that particular latitude and longitude. For example, to retrieve tweets from Bangalore, the 'geocode' parameter is: 12.9715987, 77.5945627, 300mi. The crawler connects to the Twitter database, Twitter authenticates the user, and then pulls the relevant data based on the parameters. Finally, the tweets were dumped into a .json file for further analysis.

3.2. Data Preparation and NLP

After collecting tweets, the next step was to use python, numpy, pandas, NLTK, sklearn, ggplot(), and other libraries to process the tweets and perform sentiment analysis to extract the sentiments of the tweets.

In Twitter, users express their views in one or two sentences only. Hence most of the tweets may not contain full words and many tweets may not carry any meaning. Also, Twitter users are likely to make spelling and grammatical errors. Therefore, extracting information from Twitter messages is challenging, and a lot of time was spent cleaning the tweets before further processing and analysis.

Pre-processing was performed using python NLTK library. Using NLTK built-in libraries and regular expression techniques, we performed pre-processing of tweets. Following are some of the pre-processing techniques that was performed for cleaning tweets before feeding them into the analytics model and sentiment classifier:

(a) Converting to lower case: This has been the very first step in the pre-processing techniques. The tweets were first converted to lower case before applying other methods.

(b) Punctuation: Since the classifier is based on 'bag-of-words' techniques, removing punctuation brings more sanity to input. This involved identifying and removing coma, full stop, semicolon, colon, question marks, exclamation marks, any combination of punctuations, and removing more than one punctuation mark.

(c) Hash Tags and URLs: Many micro-blog messages contain URLs and hash tags. People use the hash-tag symbol # before a relevant keyword or phrase (no spaces) in their tweet to show more easily in Twitter Search. Clicking on a hash-tagged word in any message shows all other Tweets marked with that keyword. Hash-tags can occur anywhere in the tweet – at the beginning, middle, or end. Hash-tagged words are very popular in trending topics. However,
URLs and hash-tags do not contribute to the actual meaning of the message. Hence, both hash-tags and URLs were removed from the tweets.

(d) User name: The raw tweets contain the user name with @ sign in the beginning to identify which user has tweeted that particular message. Since the user name does not contribute to this analysis, the pre-processing technique required the removal of the user name as well as @ symbol.

(e) Stop words: Common words such as 'a', 'an', 'the' etc., do not provide useful information in classifying documents, and thus, it is worthwhile to remove these words. It is commonly known in information retrieval, as ‘stop words’. The application used a file which contained these ‘stop words’ and every tweet was searched against this file to remove the stop words.

(f) Emoticons: In order to convey emotions, such as ‘happy’, ‘sad’, ‘angry’, etc., in the text messages, it is very common for people to use symbols called emoticons. There are 30 emoticons including :, :=, =[, =[, =[, =[, =[, etc. Since the analysis is based on bag-of-words, all the emoticons were removed from the tweets.

The crawler application programs for the experiments were ran on a quad-core Windows 7 operating systems machine. Tweets from different locations stored as a .json file database. The tweets are further processed and cleaned before the sentiment analysis.

After pre-processing, the tweets were meaningful to understand the pattern and find sentiments associated with the tweets.

3.3. Sentiment Analyser Model

None of the tweets retrieved from the Twitter database had any labels to perform any supervised machine leaning sentiment or classification method. Therefore, as an initial step, we developed a unique but powerful NLP unigram method to look for the specific terms and categorize and label the sentiments.

After the initial cleanup of the tweets, using unigram approach to classify tweets to find out the sentiments. For this study, we identified three sentiments. Table 2 describes the sentiments and respective unigram terms to categorize the sentiments. For example, ‘Symptoms’ sentiment category is the twitter messages with terms such as ‘isolation, quarantine, symptoms’ and the COVID virus terms. Similarly, the ‘Death’ sentiment category is the twitter messages with terms such as ‘death, dying, died’ and the COVID virus terms.

<table>
<thead>
<tr>
<th>Sentiment Category</th>
<th>Unigram Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID virus</td>
<td>COIVD, Virus, corona, coronavirus</td>
</tr>
<tr>
<td>Symptoms</td>
<td>Isolation, Quarantine, Symptoms</td>
</tr>
<tr>
<td>Death</td>
<td>Died, death, dying.</td>
</tr>
</tbody>
</table>

3.4. Secondary Data Source

Secondary data comprises of the number of COVID cases from John Hopkin's University. The secondary data sources used for this research study are listed in Table 3.
Table 3. Dataset used for the case study

<table>
<thead>
<tr>
<th>Data</th>
<th>Time Span</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tweets</td>
<td>01 August, 2020 to 31\textsuperscript{st} August, 2020</td>
<td><a href="http://www.twitter.com">http://www.twitter.com</a></td>
</tr>
<tr>
<td>COVID Reported Cases</td>
<td>01 August, 2020 to 31\textsuperscript{st} August, 2020</td>
<td><a href="https://coronavirus.jhu.edu/data">https://coronavirus.jhu.edu/data</a></td>
</tr>
</tbody>
</table>

3.5. Sentiment Score

We also developed a new score card to score the sentiments and behaviour of Twitter by comparing with the actual cases reported. The sentiment score is a ratio based on the total number of actual cases reported (data taken from John Hopkins University) and total number of tweets tweeted by users. Sentiment score provides a picture of how people are expressing sentiments in Twitter as a social media. Higher score indicates higher involvement, and lower score indicates lower involvement.

4. RESULTS AND DISCUSSION

Figure 2 shows the tweets distribution across different states of United States. New York state had the highest number ~ 40% of tweets compared with all other states, followed by New Jersey, Maryland and Washington DC. However, when compared with the number of tweets per unit population of each State, the Z-test which indicates whether the value is higher than the mean value showed only 5 states above the mean value. District of Columbia, followed by Delaware, New Jersey, Maryland, and New York exhibited the highest tweets when compared to the mean value (Table 4). New York, which ranked 1st in the total tweets, ranked 5th compared to the number of tweets per unit population. Of the 52 states in US, only 5 states had the number of tweets per unit population above the mean value. Further the tweets were more in the northern states when compared with the southern States.

Figure 3, shows that the sentiment analysis of the ‘Symptoms’ category. This graph shows the people who tweeted when they showed symptoms of COVID-19 or were isolated and quarantined or quarantined due to COVID-19 virus symptoms.
As we can see from the graph and Table 4, lists the highest number of people who tweeted about their symptoms during August 2020. Top 5 states are from New York, California, Nevada, Washington DC, Massachusetts.

Table 4. Top 10 Twitter Symptoms Sentiment Tweets State

<table>
<thead>
<tr>
<th>State</th>
<th>COVIDTweets</th>
<th>SymptomTweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>NY</td>
<td>27426</td>
<td>858</td>
</tr>
<tr>
<td>CA</td>
<td>10818</td>
<td>244</td>
</tr>
<tr>
<td>NV</td>
<td>3268</td>
<td>226</td>
</tr>
<tr>
<td>DE</td>
<td>3023</td>
<td>200</td>
</tr>
<tr>
<td>DC</td>
<td>6689</td>
<td>176</td>
</tr>
<tr>
<td>MA</td>
<td>4515</td>
<td>152</td>
</tr>
<tr>
<td>PA</td>
<td>5408</td>
<td>147</td>
</tr>
<tr>
<td>TX</td>
<td>6798</td>
<td>147</td>
</tr>
<tr>
<td>IL</td>
<td>4774</td>
<td>127</td>
</tr>
<tr>
<td>AZ</td>
<td>4579</td>
<td>122</td>
</tr>
</tbody>
</table>

Figure 4 shows the sentiment score, States of Maryland, New Jersey, Oregon shows the higher scores that means there is a higher correlation of the number of cases reported and people who are tweeting to bring the awareness to the community or to inform their friends and family about their situation.
Table 4 lists the sentiment scores. States of Maryland, New Jersey, Oregon shows the higher scores compare to other States. This means there is a higher correlation of the number of cases reported and people who are tweeting.

Table 5. Twitter COVID-19 Symptoms Sentiment Score

<table>
<thead>
<tr>
<th>State</th>
<th>Sentiment Score</th>
<th>DeathTweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>1.9350</td>
<td>20265</td>
</tr>
<tr>
<td>NJ</td>
<td>1.1208</td>
<td>20784</td>
</tr>
<tr>
<td>OR</td>
<td>0.6835</td>
<td>4321</td>
</tr>
<tr>
<td>DC</td>
<td>0.6961</td>
<td>6689</td>
</tr>
<tr>
<td>HI</td>
<td>0.2870</td>
<td>1596</td>
</tr>
<tr>
<td>ME</td>
<td>0.2207</td>
<td>464</td>
</tr>
<tr>
<td>AK</td>
<td>0.2015</td>
<td>272</td>
</tr>
<tr>
<td>NY</td>
<td>0.1548</td>
<td>27426</td>
</tr>
<tr>
<td>DE</td>
<td>0.0966</td>
<td>3023</td>
</tr>
<tr>
<td>ID</td>
<td>0.0692</td>
<td>1260</td>
</tr>
</tbody>
</table>

Similar analysis was performed for the case of death sentiment. This sentiment explains the number of twitter users expressed COVID death sentiment on twitter. These messages contain the news sentiment of someone they know in the family or friends died due to COVID.

Figure 5 and Table 6 shows that the states of New York, California, Texas tops the list of tweets related to death sentiment.

Table 6. Twitter COVID-19 Symptoms Sentiment Score

<table>
<thead>
<tr>
<th>State</th>
<th>Sentiment Score</th>
<th>DeathTweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>NY</td>
<td>1.4218</td>
<td>2049</td>
</tr>
<tr>
<td>CA</td>
<td>0.5146</td>
<td>703</td>
</tr>
<tr>
<td>TX</td>
<td>0.3599</td>
<td>596</td>
</tr>
<tr>
<td>DC</td>
<td>0.4585</td>
<td>570</td>
</tr>
<tr>
<td>MA</td>
<td>0.2072</td>
<td>384</td>
</tr>
<tr>
<td>AZ</td>
<td>0.4238</td>
<td>383</td>
</tr>
<tr>
<td>FL</td>
<td>0.2791</td>
<td>381</td>
</tr>
<tr>
<td>PA</td>
<td>0.3698</td>
<td>366</td>
</tr>
<tr>
<td>IL</td>
<td>0.2962</td>
<td>333</td>
</tr>
<tr>
<td>NC</td>
<td>0.4042</td>
<td>290</td>
</tr>
</tbody>
</table>

We also developed a similar score card to score the death sentiments. In this case, we took the reported deaths data from John Hopkins University and the total number of tweets tweeted. Sentiment score provides a picture of how people are expressing sentiments in Twitter social media. Higher score indicates higher involvement and lower score indicates lower involvement.
Figure 6 and Table 7 shows the sentiment score for the twitter death sentiments, States of Varginia, Delaware, Hawaii, Oregon, Arkansas shows the higher scores that means there is a higher correlation of the number of death cases reported and people who are tweeting to inform their friends and family about their loss.

<table>
<thead>
<tr>
<th>State</th>
<th>Sentiment Score = B/A</th>
<th>DeathTweets</th>
<th>ReportedDeaths(JOHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VA</td>
<td>22.3913</td>
<td>182</td>
<td>1678</td>
</tr>
<tr>
<td>DE</td>
<td>16.0045</td>
<td>33</td>
<td>17303</td>
</tr>
<tr>
<td>HI</td>
<td>13.6568</td>
<td>157</td>
<td>1188</td>
</tr>
<tr>
<td>OR</td>
<td>11.0805</td>
<td>149</td>
<td>11309</td>
</tr>
<tr>
<td>AK</td>
<td>10.8672</td>
<td>8</td>
<td>851</td>
</tr>
<tr>
<td>WY</td>
<td>7.1485</td>
<td>17</td>
<td>929</td>
</tr>
<tr>
<td>DC</td>
<td>4.5465</td>
<td>570</td>
<td>17265</td>
</tr>
<tr>
<td>WV</td>
<td>2.3443</td>
<td>30</td>
<td>4636</td>
</tr>
<tr>
<td>ID</td>
<td>2.1154</td>
<td>94</td>
<td>7984</td>
</tr>
<tr>
<td>UT</td>
<td>1.5030</td>
<td>160</td>
<td>10579</td>
</tr>
</tbody>
</table>

When the total cases were compared with the total COVID tweets, little or no correlation was found and when the number of reported deaths to the total COVID death tweets were compared there was a correlation of 0.40 as shown in figure 7.
4.1. Performance of the Sentiment Analyser Model

Though this is not a machine learning prediction or classifier, we still tested our unique sentiment analyser performance on the sample test data. The following truth Table 8 provides our testing performance with an accuracy of 83%.

Table 8. Performance of the Unigram Sentiment Analyser

<table>
<thead>
<tr>
<th>Predicted/Predicted</th>
<th>Symptoms</th>
<th>Deaths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms</td>
<td>85</td>
<td>15</td>
</tr>
<tr>
<td>Deaths</td>
<td>20</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 9 summarizes our experiments and tweets sentiment statistics.

Table 9. Tweets Summary

<table>
<thead>
<tr>
<th>Description</th>
<th>Tweets Count</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Tweets</td>
<td>394457</td>
<td>1</td>
</tr>
<tr>
<td>COVID Tweets</td>
<td>207792</td>
<td>0.52678</td>
</tr>
<tr>
<td>Symptom Tweets</td>
<td>4728</td>
<td>0.022754</td>
</tr>
<tr>
<td>Death Tweets</td>
<td>22252</td>
<td>0.107088</td>
</tr>
</tbody>
</table>

5. Future Work

The method used in this work is not the traditional machine learning classification or deep learning technique (Naïve bayes or Neural Network or NER). These conventional supervised machine learning techniques require training data with the classes labeled. Such data is not readily available unless someone manually labels the sentiment classes by looking at every tweet. This process is laborious and time consuming. If the sample data is small, this is possible. However, when we have lots of data, then this process can take lots of time. As a result, we spend more time on data preparation than solving research problems and finding some patterns in the data.

Hence, we used some of the classical NLP and exploratory data analysis model techniques to identify the sentiments using keywords to classify the sentiments. This work has several limitations. All these limitations are part of future work. Here are some limitations and future work under consideration:

1. We have considered only two classes of sentiments. Tweets may carry more categories, and this has to be explored.
2. Our tweets data collection during August 2021 month is based on several limitations such as language, region, cities, etc. Therefore, it just represents a small sample, not the entire Twitter population.
3. Applying supervised machine learning technique to predict twitter sentiments on the same or larger population of tweets. With our current method, data is already classified and this labeled data will be used as training data to create the new AI model.
4. Twitter has lots of slangs, spelling mistakes, grammatical errors. We can still improve data processing methods beyond what we have achieved in this work to enhance the model’s efficiency.
6. CONCLUSION

In conclusion, tweets related to COVID demonstrates the two sentiments, one related to the deaths and the other related to the symptoms across all the USA states. The sentiments for each category vary from State to State. States of New York, California, Texas are higher tweets sentiments regarding expressing death sentiment, and states of New York, California, Nevada, are higher regarding sentiments of expressing COVID-19 symptoms. Our unique sentiment analyzer performed this prediction with an accuracy of 83%, and it can be further improved by overcoming certain limitations mentioned.

When we analysed the tweets sentiments expressed with actual reported cases and deaths, the sentiment scores are higher for the states of Maryland, New Jersey and Oregon for the Symptoms sentiment where as for the death sentiments, the states of Virginia, Delaware, and Hawai, showed higher sentiment scores indicating that the twitter users of these states are actively tweeting about symptoms and deaths even though the reported cases are less.

Twitter messages also indicate that people have tweeted more about the deaths than actual symptoms or isolations. The majority of the tweets are just related to COVID-19 and informational.

We also found no or little correlation between the Tweets and the number of cases across all the states. This is merely a case study and does not reflect the overall twitter behavior across the US states during the pandemic. Although some states had the higher number of tweets, it is in no way representative of the tweets over the entire period of the pandemic. Finally, the case study was carried out about the Twitter behaviour in the US for August 2020 only and is not a reflection of the entire pandemic.
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ABSTRACT

Globally, the pandemic has affected management of risks. Progressively Blockchain is being applicable over the management of healthcare, as an imperative method for improving organizational protocols and for providing the convenient support for a productive and efficient decision-making process hinge on facts. In healthcare, different approaches to emergency preparedness can be recognized; indeed, each emergency is distinguished by different stages. In healthcare, we intend to role: explicitly, it will be responsible to enhance COVID19-safe clinical proceeding. The primary approaches obtainable from various blockchain-based models, and distinctly those associated by clinical individuals in the future throughout the current COVID-19 pandemic either on the would be capable to perform an outstanding assumption of furthermore infectious conditions. We believe that in real infectious disease outbreaks, blockchain technology undertaking, have been documented here and part in the future.
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1. INTRODUCTION

Blockchain is basically related to the broader group of Distributed Ledger technologies, the critically discussed. We have explored that blockchain can overcome the limitations of the existing system and thereby assist. substantiate blockchain and recommend a trace route on a side of a COVID19-safe clinical proceeding. In alliance along artificial intelligence systems, the adoption of blockchain enables the development of a generalized predictive framework which can be conducive to pandemic risk constraints in the national territory. In future digital healthcare, blockchain may play a strategic nodes. In the current sense of epidemic management, Blockchain has been emerging as an essential technical solution to provide a consistent, reliable, and reduced solution to promote effective decision that might contribute substantially to faster interference during the same conflict. Blockchain is already exhibiting ample opportunity at becoming an essential part of the fight against COVID-19 because it would enable efficient monitoring and tracking solutions, make sure operation of which is primarily based on a register organized in network-connected blocks; each transaction carried out in a network block is verified by a consensus-based mechanism distributed through all a consistent supply chain with vital donations and products, and safe payments. This really is feasible since this blockchain, a completely secured ledger systems
transaction data provided among all network members, includes a sequentially orderly arrangement of cryptographic signatures. Furthermore, the adoption of blockchains and ledgers maximizes cost savings by withdrawal symptoms which mostly handle manual transaction records.

Innovative technologies such as blockchain, can help fight the critical situations. Blockchain technology, unusually, has the capability to revolutionize different industries, in conjunction with supply chain, finance and the health division. Blockchain is decentralized software along with the separate built-in features. This technology is a distributed ledger that consists of a block chain. Due to an inherent elemental cryptographic technology, which is typically used for participant’s network authentication, the decentralized platform of blockchain is changeless. In addition, several resources are required to be capable of modifying transactions which are added facing the blockchain network, for the reason that even a single time transaction is verified and validated, it is restrained with an exclusive hash to previous transactions. In addition, all members of the network are made available with data stored on the blockchain, ensuring transparency between participants.

2. Background

The technology of blockchain is already extensively deployed to healthcare in recent years to improve operational protocols as well as to establish the appropriate base for a compelling decision-making process based on facts. In the secure sharing of data between groups of people, Blockchain plays a strategic role, regardless of the cross-checking and reliability of these groups. It typically functions with the assistance of distributed tools, and it could be used with special attention to risk control in an advanced workflow or in enhanced protocols. In healthcare, we intent to verify blockchain along with the recommendation of a trace route for a COVID19-safe clinical practice in more detail.

Blockchain is now a recently designed technology that allows transaction developers to allow financial transactions via peer-to-peer (P2P) networks, without intermediate step entities, and to store transaction data in an organized ledger. By reason of the blockchain which stores data coming out of multiple individuals simultaneously, it is important to adjust data that is divided among the individuals simultaneously in order to modify the data. This makes it virtually impossible for the data to be forged or manipulated and to ensure its authenticity and accountability. The data which is stored in a blockchain is not lost, thus it is easy to monitor. Moreover, since the role of intermediaries is reduced, both financial and temporary expenditure savings can be made. In different sectors, including banking, distribution, and manufacturing, internally has attempts to utilize blockchain, and its use in the medical sector is also being studied [1]. Implemented to the healthcare sector, Blockchain will provide advanced and successful ways to reinforce a range of pathology prevention and control activities and thus improve health risk management in the context of a pandemic disaster, including the COVID-19 [2]. The sudden arrival and uncontrolled spread of coronavirus worldwide clearly demonstrate not just the incompetence of current monitoring and surveillance to handle health care emergencies in a timely manner, as well as the apparent lack of predictive analytics systems for large-scale clinical data sharing capable of preventing but at least reducing emergency situations of this severity. In the health sector, various reports indicate all use of blockchain primarily for the exchange and improvement of patient records, electronic health records (EHR) as well as, while less common, supply chain management of medical systems or even medicines, drug prescription management, the improvement of clinical practice and the dissemination of scientific information, and also the development of clinical research. The emergence of modern as well as intelligent medical strategies had already initiated up latest possibilities for creative processes which had already
been shown to work effectively or even safely [3]. Smart contracts based on blockchain technologies can also be used to automate auditing processes, boost supply chain management of pharmaceutical products and monitor their safety or even comply to existing regulations [4].

Moreover, latest IT infrastructural facilities don’t really promote the facilitation of findings from scientific studies as well as the continuous exchange of clinical trials does not promote the creation and distribution of medical research capital. So Blockchain could be a viable tool for knowledge management that promotes the dissemination of improve medical practices and medicine based on evidence. By integrating blockchain and machine learning systems, which can be used to build predictive models that are useful in risk management, Blockchain is believed to be able to generate data: blockchain is built on innovations that have the tangible benefit of a distributed, intrinsic, and stable ledger, and security of patient privacy. Researchers have recently developed medical applications demanding its use of the internet: such applications have focused on artificial intelligence that has already been capable of facilitating prolonged machine learning in order to enhance crucial steps in the care and prognosis of multiple diseases [5].

Disintermediation, aimed as the nonappearance of a central authority which just collects, processes and validates the generated and exchanged data or models, allows the cost, time, and errors of process performance to be minimized in order to construct and update a predictive model that supports clinical practice and risk management of process performance. The blockchain is an automated framework that automates the processes involved in it and standardizes them. Furthermore, research into therapies that can combine early healing with lower biological and economic costs has led researchers to experiment with smart materials and nanotechnologies, although the main challenges remain with regard to the safe application to human patients of such technologies [6].

Use of such technology as blockchain and its combined effect along with artificial intelligence systems allows a generalized predictive framework to be developed which could make a decisive contribution to just the restraint of pandemic threat in the territorial boundaries, including in the wider phase of risk management [7]. Furthermore, when the system responds to a cyberattack throughout a crisis, the need for a remote database could ultimately lead to greater damage, making it harder to identify modified data after just hacking. Though if blockchain have been using for epidemic monitoring systems, the data may be dynamically identified to that same final authority at a certain time as they are being processed with in blockchain, even without intermediate processing being carried out, improving the efficiency of the transmission of infectious disease outbreak data. In addition, because arbitrary editing of the results would be impossible, the situations of the pandemic would be clear and fully accessible to the target audience without interference [8].

The blockchain can prevent the dissemination of false information about infectious diseases. False data confuses people and can cause psychological anxiety and economic loss. Not only does the storing of reports and factual information on a blockchain network protect its alterations, it also helps make it identifiable, making it possible to prevent the creation and dissemination of false information. Through discarding the methods of printing and distribution of a statement of diagnosis to both the actual clinic or hospital, blockchain could even help to mitigate the chances of infection through face-to-face interaction. When an insurance subscriber receives a premium, the identity of the subscriber can be determined, and the payment can be made regarding the hospital records recorded on the blockchain network [9].

Nevertheless, for frequent users of this type of technology [10] there are several certain things to remember related to the concept of privacy. Therefore, if, on the one hand, decentralization, and un-traceability, which are the common characteristics of the blockchain, enable the exact
traceability and protection of transactions, but at the other hand, an argument of conflict may arise with the applicable legislation.

Moreover, the cryptographic method, the data immutability transmitted over the network as well as the unavailability of a central authority give rise to wider confidence in the system, since some need to preserve it disappears amongst its parties to the process. The parties' dedication to participating in the transmission and updating of the temporary models is exemplified by a shared importance in achieving an ever more precise, practical and effective predictive model [11].

- **Identified Trust Conflicts with Established Institutions:**

Mediator foundations should give genuinely necessary, dependable, and solid administrations to society; in any case, the COVID-19 emergency has uncovered the restrictions of these organizations with regard to medical services. In this season of emergency, both public and private foundations just as conventional data frameworks have generally neglected to tackle issues identified with routine medical care conveyance, including accessibility of opportune information for projections of casenumbers, recognizable proof of high-hazard populaces, following contacts of people with COVID-19, and supply of individual defensive hardware or inventories of lifesaving drugs. Truth be told, it has been contended that the number of deaths because of COVID-19 might have been diminished with better admittance to solid information.

- **The United States and Worldwide COVID-19 Pandemic:**

Before the end of July 2020, COVID-19 had tainted around 19 million individuals worldwide and more than 700,000 deaths has been identified. The United States is the most extravagant nation on the planet, with a healthcare budget of US $3.5 trillion every year it has announced the most elevated number of individuals tainted with COVID-19 (roughly 5 million) just as the most noteworthy number of deaths (>150,000) [12]. Through an absence of dependable information, powerlessness of medical services and general healthcare frameworks to perform dynamic observation, lacking administration of required clinical hardware, clashing data from various sources, and restricted innovation for commitment with patients, the COVID-19 pandemic has unmistakably shown the disappointment of existing establishments to secure human well-being and to dodge inescapable affliction.

3. **Methodology**

Transactions reflect the outcome of the activities that take place within the network between the topics. Via a cryptographic scheme, each block retains a connection to the previous one, hence the blockchain definition. Blockchain isn't really hosted on such a centralized server as with conventional web applications, yet are dispersed on network devices, maybe onegolding a copy of the blockchain. Two important elements that define this form of technology for our research are also useful to highlight. Due to the decentralization of consensus, the existence of trustworthiness and reliability between the researchers interested in any form of transaction as well as a centralized system would no longer be relevant. Similarly, in the second point, the persistence and storage through network nodes of various copies of various exchanges ensures greater system security and equity among users who can access the very same data efficiently, and thus the immutability and traceability of the verified transactions stored in the blocks. Thus, Blockchain is a peer-to-peer network in which all network members can trust the system without trusting each other. Blockchain adapted to the health sector will give advanced and successful ways to strengthen a range of pathology prevention and control activities and thus to improve the management of clinical risk in the sense of a pandemic crisis including the existing one. The
abrupt presence as well as rapid and unregulated spread of Corona virus worldwide has shown us not only the inability of current health surveillance systems to manage public health emergencies promptly, but also the obvious inadequacy of new predictive systems focused on the large-scale distribution of clinical data capable of preventing or at least minimizing emergencies of this magnitude. Blockchain can help with building a reliable and efficient framework (e.g., medical services) to battle the COVID’19 pandemic through verified, tested, circulated, and improve strong record innovation [13]. It can make the first barrier to protect via a range of interconnected devices. In this segment, we discuss the expected strategies and use cases that blockchain innovation can offer to manage the COVID’19 pandemic.


To check the spread of COVID’19 requires fruitful and important inoculation of people against the infection through the organization of a functioning antibody. At the hour of composing of this paper, many exploration foundations and research facilities are currently leading clinical preliminaries of a few immunization competitors. The adequacy, well-being, and authenticity of the vaccine are of extraordinary concern to the specialists, governments, and research foundations as the recently controlled immunization would antagonistically influence the health of an individual. The existing unified immunization the executive’s structures face a couple of troubles related to the risk of being failed to viably ensure about and scatter vaccines and breaking the coordination's stock organization of antibodies for noxious purposes [14]. Bogus medication associations consider this limitation of advancement as an event to sell, and flow fake a lot antibodies to fix COVID’19 patients. A fake, bogus, or insufficient vaccine is generally created using unsatisfactory matter. Utilizing poor manufacturing operations during the progression of vaccine moreover achieve unsuitable immunizations. The infiltration of fake, counterfeit, or unsuitable vaccinations into the dull market can hurt living spirits. For instance, in view of limited operational transparency, the enemies can adequately make inoculation pass or creation information during its shipment or retail to augment profit. Blockchain advancement can perpetually store data related to various phases, stages, and events of the COVID’19 antibody, for instance, (a) improvement, (b) creation, (c) certification, and (d) portion to endorsed relationship for immunization reason. In clinics/hospitals, clinical experts can get to blockchain to distinguish, follow, and check vaccines information prior to overseeing it. It can likewise be utilized for notification the executive’s purposes (constant) through lightweight keen agreements. Brilliant agreements give occasions to identify vaccines related deceits, guarantee zero personal time, and disposers of the function of third-party administrations to screen COVID’19 immunization coordination. The permanence highlight guarantees that the insights concerning the immunization can’t be modified or erased by the enemies. Smart arrangements can recognize and check the expiry date of the inoculation in an accepted manner using records, for instance, the gathering date and assurance season of the immunizer [15]. Also, splendid arrangements can use
provenance data to perceive the inadmissible and falsified immunizations created and sent through unapproved creators. For store network collaborations organizations, sharp arrangements can be configured to screen the state of the compartment for temperature, clamminess, pressure, and different records to guarantee the COVID’19 immunization during its shipment. The sharp arrangements can therefore tell the significant experts when the preassigned conditions for the shipment are dismissed. The sensors can furthermore assist with recognizing any unlawful undertakings that may disturb the state of the groups passing on inoculations inside the conveyance holder. Any such development can be recorded, explored to screendisobedience, and notified constantly to the material authority. The various focal points of blockchain for coordination’s of future immunization for COVID’19 consolidate (a) exchange settlement, (b) review transparency, (c) precise costing data, (d) automation, (e) decreasing human blunders, and (f) implementing tariff and exchange approaches.

4. TRACING CONTACTS:

Blockchain empowers data to be gathered from people without distinguishing them by utilizing an arrangement of public and privatekeys. For instance, the BeepTrace framework utilizes blockchain to give scrambled and anonymized individual ID while permitting controllers and medical care suppliers to contact individuals in danger of contamination because of contact with a tainted individual. The framework utilizes two chains and a public key created by the public authority or a public element to produce area information yet additionally creates a diagnostician key to confirm test results[16]. The contaminated individual offers agree to the diagnosing substance, which takes an interest in the blockchain to confirm results; notwithstanding, the public authority can't recognize the person. Notices can be shipped off the individual utilizing a different chain.

Source: BeepTrace: Blockchain Enabled Privacy-Privacy Contact Tracing for Covid19. 3025953 (2020)

Figure 2. Beep-Trace Framework Demonstrating the functionality of Contact tracing Techniques during Covid-19 Pandemic

Already, a similar protection and information sharing plan was likewise proposed in other blockchain-based applications. The key is that through anonymizing and cryptography, a blockchain-based contact following application guarantees singular protection while permitting general healthcare offices to contact individuals who may have been presented to SARS-CoV-2, the infection that causes COVID19, through a tainted individual. These highlights of security, protection, trust, and effectiveness are incorporated into the engineering of blockchain and have been hard to reproduce or grow dependably in different applications. Nations, for example, Taiwan and South Korea have indicated that a robust arrangement of contact tracking can control the spread of disease while permitting ordinary life to proceed for healthy individuals who are generally safe for contamination. However, worries about protection and security may restrict the
usage of such techniques in various pieces of the world, especially in the United States, which has the most noteworthy quantities of cases and death rates [17]. Blockchain advances that empower people to share their own data in a safe way with general wellbeing organizations without uncovering their character or contributing that data to a unified government or corporate information base may help distinguish individuals who come into contact with a patient who has tested positive for COVID-19. This can be accomplished through general health offices or through distributed warnings, where just the positive status can be shared without sharing other clinical or individual information. The ability to follow people who are positive for COVID-19 and to check their seropositive status for contamination might be utilized as a vital apparatus to empower more capable resuming of the economy without causing a flood in cases. As we create immunizations or create group insusceptibility for the disease, blockchain innovation may likewise be utilized to give wellbeing accreditations that can be checked effectively by managers and general wellbeing organizations to approve the status of a person.

5. **Conveyance of Remote Healthcare and Medical Supplies**

Utilizing progressed distant health operations, for example, telehealth and telemedicine administrations to limit the transmission danger of infectious infections can empower indicative patients to distantly speak with healthcare experts through IT framework. Remote diagnosis and treatment of patients can significantly limit quiet access and labor force restrictions, and along these lines the utilize capacity of distant healthcare administrations can viably control and breaking point the fast expansion in worldwide COVID19 cases [18]. Being administered and overseen by a concentrated power, distant medical services frameworks are defenseless against a solitary purpose of failure issue, which eventually influences the respectability and dependability of the healthcare records. The characteristic highlights of progressive blockchain innovation can bring different benefits to the distant medical care industry. The essential benefits incorporate building up the provenance of electronic healthcare records, checking the authenticity of clients requesting quiet information, guaranteeing persistent anonymous, and mechanizing miniature installments for utilizing remote healthcare administrations. The tractability component helps effectively set up the provenance of self-testing clinical packs for COVID19 testing. Following the testing result, people whose test outcomes are antagonistic are typically obliged to follow self-isolate approaches to relieve the spread of the infection to society. The necessities of secure track and hint of clinical supplies for self-isolated people achieve open doors for blockchain innovation to straightforwardly store time-stepped area information of clinical supplies on the ledger. Ensuring social separating and wearing face covers during performing business exercises (e.g., pertinent medical services members) can help with controlling the spread of COVID19. The worldwide expanding COVID19 confirmed cases request con-tactless conveyance of medicines to the patients particularly in zones of high infection transmission rate to additionally forestall COVID19 from spreading. For this reason, airborne vehicles can be utilized to ship medicines and clinical supplies to distant patients. Flying vehicles can likewise help with shipping clinical supplies among medical clinics that are housed at removed areas. For example, China tested (in 2020) utilizing flying vehicles to supply medications starting with one city then onto the next during the COVID19 pandemic [19]. Blockchain innovation can help to track and follow the area of the ethereal vehicles, verify provisioned administration level, and compute the standing score of an aeronautical vehicle dependent on its presentation in a trusted, responsible, and straightforward way. Through actualizing access control conventions and personality, the board, blockchain innovation limits the chance of assaults by the antagonistic vehicles. It permanently stores orders that are given to the airborne vehicles (for review purposes to confirm resistance with gave orders) by the control room alongside activities to purify the profoundly infection contaminated territories and distinguish human developments and collaborations. A multitude is involved numerous self-governing elevated vehicles that cooperate to accomplish a shared objective. Blockchain innovation can be utilized by the multitude of airborne vehicles to arrive
at an exceptionally solid worldwide choice by safely executing on the blockchain. For example, through a blockchain-based democratic framework, elevated vehicles of a multitude can distinguish the most thickly populated public spots to splash sanitization.

6. SYSTEM DESIGN AND IMPLEMENTATION

The execution of the stage would be a decentralized application (DApp) supporting a private blockchain network with an appropriated file framework (DFS) at the back end. Ethereum was utilized to present savvy contract structure for medical care blockchain. This is an open-source stage and right now one of the greatest public blockchain networks with a set up local area and an enormous assortment of public DApps. The stage presently utilizes an agreement evidence-of-work (PoW) calculation called Ethash yet designs are attempting to transform it into a proof-of-stake (PoS) adaptability calculation in the short term. Preferably, for the plan of circulated applications, a Delegated Proof-of-Stake (DPoS) or Functional Byzantine Fault Tolerance (PBFT) agreement calculation is fit [20]. The DApp will possibly recognize inconsistencies, unapproved information additions and missing elements by coordinating DFS content with record registers. Each stage is marked with an Audit Timeline. The fundamental components of the brilliant agreements are capacities, occasions, state factors, and modifiers and are written in the robustness programming language. To pay the exchange charge, Remix and Kovan test network is utilized to send savvy contracts on the testnet and testnet ethers. Three phases are engaged with the advancement of brilliant agreements, which use Solidity programming to compose, aggregate, and report. The bytecode is made by the ongoing compiler Solidity. Ethereum Wallet has been utilized to unveil savvy Blockchain contracts. Since brilliant agreement programming started with Ethereum and Solidity, it is yet a controller under development. Ethereum utilizes a specific elliptic bend and set of numerical constants as characterized by the US National Institute of Standards and Technology (NIST) standard called secp256k1 [20]. Elliptic bend cryptography, or ECC, is a solid procedure to cryptography from a very notable RSA, and a developmental technique. By using the arithmetic behind elliptic bends to set up protection between key sets is a strategy utilized for public key encryption. All through the previous few years, ECC has consistently expanded in notoriety because of its capability to give a similar degree of insurance as RSA with a much lower key size. The accompanying capacity portrays the secp256k1 bend, which produces an elliptic bend:

\[
p^2 = (q^3 + 7) \text{ over } F_x \quad \text{--- (1)}
\]

\[
p^2 \text{ mod } p = (q^3 + 7) \text{ mod } x \quad \text{--- (2)}
\]

The mod p (indivisible number p modulo) shows that this bend arrives at a limited prime request p field, likewise, composed as Fx, where \( x = 2^{256} - 2^{32} - 2^9 - 2^8 - 2^7 - 2^6 - 2^4 - 1 \), that is an exceptionally enormous number. Since this bend is characterized over a limited prime request field instead of over the genuine numbers, a two-dimensional example of spots, making it hard to envision. Picking a gathering ‘P’ with a huge gathering cardinality or number, suggested by \# Q and a huge ‘r’ is significant, absolutely from a cryptographic perspective. While working in the spatial plane, on any smooth cubic bend, we can characterize a gathering structure. In the typical type of Weierstrass, such a bend will have an extra point at limitlessness, \( O \), at the homogeneous directions that work as the gathering’s personality. Since the bend is balanced about the x-pivot, we can take \(-X\) to be the contrarily point, given any point X. We’re believing \(-O\) to be O. In the event that X and Y are two focuses on the bend, at that point in the accompanying way we can portray particularly a third point, \( X + Y \) First, adhereto a meaningful boundary among X and Y. At a third point, Z, this will ordinarily converge the cubic. So, we take \( X + Y \) as \(-Z\), the contrary incentive to Z as demonstrated in below.
Figure 3. Graph of curves shows the expansion of \(X+Y+Z=0\) where two values of \(X\) and \(Y\) adding third value \(Z\) for cubic bend coverage.

Figure 4. Graph of curves expansion focus for \(X+Y+Y=0\).

This definition for expansion works aside from assortment of endlessness and convergence in a couple of uncommon cases identified with the point. The main point is when \(O\) is one of the focuses. Here we characterize the gathering's way of life as \(X + O = X = O + X\). To begin with, we characterize \(X + Y = O\) if \(X\) and \(Y\) are inverseto one another. At last, on the off chance that we have just one point in \(X = Y\), we can't depict the distance between them. For this situation, now we are utilizing the digression line to the bend as our line. The digression crosses a second point \(Z\) by and large and we can take the inverse. We can in any case portray a gathering structure for a cubic bend that isn't typical in Weierstrass by assigning one of its nine affectation focuses as character \(O\). In the projective plane, when representing assortment, the line can converge a cubic at three focuses. \(−X\) is characterized as the remarkable third point on the line that goes through \(O\) and \(X\) for a point \(X\). Subsequently, \(X + Z\) is characterized as \(−R\) for any \(X\) and \(Y\), where \(Z\) is the one of a kind third point on the \(X\) and \(Y\) segment. Let \(L\) alone a field that decides the bend (for example the coefficients of the characterizing condition or bend conditions are in \(L\)) and mean the bend by \(M\). So, \(M\)'s \(L\)-levelheaded focuses are the focuses on \(M\), the directions of which are all in \(L\), including the limitlessness point \(M(L)\) indicates the arrangement of \(L\)-objective focuses. It likewise frames a gathering, since polynomial condition properties show that on the off chance that \(X\) is in \(M(L)\), at that point \(−X\) is additionally in \(M(L)\), and on the off chance that two of \(X\), \(Y\), and \(Z\) are in \(M(L)\), at that point the third is the equivalent. Hence, in the event that \(L\) is a \(K\) subfield, at that point \(M(L)\) is a \(M(K)\) subgroup. Chart of bends are outlined in Figure 5 and Figure 6.
The smart contact is converted into machine-level byte code where every byte characterizes each cycle, and afterward added as an EVM-1 exchange to the blockchain. A digger gets it, and affirms Block-1. At the point when a client sends the inquiry through the web interface, the EVM-2 inquiries and installs the online information into Transaction tx and conveys it to the blockchain. In Block-2 the exchange tx status is changed. At the point when hub 3 chooses to test the states that are put away in the agreement, at that point it should synchronize the progressions up to in any event Block - 2 to see the progressions that exchange made.

**Blockchain Based Smart Contract framework to control the transmission of COVID-19:**

A smart contact, in light of blockchain innovation, might be fabricated and would have all the conditions from taking care of different consents to getting to information as found in Figure 7 and it very well may be seen that an assortment of partners are partaking in this plan performing various exercises. It would assist with making more grounded doctor tolerant encounters. The standards controlling information authorization are coordinated into savvy contracts. It can likewise help screen all activities from their root to their acquiescence, with interesting Id. Close by all the jobs and strategies, a savvy contract with different associations has been created and explained very much coordinated in the keen agreements. Figure 7 shows the capacity of savvy contracts with Ethereum, where for disentanglement the mining interaction is forgotten about. There will be no requirement for an incorporated body to supervise and approve the interaction as it tends to be dealt with straightforwardly by means of the keen agreement that incredibly
diminishes the administration cycle organization costs. The PC exchanges are enlisted with private key (patient or doctor) of the proprietor. The framework's square substance reflects information possession and access authorizations traded by individuals from a private distributed organization. Blockchain innovation underpins the utilization of savvy contracts which permit us to computerize and screen certain state advances, (for example, adifference in access rights or the ascent of another interaction record). We record persistent specialist connections on an Ethereum blockchain through savvy contracts which join a clinical record with survey rights and information recovery bearings (successfully information pointers) for outside worker activity to guarantee against control, we remember a cryptographic hash of the record for the blockchain to guarantee information security [21]. This organization will be associated with the nearby and worldwide information bases to guarantee satisfactory observing and regulation of the contamination.

Source: Use of Blockchain Technology to Curb Novel Coronavirus Disease (COVID-19) Transmission) 584226(2020)

Figure 7. System Design and Workflow of Smart Contact

Wellbeing analysts need broad informational indexes to propel illness mindfulness, accelerate logical disclosure, quickly screen drug creation, and plan tolerant treatment systems dependent on science, lifecycle and climate. Through having patients of assorted ethnic and financial foundations and from different geographic districts, Blockchain's shared information organization will incorporate a huge assortment of informational index [22]. It gives ideal information to longitudinal investigations on the grounds that blockchain accumulates information about an individual's wellbeing over a long period. A medical care blockchain can extend wellbeing information handling to incorporate information from gatherings of people by and by under-served or not generally occupied with science. Blockchain's open information environment makes it simpler for "difficult to reach" crowds to be included, and more sagacious for the overall population to convey results. The will likewise encourage the defeating of regulatory failures among patients, specialists and the medical services association. This framework will aid the recovery, audit and the executives of complex information and practices in the medical care area. The key goal is to share the data through keen blockchain decreases by empowering emergency clinics, doctors, crisis facilities and different accomplices to successfully access and trade the remedial data of a patient among various partners.
Existing Applications Based on Blockchain:

I. Blockchain to monitor data flow:

Getting quality data is more essential than ever. HashLog is a platform built on a blockchain that envisions the spreading of the COVID-19 pandemic continuously. To accomplish it, it works with information from various nations and relevant authority. Anybody can check the quantity of contaminated, expired, and recuperated patients across the world. MiPasa is a similar system, while supported by the World Health Organization and software giants such as Oracle or Microsoft. Considering IBM's HyperLedger Fabric blockchain arrangement, this groundbreaking project aims to enhance the insights available on the evolution of the COVID-19 [23]. As indicated by its supporters, it will permit the early recognition of COVID-19 patients and the basic virus focuses [24]. This will be accomplished by incorporating private and authority information, along with data from medical clinics and medical services establishments. The security of protection will be a basic component.


II. Blockchain to oversee solutions and Identities:

Another application is Prescripto that deals with the stockpile of medication. This modern wave of clinical solutions ensures the character of patients while securing their individuality. Undoubtedly, imaginative advancements that diminish the weight on medical care frameworks will be a very welcome instrument in the battle against COVID-19.

Concluding Remarks and Further Recommendations

In this paper, we examined in detail how the arising blockchain innovation highlights and benefits can be utilized for battling the COVID19 pandemic. We investigated the potential blockchain applications from fundamentally the medical services crisis viewpoint to talk about the key job that blockchain can play during the COVID19 pandemic. We identified the critical prerequisites of the partaking associations to create blockchain-based frameworks for medical care crisis administrations to battle the COVID19 pandemic. We examined existing blockchain-based frameworks that are grown as of late to actualize assorted services.

Our key findings and proposals include:

- The focal points of blockchain innovation regarding the significant trust, security,
detectability, and reliability can incredibly help the specialists to devise answers for fight against the COVID19 pandemic. For instance, immutable information identified with the flare-up of COVID19 in a city can be utilized by the specialists to effectively distinguish disease hotspots. Admittance to such critical data can help the specialists to define approaches for keeping the infection from additional spreading.

- Execution of tracing contact arrangements incredibly relies upon the sum and speed of gathered data identified with area, travel history, and COVID19 test consequences of people. It is energetically suggested that the protection of the client's information should be safeguarded by the contact tracing initiatives.
- Blockchain innovation is planned to give a helpful, responsible, and cooperative climate for members that are engaged with the inventory network coordinations of vaccine. The selection pace of blockchain innovation by members incredibly relies upon the working transparency and affirmation of consistence with astandard to secure information against its abuse.
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