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Preface


The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The CMLA 2021, CIoT 2021, CSEIT 2021, NCS 2021, NLPD 2021 and SPM 2021 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.

In closing, CMLA 2021, CIoT 2021, CSEIT 2021, NCS 2021, NLPD 2021 and SPM 2021 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the CMLA 2021, CIoT 2021, CSEIT 2021, NCS 2021, NLPD 2021 and SPM 2021.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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ABSTRACT

Forensic author profiling plays an important role in indicating possible profiles for suspects. Among the many automated solutions recently proposed for author profiling, transfer learning outperforms many other state-of-the-art techniques in natural language processing. Nevertheless, the sophisticated technique has yet to be fully exploited for author profiling. At the same time, whereas current methods of author profiling, all largely based on features engineering, have spawned significant variation in each model used, transfer learning usually requires a preprocessed text to be fed into the model. We reviewed multiple references in the literature and determined the most common preprocessing techniques associated with authors’ genders profiling. Considering the variations in potential preprocessing techniques, we conducted an experimental study that involved applying five such techniques to measure each technique’s effect while using the BERT model, chosen for being one of the most-used stock pretrained models. We used the Hugging face transformer library to implement the code for each preprocessing case. In our five experiments, we found that BERT achieves the best accuracy in predicting the gender of the author when no preprocessing technique is applied. Our best case achieved 86.67% accuracy in predicting the gender of authors.
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1. INTRODUCTION

Forensic author profiling has proven to be an important yet complicated task that requires further investigation. According to Keretna et al. [1], writing styles are affected by factors like a person’s culture, educational background, and the environment he/she has been raised in. Historically, Criminal Forensic profiling is established by a former Federal Bureau of Investigation (FBI), John Edward Douglas [2]. He started studying and analyzing serial killers’ crimes. Moreover, he has interviewed some of the serial killers to find a pattern that is associated with their criminal activities and their characteristics profiling. Further, this approach is believed to help to direct the course of investigation towards the most possible suspect who committed the crime. As the use of the Internet grows, the need to adopt this change is inevitable. The content of the internet contains a big amount of unstructured text especially in Online Social Networks (OSNs). One of the tasks of analyzing textual content is authorship profiling by which demographic information
about anonymous authors can be revealed. Beyond that, authorship profiling can contribute to the deanonymization of anonymous malicious texts. Even though most OSNs are regarded as an auxiliary in which users use their real names, the option of anonymity is still available. Criminals are known to seek anonymity to avoid getting caught by law enforcement [3], [4]. Moreover, the considered attributes that are used to create similarity among different profiles, can be used to build profile clusters by which users’ profiles can be assigned.

However, other gaps need to be addressed as well, including that no method of classifying age or gender—both of which are aspects of author profiling—that also considers the genre or nature of the analyzed text has been widely endorsed. Beyond that, to the best of our knowledge, no research has involved surveying or comparing the different approaches used in author profiling. In fact, current knowledge about the task is largely based on small-scale experiments conducted to find a reliable classification method with a near-zero error rate. In order to use forensic authorship profiling as admissible evidence in courts, the proposed methods must have about 100% accuracy. The average accuracy of good proposed methods are ranging from 70–85% [5]–[9]. However, the proposed methods still suffer from low accuracy. A more specific gap is that transfer learning, an emerging technique in natural language processing (NLP) proven to be state-of-the-art for many NLP tasks [10], has not been fully tested in the context of author profiling. As a consequence, literature on author profiling using transfer learning has remained slight, and how the technique contributes to and affects such profiling remains poorly understood, at least in a systematic sense. For those reasons, the applicability of the advanced, reliable technique of transfer learning to author profiling is worth investigating.

According to Devlin and Chang, a serious challenge in NLP is the limited amount of training data [11]. To address that challenge, researchers have developed transformer-based models that are trained on enormous unlabelled datasets—for instance, Wikipedia’s dataset—so that researchers can use the pretrained models on smaller datasets instead of having to develop training models from scratch. Although the technique has been shown to afford more accuracy in executing different NLP tasks [11], [12], the pretrained models require so-called “fine-tuning” before being used with smaller datasets. An example of such a pretrained model is the bidirectional encoder representations from transformers (BERT) model, which is distinguished from other pretrained models by virtue of its bidirectionality—that is, it considers context when words have dual valence. For example, when processing the word bank, which can mean a financial institution or the shore of a river, the BERT model examines all words in the sentence at both valences and generates a score that indicates the best representation of the meaning of the words in their given context. In its implementation, the BERT model is based on transformer model architecture developed by researchers at Google in 2017 [11].

The purpose of this study is to examine the impact of the most used preprocessing techniques in profiling the age and gender of the author if a pretrained model is used, BERT. In the remainder of this paper, the next section introduces past work related to the preprocessing techniques in author profiling, followed by an experimental section that details the implementation of the five cases of preprocessing techniques that we considered, and the steps performed in each experiment. After that, a section presents the results of each experiment and discusses the effect of each preprocessing technique on the model’s accuracy in predicting the gender of authors. In the paper’s conclusion, we restate the important findings of our study and indicate directions for future work.

2. RELATED WORK

To conduct a thorough literature review, we considered the valuable contribution of PAN’s shared tasks in author profiling, which provides a broad range of approaches and methods in the
We reviewed PAN’s shared tasks from 2013 to 2017 to identify the types of preprocessing techniques that researchers consider in their efforts to profile authors [13]–[17]. Besides, we also included papers that investigate author profiling using English datasets. Some papers used uncommon preprocessing techniques e.g., extending shortened texts such as slang words, contractions, and abbreviations [18]. Lundeqvist & Svensson removed HTML tags, and used Twitter custom tokenizer (nltk.tokenize package — NLTK 3.6.2 documentation)[19]. However, some papers considered common preprocessing techniques, similar to those used in PAN shared tasks [20]. At least five research groups represented in PAN’s shared tasks from 2013 to 2017 removed retweet tags from the texts during preprocessing [13]–[17]; 17 groups removed hashtags [13]–[17], [20]; and 19 teams considered removing URLs. For the removal of the mentioned tags, 17 research groups considered removing them from the processed text. Stop words were removed only four times [21]–[23] [24], and 29 teams did not apply any preprocessing technique whatsoever [13]–[17]. In 11 instances, retweet tags, URLs, and mentions were all removed [14]–[17], [25].

The effectiveness of preprocessing techniques in machine learning approaches depends on the selection of features and classifiers. In transfer learning, the extensive training of pretrained models on large data equips them with the needed power to model the language and capture most of its contextualized aspects. Because transfer learning uses the previously learned knowledge to tokenize the downstream text [26], it uses fine-tuning to train and classify the downstream task [27].

Some techniques in NLP, including transfer learning, have been proven to be state-of-the-art for many NLP tasks [10], however, not fully tested for author profiling. A systematic understanding of how transfer learning contributes to author profiling is also lacking, despite the clear value of investigating the applicability of such an advanced, reliable technique in author profiling. Although transfer learning is a technique with growing interest, publications on author profiling using it have been few. With this publication, we aim to narrow all of those gaps, at least in part.

3. **EXPERIMENTS**

3.1. **Dataset**

Table 1. The distribution of the dataset per class. The raw data was extracted from the URLs that were sent by PAN. The table illustrates the number of tweets per men and the number of tweets per women.

<table>
<thead>
<tr>
<th>Number of authors</th>
<th>436</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tweets</td>
<td>363,031</td>
</tr>
<tr>
<td>Number of tweets per men</td>
<td>149,059</td>
</tr>
<tr>
<td>Number of tweets per women</td>
<td>113,972</td>
</tr>
</tbody>
</table>

The dataset we used is from PAN’s 2016 shared tasks involving author profiling[16]. We chose to conduct our experiments on the English corpus only due to the focus and scope of our study. The most studied datasets in the literature are collected from Twitter. Twitter texts represent the characteristics of today’s text e.g., unstructured, short, and colloquial. In PAN shared task in 2016, the participated research groups were sent the URLs of the tweets with a truth table containing the authors’ gender and age labels. The URLs of the tweets have relatively smaller size and easier to share compared to the complete textual dataset. Age was categorized as follows: 1) 18–24, 2) 25–34, 3) 35–49, 4) 50–64, and 5) 65 and older. Table 1 shows the distribution of the dataset per class. Given the aim of our study, we profiled the author’s gender only.
3.2. Experimental Setups

The adopted experimental setups were based on the most common techniques observed in the literature [13]–[17], all of which have been extensively tested in the context of author profiling using machine and deep learning techniques. The effect of preprocessing techniques on author profiling using transfer learning techniques has not yet been studied, however. As illustrated in Table 2, we considered five cases for the preprocessing techniques. In Case 1, we included three basic techniques: mentions removal, retweet tags removal, and hashtags removal. In Case 2, we added URLs removal to the techniques from Case 1, and in Case 3, we added the removal of punctuation. In Case 4, we applied a well-known technique in NLP, stop words removal, which involves eliminating extremely common words that are liable to be repeated in many texts and that some researchers characterize as noise, not as markers. Last, in Case 5, we chose not to apply any preprocessing technique in order to gauge its effect. We built all five cases using regex in Python and the Hugging Face transformer library on Google Colab.

<table>
<thead>
<tr>
<th>Case</th>
<th>Preprocessing techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Mentions removal, Retweet tags removal, Hashtags removal</td>
</tr>
<tr>
<td>Case 2</td>
<td>Mentions removal, Retweet tags removal, Hashtags removal, URLs removal</td>
</tr>
<tr>
<td>Case 3</td>
<td>Mentions removal, Retweet tags removal, Hashtags removal, URLs removal, Punctuation removal</td>
</tr>
<tr>
<td>Case 4</td>
<td>Mentions removal, Retweet tags removal, Hashtags removal, URLs removal, Punctuation removal, Stop words removal</td>
</tr>
<tr>
<td>Case 5 *</td>
<td>None (i.e., each text as-is)</td>
</tr>
</tbody>
</table>

*No preprocessing technique was applied

All of the experiments were carried out using Google Colab’s graphical processing unit (GPU) to optimize the time efficiency. We chose to run each case’s code for three epochs, as suggested by the BERT model’s developers [11], and we separated each code for each case and manually double-checked the effect of the preprocessing technique performed on the dataset. The rest of the code concerns the implementation of the BERT model for binary classification: 0 for authors who are men, 1 for authors who are women. The only difference in each experiment was in preprocessing: the rest of the experiment parameters were controlled and the same.
Figure 1. Experiments pipeline. The sequence of the conducted experiments. The case number changes based on the case we are considering. The rest of the experiment is the same for all cases.

Figure 1 illustrates the steps of our implementation which can summarized as follows:

1. Dataset handling and preprocess:
   1.1. Reading the dataset and storing in dataframe
   1.2. Preprocessing based on the target case x (x=1-5), see table 2
   1.3. Loading BERT tokenizer
   1.4. Building PyTorch dataset
   1.5. Splitting Dataset into 90% training dataset and 10% testing dataset.

2. Model fine-tuning:
   2.1. Loading bert-base-cased from Huggingface library
   2.2. Building a binary classifier using BERT pretraining parameters with learning rate = 2-5
   2.3. Implementing functions for training and evaluation
   2.5 Iterating the training and evaluation for the number of epochs =3

3. Testing the model:
   3.1. Implementing testing function using the trained classifier
   3.2. Classifying testing dataset and compare prediction with real values
   3.3. Creating a classification report for f1-score

The model that we used is the uncased BERT base model with hyperparameters listed in Table 3. For our study, the values of the hyperparameters and the type of the BERT model considered were not in focus; therefore, we did not dedicate much time to experimenting with different values of the hyperparameters. To better measure the effect of the various preprocessing techniques, we controlled the values of the hyperparameters in all five experiments.

Because transfer learning does not require much consideration of features engineering, the only obvious parameter that can vary from one study to another is the preprocessing techniques. The obvious advantage of examining those cases is to determine the best preprocessing technique for author profiling when transfer learning is used.

Table 3. Values of the hyperparameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>BERT-base-cased</td>
</tr>
<tr>
<td>Epochs</td>
<td>3</td>
</tr>
<tr>
<td>Batch size</td>
<td>32</td>
</tr>
<tr>
<td>Text max length</td>
<td>100</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$2^{-5}$</td>
</tr>
</tbody>
</table>
4. RESULTS AND DISCUSSION

In our study, we sought to examine the effect of the most commonly used preprocessing techniques on the gender profiling of authors when using a pretrained model: the BERT model. To distinguish our five cases of preprocessing techniques from each other, we conducted an experiment for each case. Because transfer learning models were trained on a relatively large dataset, we thought that the pretrained models would perform better in downstream tasks when the downstream dataset was larger. After performing the five experiments, we found that the best case for BERT was not applying any preprocessing technique and that the worst was Case 4, when we applied five preprocessing techniques (i.e., mentions removal, retweet tags removal, hashtags removal, URLs removal, and punctuation removal). Removing stop words also negatively affected the use of the BERT model. The rest of the cases differed slightly in accuracy, as shown in Table 4. The difference between Case 4 and Case 5 contributed to a significant difference overall (i.e., approx. 8%). The fewer preprocessing techniques we applied, the higher accuracy we observed. However, the time needed to train the model for Case 5 was the longest.

Table 4. Results of experiments. We consider using cross-validation to test the accuracy of the built models. We split the dataset into 90% for training and 10% for testing.

<table>
<thead>
<tr>
<th>Case</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.8229</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.8074</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.7946</td>
</tr>
<tr>
<td>Case 4</td>
<td>0.7886</td>
</tr>
<tr>
<td>Case 5</td>
<td>0.8667</td>
</tr>
</tbody>
</table>

A possible explanation for those results is that pretrained models perform better on larger texts and need every token that they might learn from. Even though stop words might not be used as markers in machine learning methods [28], the BERT model performed better when stop words were not removed. As mentioned, transfer learning techniques are features-independent, and their capability in contextually model language makes them powerful enough to understand natural language. Our goal was to test aspects that can affect the performance of such pretrained models, namely the most commonly used preprocessing techniques for profiling the age and gender of authors. As a result, our study offers valuable findings that shed light on the best preprocessing techniques that can be applied when using a pretrained model to profile authors by gender.

5. CONCLUSIONS

Our experiments on how preprocessing techniques impact the gender profiling of authors when using a transfer learning model confirmed that the BERT performs best when no preprocessing techniques are applied. They also revealed that removing stop words lowers the accuracy by 1%. Those results indicate that pretrained models perform better when longer texts are present. Other common preprocessing techniques in the literature were included in the experiments and showed that they affect the pretrained model performance negatively. On top of that, our findings suggest that the use of pretrained models could be standardized, for it does not rely on many dependent parameters such as preprocessing and variable features.

For the future, the study has provided the groundwork for using transfer learning techniques to advance the field of author profiling, with findings that can serve as a starting point for using transfer learning in author profiling. Although the scope of the study was limited in terms of the
pretrained model and the number of preprocessing techniques used, future work could involve using more than one pretrained model in a bid to better generalize the findings. Researchers could also apply more preprocessing techniques to cover more preprocessing possibilities.
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Abstract. We address the problem of Pedestrian Attribute Recognition (PAR) in this paper. Owing to the presence of surveillance cameras in almost all outdoor and indoor public spaces, keeping and eye on pedestrian is a sought-after task with many useful applications. The problem entails recognizing attributes such as age-group, clothing style, accessories, footwear style etc. This is a multi-label problem and challenging even for human observers. We propose using a convolution neural network (CNN) with trainable Gabor wavelets (TGW) layers. The proposed layers are learnable and adapt to the dataset for a better recognition. The proposed multi-branch neural network is a mix of TGW and convolutional layers and we show its effectiveness on a public dataset.
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1 Introduction

Pedestrian attribute recognition is one of the active areas of research in the field of computer vision. The pedestrian attribute recognition deals with identifying a number of visual attributes from an image data. The identified attributes can belong to different classes, e.g. clothing style, footwear, gender, age group etc. A successful outcome of this research can be applied to various domains. It can be employed for motion analysis [20], where it can be used to identify crowd behavior attributes. Another important area of application is image-based surveillance or visual features extractions for person identification [18, 19]. Other applications include video analytics for business intelligence, or searching a criminal database for suspects using the identified visual attributes. Various factors make this a challenging problem. One of the main factors that makes this problem very difficult is the varying lighting conditions. Attributes of the same type of clothing can appear completely different under different lighting conditions. For example, distinguishing between black and dark blue colors is very difficult in certain weather conditions. Both colors will appear very similar to the camera in a darker environment. Occlusion also complicates the correct visual attribution identification and recognition. Occlusions can be either complete or partial and can results due to the camera orientation or from object self occlusions. For example, if a person is wears a hat, it might appear partially in the image, or its shape might be completely different. Similarly, the orientation of a person or a camera can hide a backpack partially or completely from the view. These examples clearly show that settings of an acquisition environment for image or video capture result in a high intra-class variations for the same visual attributes.
The focus of this work is the identification of visual attributes from image and video data. The distance of an object from the camera affects how that object appears in the image. If an object is very far from the camera, or if the image resolution is very low, a visual attribute, e.g. dress, hat, backpack, scarf, shoes etc. will only occupy a few pixels in the image. The combination of low image resolution, in addition to the self-occlusions or view-oriented occlusions, makes visual attribute identification a very challenging problem. Many of these issues can be seen in the most widely used pedestrian dataset. Figure 1 shows some of the samples from the PEdesTrian Attribute (PETA) [8]. PETA is the largest benchmark dataset. It comprises of 19000 images of different resolution that cover more than 60 attributes. The dataset is acquired from real-world surveillance camera systems and includes images of 8,705 persons. It is a very challenging dataset because of the acquisition setup and scene settings. As can be seen in Figure 1, the quality of images is very low as well. This is due to a number of factors: images are very low resolution, acquisition problems result in a significant blur, many of the attributes are hidden due to severe occlusions. Moreover, due to the fast motion or acquisition problems some of the objects appear quite blurred thus making it a very challenging problem.

Visual attribute recognition problem can be solved in different ways, but the predominant solutions involve a two step process. In the first step, a feature extraction algorithm is employed to find a feature representation of the attributes. A number of feature extraction solutions are discussed in the computer vision literature. Most of these techniques require a very expert domain knowledge, and also needs a very high level of fine tuning for an accurate representation of visual attributes. For feature representation, methods like SIFT [16], HoG [7] or Haar-like features [25] have been employed in the field rigorously. Feature extraction is followed by the attributes classification step. For classification, Support Vector Machines (SVM) [8] has been the most widely used technique in the last decade.

In recent years, the convolutional neural networks (CNNs) have almost completely replaced SVMs for classification tasks. Compared to earlier attribute learning or image classification methods, CNNs are more effective and robust. Sarfraz et al. [23] proposed an end-to-end CNN-based network (VeSPA). This network had four parts, where each part corresponds to a specific pose category. Pose-specific attributes of each category are learned by each of these network parts. Their work demonstrated that coarse body pose information greatly influences the pedestrian attribute recognition. They extended their work in [21] and added a ternary view classifier in a modified approach that employed a global weighting solution. P-Net [2] employs a part-based approach. Based on GoogLeNet, the method guides the refined convolutional feature maps to capture different location information for the attributes related to different body parts. A joint person re-identification and attribute recognition approach (HydraPlus-Net) is presented by Liu et al. [15]. HydraPlus-Net is an Inception-based network and aggregates feature layers from multi-directional attention modules for the final feature representation. Sarafianos et al. [22] presented a multi-branch network that employed a simple weight scheme to address the class imbalance problem. They extracted visual attention masks to guide the network to crucial body parts. The masks are then fused at
different scales to obtain a better feature representation. Another end-to-end method for person attribute recognition that uses Class Activation Map (CAM) network [27] to refine attention heat map is proposed by Guo et al [10]. The heat map identifies the areas of different image attributes. They use CAM network to refine the attention heat map for an improved recognition. A Harmonious Attention CNN (HA-CNN) based joint learning approach for person re-identification is presented in [14]. They used HA-CNN for the joint learning of hard regional attention and soft pixel attention. Feature representation is obtained by this simultaneous optimization. A Multi-Level Factorization Net (MLFN) that factors the visual appearance of a person into latent discriminative factors is proposed by [4]. The factorization is done without manual annotation at multiple semantic levels. A Transferable Joint Attribute-Identity Deep Learning (TJ-AIDL) model that allows for a simultaneous learning of an identity discriminative and
A neural network is used to generate Gabor wavelet hyperparameters. These generated Gabor filters are then applied to the input. A $1 \times 1$ convolution layer is added to enable the steerability of the Gabor wavelets.

attribute-semantic feature representation is proposed by [26]. Si et al. [24] proposed a Dual ATtention Matching network (DuATM), which is a joint learning end-to-end person re-identification framework. Their method simultaneously performs context-aware feature sequences learning and attentive sequence comparison in a joint learning mechanism for person re-identification.

Using Gabor wavelets with CNNs have received a tremendous attention as well [1, 3, 11, 17]. [1] use a Gabor filter bank as the first layer of a CNN and the bank gets updated using the standard back-propagation network leaning phase. [3] also use Gabor filters in the first layer of the network. While introducing lateral inhibition to enhance network performance, they use a n-fold cross validation to search for the best parameters. Authors in [17] introduce a Gabor Neural Network (GNN) where Gabor filters are incorporated into the convolution filter as a modulation process, in a spirit similar to the above mentioned works. In contrast to the above works where fixed Gabor filters are used, [11] introduce a trainable Gabor wavelets (TGW) layer. The authors present a method where the hyperparameters of the wavelets are learned from the input and a novel $1 \times 1$ convolution layers are employed to create steerable filters. In this paper, we propose using this TGW layer with our proposed CNN for a novel solution to the problem of PAR. We test on a challenging dataset and show a considerable improvement over state of the art.

## 2 Main Approach

In this section, we start with the description of the Gabor wavelet layer. Then we describe the architecture of our network in general.

### 2.1 Gabor Wavelet Layer

We make use of the Trainable Gabor wavelets (TGW) layer as proposed by Kwon et. al. [11] (see. Fig. 2). A neural network is used to generate the hyperparameters for the
Gabor wavelet and the generated Gabor filters are applied to filter inputs. In order to capture essential input features, a $1 \times 1$ convolution layer is added to the TGW layer to capture features at different orientations.

**Hyperparameter estimation** The 2D Gabor wavelet can be described as:

$$G(x, y) = \exp\left(-\frac{X^2 + \gamma Y^2}{2\sigma^2}\right) \times \cos\left(\frac{2\pi}{\lambda} X\right)$$  \hspace{1cm} (1)

where $\gamma$ represents aspect ratio, $\lambda$ represents wavelength of the sinusoidal, $\sigma$ represents width or the standard deviation, $X = x \cos(\theta) + y \sin(\theta)$, $Y = -x \sin(\theta) + y \cos(\theta)$, and $\theta$ is an angle in the range $[0, \pi]$. Thus in order to specify a continuous Gabor wavelet, we need to determine the set of hyperparameters $\{\gamma, \theta, \lambda, \sigma\}$. In order to convert the continuous filter to a discrete one, a sampling grids need to be defined, which is largely linked to $\sigma$. A new parameter is thus introduced to compute the discrete filter:

$$G[m, n] = g(u, v) = \left(\frac{m}{\zeta} \times \zeta, \frac{n}{\zeta} \times \zeta\right)$$  \hspace{1cm} (2)

where $m$ and $n$ are in the interval $-\lfloor \zeta \rfloor, \lfloor \zeta \rfloor + 1, \ldots, \lfloor \zeta \rfloor$, and by just varying $\lfloor \zeta \rfloor$, variety of sampling grids can be achieved [11]. For a loss function $L$, we need to compute $\frac{\partial L}{\partial \zeta}$ in order to train for the wavelet layer that is cascaded with our CNN. In order to train for the $\zeta$, what remains is to compute $\frac{\partial G[m, n]}{\partial \zeta}$, as $\frac{\partial L}{\partial G[m, n]}$ is handled automatically by the deep learning libraries:

$$\frac{\partial G[m, n]}{\partial \zeta} = \frac{\partial g(u, v)}{\partial u} \frac{\partial u}{\partial \zeta} + \frac{\partial g(u, v)}{\partial v} \frac{\partial v}{\partial \zeta}$$  \hspace{1cm} (3)

$$= \frac{\partial g(u, v)}{\partial u} \frac{u}{\zeta} + \frac{\partial g(u, v)}{\partial v} \frac{v}{\zeta}$$  \hspace{1cm} (4)

as $\frac{d}{d\zeta} \lfloor \zeta \rfloor = 0$. The remaining parameters $\frac{\partial G[m, n]}{\partial \sigma}$, $\frac{\partial G[m, n]}{\partial \gamma}$, $\frac{\partial G[m, n]}{\partial \lambda}$ can be computed in a similar way and a similar parameterization can be adopted for the parameters $\sigma$, $\gamma$ and $\lambda$.

A very significant parameter for the Gabor wavelet is the orientation ($\theta$). These values are mostly chosen empirically. This parameter is also made trainable to better design orientations for the task at hand. To use the steering property, where a linear combination of finite set of responses can be used to represent convolution at any orientation, a $1 \times 1$ convolution layer, working as a linear combination layer, is added to the output of the generated filters. For this layer, ten equally spaced fixed orientations are selected, working as basis filters: $9^\circ$, $27^\circ$, $45^\circ$, $63^\circ$, $81^\circ$, $99^\circ$, $117^\circ$, $135^\circ$, $153^\circ$, and $171^\circ$ [11].

### 2.2 Attribute Recognition Network

The above mentioned TGW layer can be thought of as a feature extracting layer. In addition to this, we also employ it as the key building block of our network. Thus, in
Fig. 3: Our Approach: The proposed method divides the input image into three parts. For each branch, the network contains 4 layers that are a mix between TGW and $3\text{Conv}$ layer (mixed-layers). The output of each branch is followed by three fc layers. Size of the last layer of the network matches the number of attributes of the dataset. Parameters of the network are mentioned in Table 1.

addition to functioning as the lowest layer, it also aids the network to learn high level features.

The proposed network is shown in Fig. 3. An input image is divided into three equal parts along on the vertical axis. Each part of the image passes through a separate branch of the network. As can be seen in the figure, each branch consists of 4 mixed-layers: combination of TGW layer and a $3 \times 3$ convolution layer. The input to the TGW layer starts with a 1-channel conversion, i.e. a multi-channel input is converted to a 1-channel, which is a summation over the channels operation for all layers except the first layer where we perform a simple color-to-gray image conversion. The parameters for these layers are given in Table 1.

Each mixed-layer (1 to 4) contains 256 channels from the TGW layer and 256 channels from a $3 \times 3$ convolution layer (denoted as $3\text{Conv}$). Thus depth of each mixed-layer output is 512 (concatenation of TGW and $3\text{Conv}$ layer). The network thus contains blocks of layers stacked together. For each $3\text{Conv}$ layer, as the name suggest, the kernel size is $3 \times 3$. The convolution is followed by ReLU activation function, max-pool layer (size $2 \times 2$), and Batch Normalization (BN) layer. The size of the input image to each of these stacked layers is, respectively: $48 \times 48$, $24 \times 24$, $12 \times 12$, and $6 \times 6$.

Output from each branch encounters three fully connected layers, i.e. fc1, fc2 and fc3, of size 512, 512 and 35, respectively. Each fc layer uses ReLU as the activation function, followed by a dropout layer ($p = 0.5$), to minimize the number of parameters of the network. fc3 from all branches are concatenated and the final output layer size matches the number of dataset attributes.

The method proposes using Gabor wavelets embedded with a deep neural network. Whereas other methods construct Gabor filters manually, the proposed network learns the wavelet parameters suitable to the dataset. Generated Gabor filters are stacked with convolution layers to build the overall network. As we shall show next, the proposed network is efficient and learns the dataset structure well to perform at par with state of the art.
Table 1: Parameters used for the TGW layers.

<table>
<thead>
<tr>
<th>Layer</th>
<th>$\gamma_o$</th>
<th>$\lambda_o$</th>
<th>$\sigma_o$</th>
<th>$\zeta_o$</th>
<th>TGW Channels</th>
<th>Conv Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3</td>
<td>6.8</td>
<td>5.4</td>
<td>6</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>2</td>
<td>0.3</td>
<td>5.6</td>
<td>4.5</td>
<td>5</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>4.6</td>
<td>3.6</td>
<td>4</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>3.5</td>
<td>2.8</td>
<td>3</td>
<td>256</td>
<td>256</td>
</tr>
</tbody>
</table>

Table 1: Parameters used for the TGW layers.

### 3 Evaluation

Following channel conversion, the grayscale image is divided into three parts. Each part of the networks encounters 4 mixed-layers, consisting of equal number of channels from TGW and $3_{\text{Conv}}$ layer. Depth of each mixed-layer is 512. The mixed-layers are followed by a series of fully connected layers before the final output layer. ReLU is used as the activation function for all the layer. The output layer uses sigmoid as the activation function.

In order to evaluate our method quantitatively, we compute various measures and report the results below. Although mean accuracy has been widely used in the attribute recognition literature, it treats each attribute independent of the other attributes. This might not necessarily be the case and an inter-attribute correlation might exist. Therefore, researchers also report example-based evaluations, namely accuracy ($\text{Acc}$), precision ($\text{Prec}$), recall ($\text{Rec}$), and F1 score ($F1$) [13].

### 3.1 Dataset

PETA is one of the most widely used dataset for the problem of pattern attribute recognition. Collected from real-time surveillance cameras, the PETA dataset contains 19,000 images collected from 10 publicly available datasets. The resolution of the images ranges from $17 \times 39$ to $169 \times 365$. Most of the previous works [12, 23] report results on the PETA dataset using only 35 attributes. Similarly, for a fair comparison, experiments are conducted on 5 random splits: we allocate 9,500 samples for training, 1,900 samples for validation, 7,600 samples for testing on the dataset.

**Pre-processing:** Before continuing to the next step, we perform mean subtraction: That is, we compute the mean for all the images for each color spaces and this value is subtracted from image data. Intuitively for each dimension, this step is equal to centering the data around its origin. Next step involves normalization: We compute the standard deviation separately for each color space and the image data is divided by this value.

### 3.2 Setup

For deep learning, we adopted the KERAS [6] library, which is based on the TensorFlow backend. All experiments were performed on a cluster node with 2 x Intel Xeon E5 CPU, 128GB Registered ECC DDR4 RAM, 32TB SAS Hard drive storage, and 8 x NVIDIA Tesla K80 GPUs.
Table 2: Quantitative results (%) on PETA datasets. Results are compared with the other benchmark methods. As can be seen, we have comparable results, with considerable improved accuracy for the datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Acc</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et. al. [12]</td>
<td>75.07</td>
<td>83.68</td>
<td>83.14</td>
<td>83.41</td>
</tr>
<tr>
<td>Liu et. al. [28]</td>
<td>74.62</td>
<td>82.66</td>
<td>85.16</td>
<td>83.40</td>
</tr>
<tr>
<td>Sarfaraz et. al. [23]</td>
<td>77.73</td>
<td>86.18</td>
<td>84.81</td>
<td>85.49</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td><strong>79.35</strong></td>
<td><strong>86.24</strong></td>
<td><strong>79.45</strong></td>
<td><strong>81.48</strong></td>
</tr>
</tbody>
</table>

3.3 Implementation Details

We train the network for 50 epochs. ReLU was used as the activation function for all layers of the network. We used the Adam for update optimizer using the parameters: learning rate = $1e^{-4}$, $\beta_1 = 0.9$ and $\beta_2 = 0.999$.

We added the dropout layers to the fc layers to prevent model over-fitting. We adopt weight decay by a factor of 0.1 after 15 epochs. The batch size was set to be 8. All weights in the network are initialized using He Normal initialization.

For the TGW layers with a steering block, we use the scheme suggested by [9]: we fix the parameters $\{\gamma, \sigma, \lambda\}$ as shown in Table 1 while training for $\zeta$. This setup yields the best results in our experiments.

3.4 Results

We evaluate the effectiveness of the proposed method on PETA datasets. Table 2 shows a comparison of the proposed method with six current state of the art methods. For the PETA dataset, Acc obtained from our method is 79.35%. This is higher than all the other methods that we compare with. The obtained results for the other measures (Prec, Rec and F1) is 86.24%, 79.45%, and 81.48% respectively. Class-wise accuracy chart for the PETA dataset is shown in Fig. 4. Interestingly, the lowest accuracy is that for the class upperBodyOther. Considering the image resolutions in the dataset, this is indeed a very difficult class to accurately measure. On the other hand, the highest accuracy is that of the classes upperBodyThinStripes and upperBodyVNeck.

The proposed method makes a novel use of the Gabor wavelet layers. Instead of manually constructing Gabor filters, the layers are trainable and are able to correctly estimate model parameters. The method divides input image into three parts. For each part, we train four mixed-layers: combination of TGW and 3Conv layers. The output of these branches are concatenated and then followed by three fc layers. We have obtained very encouraging results for the key measures. The method is novel and unique in the sense that it does not resort to data augmentation or part-based computations, as employed by [13]. We also do not have to compute pose estimation [12], or construct any hand-crafted features [5]. Our results are an improvement over state of the art and clearly justifies the use of Gabor wavelet layers.
Fig. 4: Class-wise Accuracy - PETA dataset: the figure shows the obtained class-wise accuracy. The highest accuracy is for the class `upperBodyThinStripes, upperBodyVNeck`. The lowest accuracy is 23.4% for the class `upperBodyOther`.

4 Conclusion

This work proposes the idea of using trainable Gabor wavelets (TGW) for the task of pedestrian attribute recognition. We have proposed a multi-branch neural network. The input to the network is an image that is divided into three parts, each processed through a different branch of the network. Each branch contains mixed-layers that are capable of learning the Gabor wavelet parameters. The filters in each branch are learned from the data itself. We have tested the data on a challenging public dataset and are encouraged by the results. In future work, we aim to experiment with other publicly available datasets with possibly different network architectures.
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ABSTRACT

Automatic detection of obstructive sleep apnea (OSA) is in great demand. OSA is one of the most prevalent diseases of the current century and established comorbidity to Covid-19. OSA is characterized by complete or relative breathing pauses during sleep. According to medical observations, if OSA remained unrecognized and un-treated, it may lead to physical and mental complications. The gold standard of scoring OSA severity is the time-consuming and expensive method of polysomnography (PSG). The idea of online home-based surveillance of OSA is welcome. It serves as an effective way for spurred detection and reference of patients to sleep clinics. In addition, it can perform automatic control of the therapeutic/assistive devices. In this paper, several configurations for online OSA detection are proposed. The best configuration uses both ECG and SpO2 signals for feature extraction and MI analysis for feature reduction. Various methods of supervised machine learning are exploited for classification. Finally, to reach the best result, the most successful classifiers in sensitivity and specificity are combined in groups of three members with four different combination methods. The proposed method has advantages like limited use of biological signals, automatic detection, online working scheme, and uniform and acceptable performance (over 85%) in all the employed databases. These advantages have not been integrated in previous published methods.
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1. INTRODUCTION

Obstructive sleep apnea (OSA) is the most prevalent sleep-related breathing disorder worldwide [1]. It has also established as a comorbidity to Covid-19 [2]. Intermittent episodes of airway subsidence during sleep characterizes OSA [3]. If OSA remains undetected and untreated, the resultant abrupt changes in sympathetic neural activity may cause severe cardiovascular side-effects [4], type 2 diabetes [5], impaired cognition, and psychiatric symptoms [6]. Hence the detection and immediate treatment of OSA is essential. The diagnosis of OSA requires the joint evaluation of related clinical features and the visible demonstrations of abnormal breathing during sleep. [7]. The gold standard for the detection of abnormal breathing during sleep is overnight polysomnography (PSG). The PSG-driven apnea-hypopnea index (AHI) characterizes the OSA severity [8, 9]. AHI derivation is currently performed visually according to the American Association of Sleep Medicine (AASM) guidelines [8]. This time-consuming and
expensive process imposes a heavy burden on the public health section [10]. Therefore, many automatic methods for pre-clinic detection and scoring of OSA have been developed in the literature [11-27, 31, 32, 34, 35]. These methods use analysis of a variety of biological signals and machine learning techniques. In some studies, electroencephalogram (EEG) is used for feature extraction based on occurred discrepancies between the right and left hemispheres [11] or tracking non-linear behavior of EEG due to fluctuations in sleep depth [12, 29, 30]. Single-channel ECG or combination of ECG and saturated oxygen level of the blood in peripheral veins (SpO2) is also suggested in several studies due to easy and unobtrusive signal acquisition [13, 14, 16-19, 23].

In the most recent studies, OSA detection is accomplished based on ECG and the newly widespread deep learning techniques. In deep learning solutions, the feature extraction/selection is generally embedded in the learning algorithm, and no separate step is needed [32]. This advantage reduces the computational load. However, for deep learning training, high-performance computers are required [33], and the methodologies do not suit home-based and portable applications where the processing ability and data storage capacity are limited. Apnea is detected based on nasal pressure signals with the help of convolutional neural networks (CNN) in [34]. Several supervised machine learning methods are tested for OSA detection with a single channel ECG signal in [35]. The achieved results are promising, yet in a small database and with slightly less accuracy than our suggested strategy.

In this study, several configurations for online detection of OSA are suggested. Employing a limited number of biological signals, automatic and real-time detection, and uniform acceptable performance over several databases are the merits of our proposed method. To the knowledge of the author, these advantages are accumulated in none of the previous studies together.

2. MATERIAL AND METHOD

Automatic detection of respiratory events based on supervised machine learning is generally divided into several steps [28]. In the first step, the training set is made from signal records labeled as apnoeic and normal (by an expert clinician). In the second step, feature extraction is performed for each signal. The extracted features can be reduced to improve the performance of the next step. Finally, the last step is the classification of the test records. We will go through each step of our work in detail.

We conducted this study based on three databases. The first two databases are public and can be reached by anyone: St. Vincent, University College Dublin (UCD) database [36], eight subjects of Apnea-ECG database [37] whose data include more signals than one ECG channel. The third database is exclusively at our disposal. This database includes clinical records of the sleep laboratory of Ibn-e-Sina Hospital, Mashhad, Iran, from July 2012 to May 2014. The study was approved by the ethics committee overseeing the research proposal (permission no.92/620792, date 2014/03/07). We were allowed to use clinical data only, with no deviation from AASM protocol. The PSG (model: Alice LE, part no. 1002387, Philips Respironics) recordings were conducted in baseline montage with 16 channels on the 158 referred patients. Out of all participants, 134 subjects were diagnosed with OSA, and 24 healthy according to the International Classification of Sleep Disorders II (ICSD-II) [8]. We ascertained sleep apneas as ≥10 s of airflow pauses and hypopnea as a ≥3% of oxygen desaturation/or arousal proceeded by a 50% decrement in the amplitude of baseline airflow. From now on, we refer to this database as “the exclusive database”. Figure 1 shows a 1-minute frame of polysomnographic records of our exclusive database.
The three signals of EEG, SpO2, and air pressure/flow have a central role in the clinical definition of apnea. We refer to them as “the main signals”. Other biological signals (such as ECG, voice, and actigraphy) have a supplementary role in the detection of OSA. We refer to this group as “the auxiliary signals”. Relying on the main signals for an OSA detection system is the first choice; however, the developed system must be more concise than PSG and perform a pre-clinic screening. Placing EEG electrodes on the scalp during sleep and pressure/flow sensors is rather obtrusive; besides, preparations and installation of electrodes and sensors are not straightforward for an ordinary user. For EEG acquisition and conditioning, a relatively expensive system is needed. The repeatability of the observed effects of OSA on EEG compared to SpO2 signal is also on debate [38, 39]. That is why generally EEG and air pressure/flow signals are excluded.

Among the auxiliary signals, ECG is gained more attention in the OSA detection methods. The effects of the apneas on ECG signal are well understood [4]. The ECG electrodes are installed simpler than EEG and less obtrusive than those of air pressure/flow signal. The apparent effect of respiratory events on ECG is called Cyclical Variation of Heart Rate (CVHR) [4]. The challenge of ECG-based detection systems is their lower specificity since their modulating factor is not a respiratory event only. The presence of cardiovascular problems can also have considerable effects on ECG. In the absence of OSA, these effects can increase the false positive detection rate. In practice, the number of false-negative detections also increases, and the sensitivity of the OSA detection method drops. A decrease in sensitivity is because the database usually includes subjects with OSA whose problem has been un-diagnosed for years, and lack of treatment has led to cardiovascular complexities for them [4]. Up to 90% of subjects affected by OSA are not aware of their problem and have not been treated yet [1].

More successful results are reported for SpO2-based detection methods compared to other single-channel detection systems. They have reasonable specificity and sensitivity, they can be
performed in real-time, and they have non-obtrusive sensors; additionally, some of them are realized in smartphones and can serve as useful home-based systems [27, 40].

In this study, we consider PPG (and SpO2) from “the main signals”, and ECG from “the auxiliary signals”. Parallel use of these signals, covers their deficiencies and increases the overall accuracy, sensitivity, and specificity of the detection system [16]. The OSA detection based on ECG and SpO2 is more popular than other multi-channel detection systems due to simple sensor installation and powerful representation of respiratory events [13, 14, 16-19, 23].

2.1. Pre-processing and Noise Rejection

Considering the ECG sampling frequency is essential. The insufficient sampling frequency may negatively affect the resolution and the signal-to-noise ratio of the R-R time series [41, 42]. The UCD and the Apnea-ECG databases have less sampling frequency than the specified 250Hz value of the American National Standard Institute (ANSI), yet they are good benchmarks for the evaluation of automatic OSA detection methods. We have assumed that their subjects are carefully selected so that exceptions, where their sampling frequencies are insufficient for representing ECG behavior, are deleted [42]. The ECG signals of the exclusive database are also down-sampled to 250Hz.

To avoid the aliasing effects of non-integer fractional down-sampling, equating the UCD and the Apnea-ECG sampling frequencies is avoided [43]. For de-trending and noise rejection, the decimated lifting wavelet transform (DWT) algorithm [44] is employed [13]. The Daubechies (D4) wavelet is used with seven levels of decomposition. The R-R time series is extracted by the famous and robust method of Hamilton-Tompkins [45, 46]. Impulses more or less than 20% distant to the last normal R-R interval, those with more than 30% values in the R-S difference or with the negative R-S difference values are assumed to be a sign of ectopic or abnormal beat and omitted; the resulting signal is called the R-R tachogram [38].

Table 1. The SpO2 features in each 1-minute frame: \( \{s_{po2, t}\}_{t=1}^{60} \)

<table>
<thead>
<tr>
<th>Name/ Definition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>The minimum value of the frame</td>
<td>The minimum value of the SpO2 in each frame</td>
</tr>
<tr>
<td>The average value of the frame</td>
<td>The average value of the SpO2 in each frame</td>
</tr>
<tr>
<td>The standard deviation of the frame</td>
<td>The standard deviation of the SpO2 in each frame</td>
</tr>
<tr>
<td>Sequential correlation coefficients [20]</td>
<td>The sequential correlation coefficients of the SpO2 in each frame</td>
</tr>
<tr>
<td>Sequential mutual information [52]</td>
<td>The sequential mutual information of the SpO2 in each frame</td>
</tr>
<tr>
<td>Average value crossing points</td>
<td>The number of times the SpO2 crosses a certain threshold in each frame</td>
</tr>
<tr>
<td>The absolute value of the slope of the line fitted over SpO2 [20]</td>
<td>The absolute value of the slope of the line fitted over SpO2 in each frame</td>
</tr>
<tr>
<td>y-Intercept value of the line fitted over SpO2 [20]</td>
<td>The y-intercept value of the line fitted over SpO2 in each frame</td>
</tr>
<tr>
<td>Approximate entropy [53]</td>
<td>The approximate entropy of the SpO2 in each frame</td>
</tr>
<tr>
<td>Sample entropy [53]</td>
<td>The sample entropy of the SpO2 in each frame</td>
</tr>
<tr>
<td>Lempel-Zive complexity measure [54]</td>
<td>The Lempel-Zive complexity measure of the SpO2 in each frame</td>
</tr>
<tr>
<td>Central tendency measure (CTM) ( r=0.25, 0.75, 0.5, 1 ) [54]</td>
<td>The central tendency measure of the SpO2 in each frame</td>
</tr>
<tr>
<td>Delta measure ( \Delta ) [30]</td>
<td>The delta measure of the SpO2 in each frame</td>
</tr>
<tr>
<td>Baseline [22]</td>
<td>The baseline value of the SpO2 in each frame</td>
</tr>
<tr>
<td>odi2, odi3, odi4: The number of 2%, 3%, and 4% desaturations to the baseline [30]</td>
<td>The number of 2%, 3%, and 4% desaturations to the baseline in each frame</td>
</tr>
<tr>
<td>ODIxy: The number of desaturations more than or equal to x% lasting for y seconds [30]</td>
<td>The number of desaturations more than or equal to x% lasting for y seconds in each frame</td>
</tr>
<tr>
<td>ODIy: The number of desaturations more than or equal to x% [22]</td>
<td>The number of desaturations more than or equal to x% in each frame</td>
</tr>
<tr>
<td>Time elapsed under saturation level x ( (%) ): x=70, 80, 85, 90, 95 [30]</td>
<td>The time elapsed under saturation level x (%) in each frame</td>
</tr>
</tbody>
</table>
2.2. Feature Extraction

We consider values below 50% and fluctuations more than 40% in two consecutive samples of SpO2 signal (in the sampling period of 1s) artifacts [16, 19]. We eliminate these values and their corresponding values of other PSG signals from the records (2 minutes of the Apnea-ECG database, 37 minutes of the UCD database, and 78 minutes of the exclusive database, totally equal to 1.9% of available data). The resulting signal is divided into non-overlapping 1-minute frames and is used for feature extraction. Table 1 summarizes the SpO2 features.

We process the ECG signal in 1-minute time windows. The R-R tachogram is extracted from ECG. It is not a result of uniform ECG sampling. The points of this time series are scattered non-uniformly across the time axis based on the time interval of consecutive beats. In frequency analysis of ECG signal, this crucial fact is usually ignored. The pre-assumption of the fast Fourier transform (FFT) is the uniform sampling of the signal under analysis; hence the FFT-based frequency analysis of the R-R tachogram and its dependents like the ECG-derived respiration (EDR) are not appropriate. Frequency analysis tools needless of the uniform sampling assumption like the Lomb-Scargle periodogram are good candidates for calculating quantities related to the heart rate variability (HRV) [50].

The EDR is extracted by the T wave duration method [51, 52] in the UCD and ECG-Apnea databases. We calculate the EDR with the help of the area under the QRS graph [53] in our exclusive database.

We use the Lomb-Scargle periodogram and the DWT with Daubechies (D4) wavelet (with 18 levels of decomposition) to extract frequency-domain features of the R-R tachogram, and the EDR signals [44]. The ECG features are categorized as the time-domain, and the frequency-domain features in tables 2, 3 and 4.

Table 2. The time-domain ECG features

<table>
<thead>
<tr>
<th>Definition</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{rr}<em>m ) = ( \frac{1}{m} \sum</em>{i=1}^{m} rr_i )</td>
<td>Time window mid-time</td>
</tr>
<tr>
<td>( M )</td>
<td>length ECG</td>
</tr>
<tr>
<td>( \bar{rr} ) = ( \frac{1}{m} \sum_{i=1}^{m} r_i )</td>
<td>Average beat [115]</td>
</tr>
<tr>
<td>( NN50v1 = \sum_{i=2}^{m} U(</td>
<td>rr_i - rr_{i+1}</td>
</tr>
<tr>
<td>( NN50v2 = \sum_{i=1}^{m-1} U(</td>
<td>rr_{i+1} - rr_i</td>
</tr>
<tr>
<td>( pNN50v1 = \frac{NN50v1}{m} )</td>
<td>pNN50-version 1 [115]</td>
</tr>
<tr>
<td>( pNN50v2 = \frac{NN50v2}{m} )</td>
<td>pNN50-version 2 [115]</td>
</tr>
<tr>
<td>( S_{rr} = \sqrt{\frac{1}{m-1} \sum_{i=1}^{m}(rr_i - \bar{rr})^2} )</td>
<td>Tachogram standard deviation</td>
</tr>
<tr>
<td>( SDSD = \sqrt{\frac{1}{m-1} \sum_{i=1}^{m}(rd_i - \bar{rd})^2} )</td>
<td>SDSD [115]</td>
</tr>
<tr>
<td>( rd_i = rr_{i+1} - rr_i )</td>
<td></td>
</tr>
<tr>
<td>( s \bar{rd} = \frac{1}{m-1} \sum_{i=1}^{m-1} rd_i )</td>
<td></td>
</tr>
</tbody>
</table>
\[ RMSSD = \sqrt{\frac{1}{m-1} \sum_{i=1}^{m-1} r_d_i^2} \]

\[ r_k = \frac{\sum_{i=1}^{m-1} (rr_i - \bar{r})(rr_{i+k} - \bar{r})}{\sum_{i=1}^{m-1} (rr_i - \bar{r})^2} \]

\[ M_{lk} = \frac{f((rr)_i; (rr)_{i+k})}{\sum_{i=1}^m (rr)_{i+k}} \]

\[ = \sum_{i=1}^m P_n((rr)_i,(rr)_{i+k}) log \frac{P_n((rr)_i)}{P_n((rr)_{i+k})} \]

\[ P_n: \text{Probability distribution function} \]

\[ AT_k = \frac{E((N_{i+1}(k) - N_i(k))^2)}{2E(N_{i+1}(k))} \]

\[ N_i(k): \text{Number of beats in the } i\text{th section of a } k\text{-second signal} \]

\[ NEP_k = \frac{1}{m-2} \sum_{i=2}^{m-1} (1 - UT((rr)_{i-1} + (rr)_{i+1} - (rr)_{i})) \]

\[ edr = \frac{1}{q} \sum_{i=1}^q edr_i \]

\[ S_{edr} = \sqrt{\frac{1}{q-1} \sum_{i=1}^q (edr_i - edr)^2} \]

**Table 3.** The frequency-domain features of the R-R tachogram: \( R(\bar{rr})_{k=2} \)

<table>
<thead>
<tr>
<th>Definition</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ S^2_{DTR_{K}} ]</td>
<td>Sample deviation of ( {D_{rr_k}}_{k=2} )</td>
</tr>
<tr>
<td>[ \frac{1}{\sum_{i=1}^{l_{rr,k}} d_{rr,k}^2} ]</td>
<td>( d_{rr,k} ) Sample deviation of ( {D_{rr_k}}_{k=2} ) (LF band)</td>
</tr>
<tr>
<td>[ S^2_{DTR_{LF}} ]</td>
<td>Sample deviation of ( {D_{rr_k}}_{k=2} ) (HF band)</td>
</tr>
<tr>
<td>[ S^2_{DTR_{HF}} ]</td>
<td>Sample deviation of ( {D_{rr_k}}_{k=2} ) (LF band)</td>
</tr>
<tr>
<td>[ P_{rr_{LF}} = \int_{2\pi \times 0.15}^{2\pi \times 0.04} P_{rr}(\omega) d\omega ]</td>
<td>HRV Power spectrum (LF band)</td>
</tr>
<tr>
<td>[ P_{rr}(\omega) \text{ : Lomb-Scargel periodogram} ]</td>
<td>Lomb-Scargel periodogram [348,86]</td>
</tr>
<tr>
<td>[ P_{rr_{HF}} = \int_{2\pi \times 0.04}^{2\pi \times 0.15} P_{rr}(\omega) d\omega ]</td>
<td>HRV Power spectrum (HF band)</td>
</tr>
<tr>
<td>[ LF / HF = \frac{P_{rr_{LF}}}{P_{rr_{HF}}} ]</td>
<td>LF-HF power ratio in the HRV spectrum</td>
</tr>
<tr>
<td>[ P_{rr}(\omega) \text{ : Lomb-Scargel periodogram samples in LF-HF band} ]</td>
<td>Lomb-Scargel periodogram [348,86]</td>
</tr>
<tr>
<td>[ \omega_{resp} = \text{argmax}{P_{rr}(\omega)}_{\text{LF-HF}} ]</td>
<td>Estimated respiration frequency (Dominant HF-band frequency of HRV) [86]</td>
</tr>
<tr>
<td>[ \text{respMag} = \max{P_{rr}(\omega)}<em>{\text{LF-HF}} = P</em>{rr}(\omega_{resp}) ]</td>
<td>Power at the dominant HF-band frequency of</td>
</tr>
</tbody>
</table>
Table 4. The frequency-domain features of the EDR: EDR(q) = \{edr_i\}_{i=1}^n

<table>
<thead>
<tr>
<th>Definition</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S^2_{D_{edr}} ) = ( \sum_{k=1}^{l_{edr}} \left( d_{edr,i}^k - \overline{d_{edr}}^k \right)^2 )</td>
<td>Sample deviation of ( {D_{edr}^k}_{k=2}^{17} )</td>
</tr>
<tr>
<td>( d_{edr}^k = \frac{1}{l_{edr}} \sum_{i=1}^{l_{edr}} d_{edr,i}^k )</td>
<td></td>
</tr>
<tr>
<td>( S^2_{D_{edr,LF}} ) = ( \sum_{i=1}^{l_{edr,LF}} \left( d_{edr,i}^{LF} - \overline{d_{edr}}^{LF} \right)^2 )</td>
<td>Sample deviation of ( {D_{edr}^k}_{k=5}^{17} ) (LF band)</td>
</tr>
<tr>
<td>( S^2_{D_{edr,HF}} ) = ( \sum_{i=1}^{l_{edr,LF}} \left( d_{edr,i}^{HF} - \overline{d_{edr}}^{HF} \right)^2 )</td>
<td>Sample deviation of ( {D_{edr}^k}_{k=2}^{17} ) (HF band)</td>
</tr>
<tr>
<td>( P_{edr, LF} = \int \frac{2πx0.15}{2πx0.04} P_{edr}(\omega) d\omega )</td>
<td>EDR Power spectrum (LF band)</td>
</tr>
<tr>
<td>( P_{edr, HF} = \int \frac{2πx0.04}{2πx0.15} P_{edr}(\omega) d\omega )</td>
<td>EDR Power spectrum (HF band)</td>
</tr>
<tr>
<td>( LF/HF_{edr} = P_{edr,LF}/P_{edr, HF} )</td>
<td>LF-HF power ratio in the EDR spectrum</td>
</tr>
<tr>
<td>( \omega_{edr-resp} = \text{argmax}(P_{edr}(\omega)^{2πx0.04}) )</td>
<td>Dominant HF-band frequency of the EDR</td>
</tr>
<tr>
<td>( \text{respMag}<em>{edr} = \max(P</em>{edr}(\omega)^{2πx0.04}) )</td>
<td>Power at the dominant HF-band frequency of the EDR</td>
</tr>
<tr>
<td>( \text{respProb}<em>{edr} = \text{Prob}(P</em>{edr}(\omega_{edr-resp})) )</td>
<td>Probability of ( \omega_{edr-resp} ) occurrence with power ( P_{edr}(\omega_{edr-resp}) )</td>
</tr>
<tr>
<td>( \omega_{edr-ProbMax} = \text{argmax}(\text{Prob}(P_{edr}(\omega)^{2πx0.04})) )</td>
<td>Most probable frequency of the EDR spectrum</td>
</tr>
<tr>
<td>( \text{ProbMax}<em>{edr} = \max(\text{Prob}(P</em>{edr}(\omega)^{2πx0.04})) )</td>
<td>Probability of ( \omega_{edr-ProbMax} ) occurrence with power ( P_{edr}(\omega_{edr-ProbMax}) )</td>
</tr>
<tr>
<td>( \text{ProbMaxMag}<em>{edr} = P</em>{edr}(\omega_{edr-ProbMax}) )</td>
<td>Power of the HRV spectrum at ( \omega_{edr-ProbMax} )</td>
</tr>
</tbody>
</table>

2.3. Feature Reduction

Most automatic OSA detection methods [11-13, 16-19, 27, 29] use no feature reduction or employ linear dependency and correlation-based strategies or principal component analysis (PCA) for feature selection. Dependency and mutual information (MI) proved to outperform linear methods of feature selection, especially in respiratory event detection [14, 31]. Feature selection can be performed by individual analysis of each feature [13, 21, 26]. It is also possible to define a measure to evaluate a subset of features [14, 16]. The first method speculates the interrelations among features but, the second method searches for features with both the tightest relations with the class label and the loosest interaction with each other. We use the second strategy for feature reduction.
To calculate the mutual interactions, we consider MI rather than a simple statistical correlation. We select the features which have the highest MI with the class label (normal of apnoeic) and the least MI with each other. The approach to search the feature space is forward feature selection. In this approach, the subset of selected features is gradually built by adding single features to an initial null set [14, 54].

### 2.4. Classification

We employ nine classifiers in this study; support vector machines (SVM) [55], K nearest neighbors (KNN) [60], decision table [56], C4.5 [57] decision tree, reduced-error pruning tree (REPT) [58], functional trees [59], the meta-algorithm of adaptive boosting accompanied with the simple classifier of decision stump [60], and the meta-algorithm of bagging along with the alternating decision tree (ADT) [61]. The meta-algorithms make a new data set out of the primary data set and devise a new classifier for each set in one trial. These trials are repeated T times, and eventually, the results of the T classifiers are combined to achieve a more accurate result.

In this study, four classifier combination methods are also performed on a group of three binary classifiers. Combination methods are max probability, average probability, the product of probability, and majority voting [16].

### 3. Results

Table 5 demonstrates the selected features employing the MI measure. According to table 5, as the number of database subjects increases, the number of selected features also increases. There are several similarities between the selected measures; fewer ECG features are among the selected ones, mostly the time domain ECG features. This result is consistent with the previously published reports. Most of the selected features are based on the SpO2 signal, which indicates their power for the OSA detection. However, simultaneous use of the ECG and the SPO2 features enhances the performance of the OSA detection method [16].

<table>
<thead>
<tr>
<th>Numbe r</th>
<th>Selected features</th>
<th>Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Ml3, spo2min, NEP, Sspo2, MIspo2,1, Δ, LZdown, odi4, CTM0.5, ODI55, tsa80, tsa90, S2Drr, PrrHF, S2Dedr, PedrLF, Δ samples 13th and 55th of Prr(ω), sample 4th of Pedr(ω)</td>
<td>UCD</td>
</tr>
<tr>
<td>18</td>
<td>Sspo2, MIspo2, Δ, LZCup, CTM0.25, CTM0.5, ODI55, tsa80, tsa85, tsa90, S2Drr, S2Dedr, PedrLF, Δ samples 11th, 18th, 22th and 55th of Prr(ω) and sample 4th of Pedr(ω)</td>
<td>Apnea-ECG</td>
</tr>
<tr>
<td>29</td>
<td>Spo2min, spo2, Sspo2, rspo2, ZC, ApEn, SpEn, LZCup, MIapo2,2, MIspo2,2, Δ, ODIS4, ODI23, ODI25, ODI31, ODI35, ODI151, ODI53, ODI55, odi3, odi4, odi5, tsa95, tsa85, tsa80, CTM0.5, CTM0.75, CTM1, Δ sample 4th of Pedr(ω)</td>
<td>Exclusive database</td>
</tr>
</tbody>
</table>

Table 6 illustrates the performance of our real-time detection method in each of the databases. We obtain the results from a system equipped with Windows 10 Pro, version 1511, the Intel processor Core i7CPU M640@2.8GHz and a RAM of 4GB. All the classifiers are realized in Java language. Evaluation is 10-fold cross-validation.
In some references, only the classifier’s training time is reported [16]. This parameter is not enough to represent the total computational burden of the suggested method. In some previous works, the processing time is reported for a specified number of samples [14]. In our study, “the processing time for a fixed number of data samples” is not an accurate measure since several databases with different ECG sampling rates are observed.

Table 6. The performance of the suggested detection method in each of the databases: DT (Decision Tree), REPT (Reduced-Error Pruning Tree), FT (Functional tree), AB+DS (Adaptive boosting + decision stump), B+REPT (Bagging + REPT), B+ADT (bagging + alternating decision tree), AECG (Apnea-ECG database), EX (Exclusive database). Maximums in each column are shaded.

<table>
<thead>
<tr>
<th>Processing time for 10 frames</th>
<th>EX</th>
<th>AECG</th>
<th>UC D</th>
<th>Accuracy (%)</th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
<th>Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>11.8</td>
<td>11.9</td>
<td></td>
<td>88.3</td>
<td>95.3</td>
<td>82</td>
<td>SVM</td>
</tr>
<tr>
<td>7</td>
<td>2.98</td>
<td>2.09</td>
<td></td>
<td>82.9</td>
<td>90.4</td>
<td>82</td>
<td></td>
</tr>
<tr>
<td>5.68</td>
<td>3.001</td>
<td>2.50</td>
<td></td>
<td>82</td>
<td>83.7</td>
<td>82</td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>1.45</td>
<td>1.07</td>
<td></td>
<td>82</td>
<td>85.6</td>
<td>81.7</td>
<td></td>
</tr>
<tr>
<td>2.32</td>
<td>1.045</td>
<td>1.00</td>
<td></td>
<td>84.6</td>
<td>91.6</td>
<td>83.6</td>
<td></td>
</tr>
<tr>
<td>9.86</td>
<td>4.7</td>
<td>4.34</td>
<td></td>
<td>80</td>
<td>88.8</td>
<td>79.8</td>
<td></td>
</tr>
<tr>
<td>2.38</td>
<td>1.32</td>
<td>1.20</td>
<td></td>
<td>92.6</td>
<td>87.3</td>
<td>79</td>
<td></td>
</tr>
<tr>
<td>4.79</td>
<td>2.97</td>
<td>2.16</td>
<td></td>
<td>88.5</td>
<td>91</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>29.9</td>
<td>15</td>
<td>13.9</td>
<td></td>
<td>85.6</td>
<td>95</td>
<td>84.5</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>9</td>
<td>8.99</td>
<td></td>
<td>55.1</td>
<td>63</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5.7</td>
<td>4.89</td>
<td></td>
<td>35.6</td>
<td>38.6</td>
<td>34.5</td>
<td></td>
</tr>
</tbody>
</table>

Observing the processing time in table 6 reveals that the parameter value does not exceed 1s in the UCD and Apnea-ECG databases and 2s in our exclusive database. These margins are the minimum time needed for pre-processing and feature extraction at the specified sampling frequencies. Smaller values for processing times belong to the Apnea-ECG database with the lowest number of data points. The processing time for our exclusive database is the highest of all, nearly two times the minimum value. Regarding this quantity, two classifiers have the highest computational burden; the ADT and the SVM. The processing time for the SVM is more than two times higher than the others’. For the real-time OSA detection, these computationally intensive classifiers are not chosen despite their high classification ability.

Accuracy, sensitivity, and specificity in all the databases are satisfactory but, slightly better in the Apnea-ECG database compared to the others. The two unsupervised classifiers (the SOM and the K-means) do not exhibit acceptable results. Best sensitivity, but the worst specificity/accuracy belongs to adaptive boosting accompanied with the decision stump. On the other hand, bagging along with REPT achieves the best accuracy and specificity at the price of degrading sensitivity.
To reach a method with acceptable sensitivity and specificity, the combination routines declared in section 2.4 are used to fuse a group of three classifiers. Because the “boosting with the decision stump” and the “bagging along with the REPT” have better performances than others, they are the two fixed members of the group. The third member is chosen from the rest of the classifiers. We exclude the SVM and the “bagging with ADT” due to excessive computational load, so five options remain. These classifiers shape five different classifier groups to be fused. The classifier combination results are reported in tables 7 to 9.

According to tables 7 to 9, performance is nearly equal in all databases (slightly better performance for the Apnea-ECG database). Combining the classifiers, balances the performance measures in values around 80%. The most successful combination happened when the third group member is the KNN or the decision tree. In these cases, all the measures of performance, including sensitivity, specificity, and accuracy, have achieved values of more than 85%. These results outperform all the suggested methods to date [13, 14, 16, 19, 32, 35]. The principal difference between the KNN and the decision tree lies in their nature. KNN benefits from slow, moment-based training. It is appropriate for subject-dependant applications, in which models are built and tested with the same data. In subject-dependant applications each classifier model should be trained (i.e. updated) with the user data before utilization. On the other hand, the decision table is suitable for subject-independent applications where the classifier model is trained with a database of several subjects before being tested by the user.

Surveying the processing time shows that this quantity is approximately equal to the sum of the processing time needed for each classifier of the group. There is no distinguished difference between different combination routines. It is worth saying that combination methods based on probability need the sensitivity and the specificity of the classifier to weigh their decisions. This issue entails a more complex online realization than that of majority voting. Therefore, in online realization, the majority voting method will suffice.

Table 7. The performance of the suggested classifier combination detection method in the UCD database. Three classifiers are combined with four different methods (MP: Maximum probability, PP: Probability product, AP: Average probability, MV: Majority voting). Other abbreviations are similar to table 6. The two highest values in each column are shaded.
Table 8. The performance of the suggested classifier combination detection method in the Apnea-ECG database. Three classifiers are combined with four different methods (MP: Maximum probability, PP: Probability product, AP: Average probability, MV: Majority voting). Other abbreviations are similar to table 6. The two highest values in each column are shaded.

<table>
<thead>
<tr>
<th>Processing time for 10 frames</th>
<th>Accuracy (%)</th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
<th>3rd classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.6 8</td>
<td>5.6</td>
<td>34</td>
<td>5.5</td>
<td>55</td>
</tr>
<tr>
<td>5.2 3</td>
<td>5.1</td>
<td>25</td>
<td>5.3</td>
<td>4</td>
</tr>
<tr>
<td>3.9 9</td>
<td>3.7</td>
<td>3</td>
<td>3.6</td>
<td>5</td>
</tr>
<tr>
<td>3.0 25</td>
<td>3.0</td>
<td>68</td>
<td>3.1</td>
<td>28</td>
</tr>
<tr>
<td>5.9 69</td>
<td>5.7</td>
<td>9</td>
<td>5.8</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 9. The performance of the suggested classifier combination detection method in the exclusive database. Three classifiers are combined with four different methods (MP: Maximum probability, PP: Probability product, AP: Average probability, MV: Majority voting). Other abbreviations are similar to table 6. The two highest values in each column are shaded.

<table>
<thead>
<tr>
<th>Processing time for 10 frames</th>
<th>Accuracy (%)</th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
<th>3rd classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.05</td>
<td>11.81</td>
<td>11.6</td>
<td>12</td>
<td>85.32</td>
</tr>
<tr>
<td>10.43</td>
<td>10.54</td>
<td>10.68</td>
<td>10.56</td>
<td>84.9</td>
</tr>
<tr>
<td>9.34</td>
<td>9.47</td>
<td>9.24</td>
<td>9.04</td>
<td>81.78</td>
</tr>
<tr>
<td>7.349</td>
<td>7.367</td>
<td>7.489</td>
<td>7.32</td>
<td>82.1</td>
</tr>
<tr>
<td>15.004</td>
<td>14.96</td>
<td>14.62</td>
<td>14.86</td>
<td>81.01</td>
</tr>
</tbody>
</table>
4. CONCLUSIONS

In this study, several configurations for online detection of the OSA are suggested. The advantages of the proposed method are: exploiting only two channels of biological signals, automatic and real-time detection, and uniform acceptable performance over several databases (over 85%). To date, no other study has achieved all these merits together. Acceptable performance in well-known databases is due to classifiers that do not possess database-related parameters (e.g. sampling frequency of signals). The classifiers have covered deficiencies of each other in a combinational configuration. To reach the best result, the most successful classifiers are combined in groups of three members with four different combination methods. The features are also calculated and selected considering generality; in frequency-domain analysis, the refined Lomb-Scargle periodogram is used to care for the inherent non-uniform sampling of the R-R tachograms and unequal sampling frequency of the ECG signal in different databases [50]. Feature selection is based on the MI. The MI measure considers non-linear correlations among features and selects effective features to decrease the computational burden of the classifiers and avoid over-fitting problems.

On the other hand, the MI feature reduction has an important impact on the family of decision tree classifiers. MI-based feature selection accompanied by decision tree classifiers, avoids the classifier sensitivity to MI-biased estimates. In other words, the decision-tree classifiers may be misled by a fake replica of a feature with more marginal samples and higher maximum entropy value [62]. Selection of the more appropriate feature with an entropy-normalised MI estimator is helpful [62, 63].
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ABSTRACT

Financial services are the economical backbone of any nation in the world. There are billions of financial transactions which are taking place and all this data is stored and can be considered as a gold mine of data for many different organizations. No human intelligence can dig in this amount of data to come up with something valuable. This is the reason financial organizations are employing artificial intelligence to come up with new algorithms which can change the way financial transactions are being carried out. Artificial Intelligence can complete the task in a very short period. Artificial intelligence can be used to detect frauds, identify possible attacks, and any other kind of anomalies that may be detrimental for the institution. This paper discusses the role of artificial intelligence and machine learning in the finance sector.
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1. INTRODUCTION

The development of data analysis capabilities has allowed multiple sectors in the industries to identify various beneficial activities to improve efficiency, identify opportunities, develop better capabilities, improve reachability, develop better customer satisfaction, identify the products that can be developed and sustained in a longer run, improve the security measures, and many other benefits accurately implemented to support the business activities.

One of the primary beneficiaries of artificial intelligence and machine learning capabilities can be identified as the financial sectors that are one of the biggest repositories of data that can be explored to identify valuable insights that can be used by the sector to identify opportunities, improve the services, develop better products, provide better customer service capabilities, leverage the artificial intelligence and machine learning capabilities to identify risks, develop automated processes to improve the security measures on the infrastructure and information, and other activities implemented appropriately that can be effectively utilized to improve the business prospects of the financial institute.

2. ARTIFICIAL INTELLIGENCE IN FINANCE

BFSI as it is commonly known stands for Banking, Securities, Finance, and Insurance which forms the core of the financial sector. There are vast amounts of data generated by them because of which systems with high analytical capabilities are required to dig out the crucial information required to grow the business. This knowledge can be also used to make good decisions. Artificial intelligence helps the financial sector by reducing the number of manual errors that
were conducted earlier by consistently developing decision-making processes that verify every bit of the information available before the required decisions are established. Machine learning capabilities efficiently utilize artificial intelligence to identify future opportunities by understanding the communication and transactions to develop better strategies to improve the business prospects, identify opportunities, develop autonomous response capabilities to improve the communications with the customers, and many other beneficial activities implemented [1].

3. Importance of Data

The sensitivity of the information available in the financial sector makes it one of the primary targets by attackers to gain access to the infrastructure and the information. Artificial intelligence capabilities established in financial institutes can efficiently identify the possible attacks by developing understanding based on signatures, patterns, anomalies identified, and many other identifiers used to detect abnormal activities in the network to alert the security team on possible intrusion attempts carried out. Mapping various aspects of the information with the historical information to identify the difference in the activities can efficiently identify anomalies in the transactions, analyze the activities of the users in the infrastructure to define activities beyond the roles and responsibilities which may develop into risks to the organizations and identify possible solutions that can be effectively utilized to reduce the security risks [2].

4. Risk Management

The financial sector is full of risks daily due to the nature of activities carried out. An organization can efficiently perform by identifying all the risks, identifying the new risks, and define the impact of identified risks in the earliest stage [3]. The business prospects in the Financial Industries are full of risks that need to be identified, protect the organization from higher exposure to risks, identify the risk tolerance and risk appetite of the organization, provide adequate alerts to the risk management team on identified possibilities of risks materializing in the environment, develop all at mechanisms that can appropriately report the risks which can be analyzed by the management to make appropriate decisions based on the data provided by the artificial intelligence and machine learning capabilities that are established to detect activities beyond the acceptable range of the organization to reduce exposure to higher risks which may impact the performance of the organization [5].

Risk management is one of the critical activities in the financial sector and identifying the triggers that may increase the risks for an organization is one of the key activities to be conducted to ensure the exposure in the financial sector by the organization is manageable and under control. The ability of the organization to inspect the live data, learn from the live feed, analyze the available information, identify and detect anomalies that can promote risks, and develop appropriate alert mechanisms and create preventive measures to contain the risk is the key to effectively manage the risks and develop better profitability [3].

5. Tools for the Financial Sector

The financial sectors offer multiple products to the customers with different benefits. The capabilities of the marketing and sales team to promote their products improve the profitability of the organization [4]. Implementation of artificial intelligence and machine learning technologies can enable the organization to improve the business prospects by identifying the prospective customers worldwide, providing proposals for individual tailor-made products that can be provided by the organization, developing conversations and communication with the clients through automated processes, implementation of Chatbots in sales and services can drastically
improve the response of the organization consistently to the many queries of the customers with satisfactory responses developed based on the understanding created by the AI/ML process.

An organization can improve the efficiency of responses provided to the customers by implementing artificial intelligence, big data analytical capabilities, and machine learning capabilities to identify the historical information, analyze the information to develop a better understanding, identifying the probable responses that can be provided, implementing appropriate available solutions, identifying the possible combination of solutions that can satisfy the customer needs and also develop profitable business for the organization [2]. The new capabilities established can allow the banks to develop business solutions, standards of implementation, the power of artificial intelligence, the insides of historical information, the ability of the machine working to develop predictability, and other capabilities put together to achieve the best results for the instant services required by the customers to improve their activities.

6. Benefactors of Artificial Intelligence and Machine Learning

One of the primary beneficiaries of the advanced technologies used in the security measures on the information by implementing blockchain technologies can also use analytical capabilities on the secured information to efficiently conduct analytical capabilities with an accuracy of information, authenticity, and accuracy of the information without being adulterated. Blockchain has allowed higher security measures to be implemented on the information in transit and storage, data analytics capabilities have improved the decision-making capabilities, artificial intelligence improves the decision-making process by identifying media’s insights from the historical information that can be applied, and the machine-learning capabilities evolve their understanding on the live information feed to develop the understanding instantly and identify the patents in the information that can be effectively utilized to develop accurate responses which can be accomplished automatically and with high accuracy [4].

On other important aspects in the financial industry is the regulator the aspect due to the sensitivity of the information and the high risks which requires the regulatory authorities to implement stringent rules and regulations to secure the interest of the investor, protect the information privacy, develop ethical practices by the organizations, and provide adequate suggestions on security implementation to the organizations implementing infrastructure and business activities. With the increased number of cyber incidents daily, the natural response from the regulatory authority to implement stricter measures to protect the interest of the citizens, to develop accountability and responsibilities assigned to promote ethical behavior, and provide judicial capabilities to resolve disputes, information protection, information privacy, and accountability of activity are mandated by regulatory authorities worldwide. An organization must abide by the rules and regulations and identify various breach incidents in the initial stages to improve the implementation of rules and regulations to protect the interest of the investor and protect the infrastructure from unauthorized activities [5].

7. Efficient and Effective Utilization of Technology

Identifying the consistent utilization of artificial intelligence and machine-learning capabilities which may reduce the number of Manual jobs but provide consistency in the information and its authenticity, developing appropriate unbiased and decision-making capabilities, identifying the opportunities to diversify and improve business prospects, develop identification of future requirements of the customers in the financial sectors, understanding the needs of the customers, developing autonomous conversation capabilities by the organization with its existing and prospective customers can greatly improve the opportunities for the organization to improve the business prospects and develop better profitability [2].
Identifying the historical value of the information, developing analytical capabilities on the existing information, understanding the hidden value of the information available, using the value to develop better capabilities, improving the processes, discovering new processes, implementing improvements in customer services, improving the cybersecurity measures, enhancing the risk management process to detect risks at the earliest age, interacting with the customers to provide solutions available in the organization, and many other beneficial activities can be effectively implemented with the use of the data analytical capabilities, artificial intelligence implementation, and machine-learning processes established that can effectively identify, understand, develop responses accurately, improves the responses based on the feedback received to provide best solutions to the customers and improve the profitability of the organization consistently [3].

Firms can utilize AI to obtain more data from meager verifiable models or recognize non-direct connections in the request stream. Machine learning can be used to make 'trading robots' that then, at that point, show themselves how to respond to market changes. Market sway analysis includes assessing the impact of an association's trading on market costs. Since firms are worried about the effect of exchanges, particularly massive sales, on market costs, a more precise assessment of this effect is vital to timing exchanges and limiting trading execution costs. Firms are exploring utilizing AI tools to evaluate the market effect of a given business. The impact of an association's trading on market costs is famously tricky to show, particularly for less fluid protections, where information on similar past exchanges is scant. AI and machine learning can supplement traditional market sway models[2].

AI tools may help by enlarging models effectively or acquiring a machine learning approach to limit the trading sway on costs and liquidity. For the most dynamic efficient assets, as much as 66% of the gain on exchanges is assessed to be lost to market sway costs[6]. AI tools may help by enlarging models effectively being used, or by acquainting a machine learning approach with limit the trading sway on prices and liquidity for trading both into and out of enormous market positions, or as a piece of consistently trading strategies. Machine learning is frequently used to distinguish gatherings of bonds that act comparatively to one another. Like this, they can depend on more information focuses, giving better gauges of value developments when the market is dainty. The subsequent apparatus bunches bonds into wide, naturally comparative containers. Afterward, utilizing group analysis, gather the most tantamount items together in each pail to score the liquidity of individual bonds[5].

Additionally, AI can assist with distinguishing how the circumstance of exchanges can limit market sway. Market sway models can be fostered that depict how the impact of business relies upon past interactions as a beginning stage. The models endeavor not to plan trades too intently together to try not to have a market sway more prominent than the number of its parts[6]. These models can set out the ideal trading plans for a scope of situations and afterward change the timetable as the genuine exchange advances, using managed learning strategies to make the transient predictions deciding those changes.

8. CASE STUDY: AI AND ML BASED APPLICATIONS

In Insurance domain, AI and machine learning applications can significantly increase some protection area capacities, such as endorsing and preparing claims. In supporting, AI frameworks dependent on NLP can grow enormous business guaranteeing and life or inability endorsing. These applications can gain from training sets of past claims to feature critical contemplations for human decision-creators[4]. Machine learning procedures can decide repair costs and naturally sort the seriousness of vehicle mishap harm. Moreover, AI might help diminish claims preparing times and functional expenses. Insurance agencies are additionally investigating how AI and
machine learning and remote sensors (associated through the ‘web of things) can distinguish, and sometimes forestall, insurable episodes before they happen, for example, compound spills or auto crashes[2].

Credit scoring tools/applications that utilize machine learning are intended to accelerate loaning decisions while possibly restricting gradual danger. Since a long time ago, Loan specialists have depended on credit scores to settle on loaning decisions for firms and retail customers. Information on exchange and installment history from monetary organizations generally became the establishment of most credit scoring models. These models use tools like relapse, decision trees, and measurable analysis to produce a credit score utilizing restricted measures of organized information. In any case, banks and different moneylenders are progressively going to extra, unstructured, and semi-organized information sources, including online media movement, cell phone use, and instant message action, to catch a more nuanced perspective on creditworthiness and further develop the rating exactness of advances. Applying machine learning algorithms to this star grouping of new information has empowered the evaluation of subjective factors like customer conduct and pay[1].

The capacity to use extra information on such measures considers a more prominent, quicker, and less expensive division of borrower quality and eventually prompts a fast credit decision. Be that as it may, the utilization of individual information raises other policy issues, including those identified with information security and information insurance[5]. As well as working with a conceivably more exact, divided evaluation of credit worthiness, the utilization of machine learning algorithms in credit scoring might empower more noteworthy admittance to credit[4]. In conventional credit scoring models utilized in specific markets, a potential borrower should have an adequate measure of recorded credit data available to be considered ‘scorable.’ without this data, a credit score can’t be created, and a conceivably creditworthy borrower is frequently unfit to obtain credit and assemble a credit history. With the utilization of elective information sources and the use of machine learning algorithms to assist with fostering an evaluation of capacity and ability to reimburse, moneylenders might have the option to show up at credit decisions that beforehand would have been outlandish. While this pattern might profit economies with shallow credit markets, it could prompt non-sustainable expansions in credit exceptional in nations with profound credit markets. For the most part, it has not yet been demonstrated that machine learning-based credit scoring models beat customary ones for evaluating creditworthiness[5].

There are a few benefits and disservices to utilizing AI in credit scoring models. AI permits enormous measures of information to be dissected rapidly. Therefore, it could yield credit scoring arrangements that can deal with a more extensive scope of credit inputs, bringing down the expense of surveying credit hazards for specific people and expanding the number of people for whom firms can gauge credit hazards[5]. An illustration of the use of enormous information to credit scoring could incorporate the evaluation of non-credit charge installments, for example, the convenient installment of wireless and other service bills, in the mix with different information. Also, individuals without credit history or credit score might have the option to get an advance or a credit card because of AI, where an absence of credit history has customarily been a constraining element as option pointers of the probability to reimburse have been inadequate in ordinary credit scoring models[1].

Notwithstanding, the utilization of complex algorithms could bring about an absence of straightforwardness to shoppers. This 'discovery' part of machine learning algorithms may thus raise concerns. When utilizing machine learning to allot credit scores to settle on credit decisions, it is, for the most part, harder to give buyers, inspectors, and directors a clarification of a credit score and coming about credit decisions whenever tested [6]. Furthermore, some contend that using new elective information sources, like online conduct or non-conventional monetary data,
could bring predisposition into the credit decision. In particular, purchaser support bunches call attention to that machine learning tools can yield blends of borrower qualities that foresee race or sexual orientation, factors that fair loaning laws disallow considering in numerous locales. These algorithms may rate borrowers from an ethnic minority at a greater danger of default because comparable borrowers have customarily been given less ideal credit conditions. The availability of chronicled information across a scope of borrowers and credit items is critical to an exhibition of these tools. Moreover, the availability, quality, and dependability of information on borrower-item execution across a broad scope of monetary conditions are likewise crucial to display these danger models. Again, the absence of information on new AI and machine learning models, and the absence of data about the collection of these models in an assortment of monetary cycles, has been noted by certain specialists[3].

9. **CONCLUSION**

Artificial Intelligence and Machine Learning are groundbreaking technologies that are still in their primary stages of development and adoption. They have very high capabilities and if they are implemented correctly can change the very way the finance sector is currently operating. This is the reason, almost all the big financial organizations are investing heavily in these technologies because the return on investments is very high. There is a lot of hope riding on these technologies and the IT services companies are trying to deliver them with utmost accuracy. There is still some time required for these technologies to mature and recognize their utmost potential. Companies need to understand that these technologies must be used to make the lives of employees easy. They should not be a reason to replace the human workforce because nothing can beat the human instincts which are required in the financial sector. The management of these financial organizations needs to come up with the best combination of human and artificial intelligence for the development of the industry, mankind, and the world.
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ABSTRACT
In agriculture, it becomes more and more important to have detailed data, e.g. about weather and soil quality, not only in large scale classic crop farming applications but also for urban agriculture. This paper proposes a modular wireless sensor node that can be used in a centralized data acquisition scenario. A centralized approach, in this case multiple sensor nodes and a single gateway or a set of gateways, can be easily installed even without local infrastructure as mains supply. The sensor node integrates a LoRaWAN radio module that allows long-range wireless data transmission and low-power battery operation for several months at reasonable module costs. The developed wireless sensor node is an open system with focus on easy adaption to new sensors and applications. The proposed system is evaluated in terms of transmission range, battery runtime and sensor data accuracy.
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1. INTRODUCTION
The success of crop farming is traditionally dependent on weather and climate patterns. Farmers have a long history of weather and climate observation as well as weather prediction, formerly based on local experience and intuition, later augmented with systematic weather data collection and forecasting by agricultural and national institutions. Research on low precipitation and drought of the recent years has revealed a strong spatial diversity [1]. This can mean that some plots of land received sufficient rainfall, but adjacent plots suffered from water shortage. Microclimates in cities can lead to similar effects. This situation generates the desire of field scale data acquisition for farmers to allow for adapted irrigation measures.

The coarse scale of data acquisition is being augmented with fine grained and more detailed data, not only concerning weather and climate parameters, but also soil and plant data, in the precision farming movement. This is even more important for Urban Agriculture (UA) where the plots are very small and scattered in the urban landscape. Partial sharing and the structure of surrounding buildings create microclimates that may differ widely between plots even though they are not very far apart.
The generally small total size of an UA operation requires an urban farmer to minimize waste and transportation and to maximize yield as well as farmer and staff productivity. Hyper local environmental, soil and plant data, possibly extended with presence and intrusion detection can facilitate the complex crop and harvest planning and general farm management task. Ideally plots are monitored on an individual basis.

1.1. Application Scope

Urban Farming oftentimes employs different production techniques, adapted to local conditions of the production locations. Market gardening, also known as Small Plot INtensive (SPIN) farming on open plots, is often enhanced with simple foil tunnels or small scale greenhouses. Increasingly Hydroponics and Aquaponics are utilized in order to produce in locations that do not offer arable soil [2]. These water based production methods require the monitoring of relevant water parameters like temperature, electronic conductivity (EC) and pH of the nutrient solution as well as the dissolved oxygen (DO) when fishes are involved. The welfare of the fishes in the aquaculture of such a system calls for near real-time monitoring of the mentioned parameters.

The collection of different environmental and production system parameters, that are relevant for such an operation, range from air temperatures and relative humidity over soil temperature and moisture, global radiation and daily light integral (DLI) to the mentioned process water parameters. The design of a hydroponic or aquaponic system might additionally require liquid flow and liquid level measurements. Finally, location detection of equipment and presence detection of staff as well as intrusion detection add one more dimension to be monitored.

Production plots are usually not all located in the direct vicinity of a building the farmer has authority over. On a case to case basis it might be possible to ask friendly neighbours for Wi-Fi connectivity to have wireless access to sensor devices. But this approach bears the risk of depending on a crucial part of the management infrastructure not being under control of the farmer. Therefore, alternative methods for data transportation from the field or greenhouse to the data management application are desirable.

1.2. Typical Requirements

The usage of data logging systems for agriculture application is associated with application specific requirements. The typical users of such systems do not have extensive technical expertise. Therefore, the deployment and particularly the maintenance of data logging systems and related sensors must be simple. A large battery lifetime is expected. The sensors are often placed in harsh conditions exposed to rain, condensing humidity and sun light exposure.

It must be distinguished between short term usage and continuous monitoring applications. In research the experiments are usually time limited and technical experienced staff is available. The overall requirements of the sensor system are not nearly as extensive compared to long-term usage. The availability of real-time data over long time periods promise benefits in the areas of food safety, cost reduction, operational efficiency and asset management [3]. Current research is furthermore utilizing machine learning to control the process aiming additional yield optimization using real-time data [4].

1.2.1. Sampling Frequency

Growing crops and fattening fish are rather slow processes that do not generally require real-time data acquisition or high sampling frequencies. Depending on the local context, sampling times between one minute and one hour should be sufficient for the bulk of applications. Suitable
transmission frequencies might even be lower than one per minute or one per hour if data is buffered in the sensor node. Two applications however benefit from near real-time sampling and transmission: vital water parameters for the aquaculture and intrusion detection. Low oxygen supply in the aquaculture requires an immediate action of the farmer as ensuring the welfare of animals in husbandry is not only necessary to mitigate the risk of losses, but also a legal requirement. The rationale for a timely reaction to an intruder is self-explanatory.

1.2.2. Transmission Distances

Sensor data needs to be transmitted over distances well beyond the range of conventional Wi-Fi networks. In agricultural settings fields are usually in a distance between 2 and 7.5 kilometres from the farm [5]. In urban agriculture scenarios production plots are typically between one to three kilometres apart [6]. Urban environments present an additional level of difficulty with buildings obstructing the line of sight between transmitter and receiver of a setup, lowering the signal quality and the maximum range of the chosen transmission technology [7].

1.2.3. Environmental Conditions

Sensors nodes and transmission equipment are exposed to outdoor conditions, with seasonally varying temperature ranges, rain and wind. Sensors placed in protected production facilities like greenhouses and foil tunnels can be exposed to elevated temperatures as well as to condensing humidity. Greenhouses and foil tunnels might additionally complicate the RF situation when the metal structure acts like a Faraday cage, dampening signal strength and distorting the signal.

1.2.4. Usability

Farmers and urban farmers are typically no experts in information technology. While both profession groups usually need to be able to adapt technology to their production intents, it is desirable for a sensor network setup to be as easy to deploy and to maintain as possible. The battery runtime of the sensor must exceed several months. Integrating additional sensors into a system should pose a low barrier. Urban Farming environments might require temporarily shifting sensors to new plots, helping the farmer to grasp the local conditions, allowing him to adapt the production concept accordingly.

1.3. Structure of the Paper

In Chapter 2 the current state of the art of data logging systems is presented. The features of the currently used technologies for data transmission of sensor nodes (SN) are compared. The potential for novel LoRaWAN based SN is highlighted. The overall system architecture is explained in Chapter 3. The focus of this chapter is on the data routing between the SN and the cloud application. The structure of proposed sensor node is explained in detail in Chapter 4. The used hardware and software components are introduced. A simplified device configuration approach and measurements for power consumption reduction are explained.

This work evaluates if the proposed sensor node is suitable for the use in UA applications in terms of provided range, battery runtime, and sensor accuracy. The range evaluation is performed in Chapter 5. Signal strength and quality parameters were recorded and evaluated for different locations. In Chapter 6 the battery runtime was analysed. A power interval analysis shows the current consumption for the different operating modes of the SN. The theoretical battery lifetime was estimated using the results from the power interval analysis. This estimation was validated and confirmed by an experiment. An accuracy evaluation of supported temperature and humidity sensors is performed in Chapter 7. Those physical quantities are essential in many UA
applications and are well assessable. The measured sensor values are compared to data from a professional weather station to gather the statistical parameters of the used sensors. A conclusion and suggestions for further research are given in Chapter 8.

2. STATE OF THE ART

A variety of different data logging systems are used in the agricultural sector. Different categories of devices are discussed in this section. Their usage depends mainly on the need for real-time data access, the requirements on simplicity and the duration of usage.

2.1. Offline Data Logging

Offline data loggers store measurement data locally. The data inventory needs to be read out manually. Those data loggers are available from 50$ to 2000$ with respect to functionality, the size of data storage and battery lifetime. The configuration and installation of these devices is usually simple compared to setup of wireless sensor networks (WSN). No communication network infrastructure or mains supply is required for operation. This type of data acquisition is typically used as a robust and yet simple solution if no real-time data is required. The missing capability of live data transmission and analysis therefore restricts the use cases substantially. Those systems achieve a typical battery lifetime of more than one year as a result of the lacking power intensive radio frequency (RF) transmissions [8, 9].

In other literature those devices are frequently used for time limited experiments, particularly due to the extensive effort of the manual data readout. Shaw et. al. are using an offline DL2e DeltaT data logger to estimate the spatial nitrogen variation within a grassland field [10]. Chatterjee, Dey and Sen developed a neural network based soil moisture quantity prediction model gathered from data using an offline HOBO U30 data logger [11].

2.2. Cellular Connected WSN

Data loggers with a cellular modem solve the problem of lacking online data. Those devices transmit the measurements periodically using a mobile radio. Common variants are using GSM, 2G or 3G cellular network technology which are not low-power optimized. Those systems have a fairly high power consumption when transmitting [12] and often require a mains power supply [13]. Currently new cellular technologies optimized for IoT applications are emerging. The LTE-Cat-NB1 and LTE-Cat-M1 extensions provide a narrow-band data transmission optimized for low-power and high range utilizing existing infrastructure [14]. Zhang et. al. proposed a sensor node equipped with an LTE NB-IoT modem for data transmission that transmits environmental parameters at an interval of one week with an estimated battery lifetime of 11 years [15]. Those systems still need a registered SIM card introducing recurring costs. As with all cellular networks the usage is limited to areas with actual network coverage. A basic LTE NB-IoT network coverage of Telekom in Germany at January of 2021 is given but especially rural parts are still lacking connectivity [16].

The proprietary SigFox network pursues a similar approach as the IoT optimized LTE protocols. A narrow-band technology is utilized for low bandwidth data transmission over long distances. The creator of the SigFox protocol acts as the only available provider of this technology at the same time. The costs of the service depend on the number of devices and the frequency of message transmission. The network coverage in Germany is especially problematic in rural areas [17]. The Thoreau project uses the SigFox network to transmit underground soil moisture and ambient temperature data from sensor nodes installed on multiple location on a campus into a
cloud application over long time periods [18]. Joris et. al. are using a solar powered SigFox sensor node to transmit temperature and humidity measurements on a vineyard to evaluate the weather influence on the yield [19]. The usage of cellular data loggers is introducing a dependency to 3rd party network providers. This should be specially considered for long term usage scenarios. The provider may increase the usage fees or even shut down the service in non-profitable situations.

2.3. UAV Supported Data Logging

A new approach is using autonomous drones for the readout of data loggers. A drone is used to temporary activate a communication interface of the data logger using RF pulses [20]. The short distance between the data logger and the drone enables the usage of ultra-low power RF protocols for measurement data transmission providing only a short range [21]. Those systems could be extended by path planning techniques to automate the control of the drone that were designed for similar problems [22, 23]. Idbella et al. presented such a UAV based data logging approach for monitoring agro-ecological condition of vine plants [24]. In this experiment the placement of sensors and the control of the drone was performed manually. More research is necessary to adapt existing path planning techniques to this specific problem. This ambitious approach for sensor data collection is still in development. Particular aspects are already working but the challenge here is the integrating of sensor technology and complex automated control of the UAV into a usable product at reasonable costs. Real time data acquisition would still not be possible with this approach and the costs for the required infrastructure is fairly high compared to traditional WSN.

2.4. LoRaWAN connected data logging

A promising technique for low-power and long-range data transmission in agricultural applications is LoRaWAN. Data loggers equipped with a LoRaWAN modem were already used for experiments and show good results. Davcev et al. are utilizing a LoRaWAN technology from The Things Network to measure leaf wetness and soil moisture to control an irrigation system [25]. The focus of that research however was on the data analytic part of the system. Ibrahim et al. are using LoRaWAN development kits to measure and control the ambient humidity of a Shiitake fungi cultivation [26].

Those experiments are using LoRaWAN implementations that are not optimized for general agriculture applications. The used hardware was tailored to the specific experiments and does not provide a generalized interface for sensors. Furthermore, aspects as power consumption and range were not a focus of that work. The LoRaWAN technology itself is a promising approach if real-time data is required. The low-power narrow-band RF transmission enable small sensor nodes with a large battery lifetime while using a high sampling rate. The capability of self-deployment of gateways enable good network coverage even in rural areas and decouples the dependence of 3rd party providers.

3. System Architecture

The proposed sensing and data logging system is a wireless sensor network (WSN) using LoRaWAN technology as RF protocol to connect the sensors to a gateway, as shown in Figure 1. The architecture is made of three layers. The sensor data is gathered by the SN in the bottom layer. The network layer is using LoRaWAN technology for routing and aggregation of the sensor data into the application layer. Here, the gateway (GW) aggregates the data from the
sensor nodes. The data storage, analysis and representation is realized as a cloud service in the application layer. Those layers are described in more detail in the following subsections.

![Diagram of wireless sensor network with cloud integration](image)

**Figure 1.** Overall system overview of the wireless sensor network with cloud integration

### 3.1. Data Routing and Aggregation

The measurement data is transmitted from the sensor to the application layer using LoRaWAN technology utilizing LoRa RF modulation. The physical layer of data transmission is using the proprietary narrow-band LoRa protocol from Semtech. The direct sequence spread spectrum (DSSS) is replacing each bit by a sequence of bits resulting in a signal with higher bandwidth that is less prone to narrow-band interference. Chirp spread spectrum (CSS) transmits each symbol using continuously varying frequency to eliminate the need for a precise reference clock [27]. The modulation provides a high range while using less energy though only achieving relatively low data rates. The specified LoRa modulation describes the raw RF transmission only. The adaption of parameters (e.g. spreading factor, bandwidth) enables a trade-off between range and data rate. More advanced features are implemented in the upper LoRaWAN layer.

The medium access control (MAC) and the aggregation and routing of messages is done using the LoRaWAN protocol extension. The data transfer is always initiated by the end devices (SN) followed by a receiving window for data uplink from the network [28]. The end devices stop listening after the receiving windows and enter a sleep state to save energy. Messages from a single or multiple gateways are aggregated by a central network server (NS) and from there redirected to specific application servers (AS) both using TCP/IP based protocols, as shown in Figure 2. The LoRaWAN infrastructure can be self-supplied by the operator of the network or a third party provider can be used. We are using the infrastructure from The Things Network (TTN) for the proposed WSN. TTN offers a free usage of their infrastructure. Therefore, the gateways need to be connected to their service. The gateway is then available for all registered TTN users. The motivation of TTN is to create a global LoRaWAN network only with community operated gateways. The separate encryption of payload and network metadata should prevent eavesdropping.

### 3.2. Application Layer

In the application layer all received sensor data is processed and stored depending on the specific application. In our setup the aggregated messages are fetched by a Node-RED instance from TTN by using the MQTT protocol, shown in Figure 2. Node-RED is a web-based tool for data
processing. The graphical flow-based approach allows a simple design of rules for data processing [29]. For the proposed architecture the received measurement data is validated and stored in an InfluxDB database. The Node-RED software provides interfaces for MQTT and InfluxDB.

The used InfluxDB time series database (TSDB) is specialized for storing periodical data. Compared to traditional relational database management systems (RDBMS, e.g. MySQL) the performance for storing single measurements is significant higher [30].

One crucial aspect of the overall system is the easy evaluation and processing of the measurements. The web-based Grafana frontend allows a simple query of the recorded measurements [31]. A visualisation using graphs (e.g. lines, bars, points), gauges, tables and integration of third party controls is supported. The user can set the time range of the output data. It is possible to show simple statistical data (min, max, average, sum) in a legend. Thresholds can be set to visualize critical periods and to send alerts via E-Mail. The graph raw-data can be exported to CSV files for further processing.

4. SENSOR NODE ARCHITECTURE

The major effort of the proposed system was put into the adaption of the developed IoTyze sensor node (SN) supporting LoRaWAN for agriculture applications. This SN architecture was originally developed by our faculty as a generic LoRaWAN sensor platform. This work optimizes the software stack in terms of easy deployment and simplified sensor inclusion. Figure 3 shows the logical structure of the proposed SN. Main processing component is the STM43L4 MCU. It supports multiple low-power states while providing high processing power if required. A trade-off between low power-consumption and computing power in active state is achieved by a flexible clock selection. The used sleep mode (Stop 2) consumes 2.4µA with enabled real-time clock (RTC) and backup memory.
The sensors are physically connected to the various interfaces of the MCU. The STM32 HAL library from STMicroelectronics provides high-level hardware drivers for the MCU core and the peripherals. FreeRTOS is used as a real-time operating system for scheduling multiple tasks and synchronizing shared resources. The grey shaded boxes, these are CFG (configuration parser), PWR MGMT (power management unit), LoRaWAN API (LoRaWAN driver) are self-developed parts of the SN framework. These components are introduced in the following sections. Different parts of the developed software are implemented in dedicated tasks to improve the modularity of the software project and to ease code maintenance.

4.1. Program States

The software supports periodic data readings from the sensor devices via different interfaces, node integration into the sensor network, data transmission, and low-power sleep modes. The program flow of the SN is predefined by the developed software framework according to Figure 4.

![Figure 4. Program states of the sensor node](image)

The system first parses the configuration file stored on the EEPROM. This step includes the recovery of persistent application data from the backup RTC RAM. This data is empty at first start. Afterwards the SN joins the LoRaWAN network, see 4.3 for detailed description. All enabled sensors are initialized and read out. The collected measurements are transmitted using the LoRaWAN modem. Finally, the device is set into a low-power sleep state to reduce the power consumption. The SN restarts after a configurable cycle time. The sleep state is also set on network errors. Unsuccessful measurements do not interrupt the program and only set a failure flag in the payload data to mark the certain measurement as invalid.

4.2. Configuration Management

The implemented configuration management provides a simple mechanism for storing application specific parameters. The configuration includes all connected sensors and their parameters (e.g. interface, slave address), the measurement interval and LoRaWAN related specifications (e.g. device EUI, application EUI, encryption keys, data rate). The configuration needs to be set during the deployment of the SN. Figure 5 shows the structure of the implemented configuration management.

![Figure 5. Configuration management of the sensor node](image)
The configuration is stored in a text file on a FAT32 formatted Flash EEPROM. The file access on the MCU is provided by the used FAT FS library. The implemented configuration parser (CFG) retrieves the individual parameters to the application. The configuration file can be changed by connecting the SN to a computer using the provided USB interface. The SN implements the USB mass storage device class (MSC) that maps the EEPROM as a drive on the computer. Therefore, it is possible to change the configuration file with a regular text editor. Furthermore, a prepared file can be easily copied to the drive simplifying mass deployment. The utilization of the USB MSC standard provides OS independent compatibility and eliminates the need for a dedicated configuration software and hardware programmer.

4.3. LoRaWAN Driver

One module of the software stack is the LoRaWAN driver, cf. LoRaWAN API in Figure 3. This driver provides an API to the application that enables a simplified connection management and data transmission. The low-level driver manages the UART interface between the MCU and the LoRaWAN modem. The high-level driver transmits AT commands, parses the response and implements the state management. An API is declared to the application for simple usage of the LoRaWAN network.

LoRaWAN clients usually perform an over the air activation (OTAA) to join the network after each power-up. The clients send a join request and the gateway answers with a join accept response including a nonce for generation of the session keys for data encryption. The generated session keys are usually lost after power-down. The developed driver stores the session keys in the modem for reuse. The OTAA is replaced by activation by personalization (ABP) if session keys are present. The ABP approach does not require any join request, thus reducing the required duty cycle of the SN for subsequent measurements. An OTAA is only performed at the first start or if the ABP method fails (e.g. if the NS rejected the session keys after long inactivity). A cyclic regeneration of the session keys by performing OTAA can be optionally scheduled by the application developer to improve the security if required.

4.4. Power Management

A long battery lifetime is achieved by entering a low-power mode between the measurements. The software stack includes a dedicated power management (PWR MGMT) module to simplify the usage of low-power states for the application developer. All required setups are executed before entering the low-power state. This covers platform (e.g. power-down of LoRaWAN modem) and MCU (e.g. interrupt configuration) specific tasks and the configuration of the wake-up source. The Stop 2 state of the MCU with enabled RTC is entered between the measurements. The RAM is disabled when entering this state to reduce the power consumption to a minimum. The MCU is therefore rebooting after wake-up. The PWR MGMT module provides a mechanism to store application specific data into the backup memory of the RTC. The data is passed as a structure to the PWR MGMT module before entering the low-power state and is retrieved after the MCU is rebooted. This allows the application developer to store data between the measurement cycles.

4.5. Sensor Drivers

The modular system architecture allows a simple integration of sensor drivers using the C programming language. The included STM32 HAL library offers high-level access to all peripherals of the MCU. Platform specific example code for various interfaces (GPIO, ADC, I2C, SPI, UART) is available. The SN software framework includes drivers for various sensors that can be used in the application layer. Table 1 shows all provided sensor drivers.
Table 1. By SN supported sensor devices with related interfaces

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Physical quantities</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHT22 / AM2303</td>
<td>Temperature + r.H.</td>
<td>GPIO</td>
</tr>
<tr>
<td>Sensirion SHT21</td>
<td>Temperature + r.H.</td>
<td>PC</td>
</tr>
<tr>
<td>Sensirion SHT31</td>
<td>Temperature + r.H.</td>
<td>PC</td>
</tr>
<tr>
<td>Texas Instruments HDC1008</td>
<td>Temperature + r.H.</td>
<td>PC</td>
</tr>
<tr>
<td>Maxim DS18B20</td>
<td>Temperature</td>
<td>GPIO</td>
</tr>
<tr>
<td>Bosch BMP280</td>
<td>Pressure + temperature</td>
<td>PC</td>
</tr>
<tr>
<td>Bosch BME680</td>
<td>Press. + temp. + VOC</td>
<td>PC</td>
</tr>
<tr>
<td>TAOS TSL2561</td>
<td>Luminosity</td>
<td>PC</td>
</tr>
<tr>
<td>Capacitive Soil Moisture</td>
<td>Soil moisture</td>
<td>Analog</td>
</tr>
<tr>
<td>Sparkfun Soil Moisture</td>
<td>Soil moisture</td>
<td>Analog</td>
</tr>
<tr>
<td>Nova SDS010</td>
<td>Particulate matter</td>
<td>UART</td>
</tr>
<tr>
<td>Sensirion SPS30</td>
<td>Particulate matter</td>
<td>UART</td>
</tr>
<tr>
<td>Sensirion SCD30</td>
<td>CO2 + temp. + r.H.</td>
<td>PC</td>
</tr>
</tbody>
</table>

A template for developing a custom driver is additionally provided. A separation between the low-level hardware access and the device logic is introduced. Each part is implemented in a separate pair of .c/.h files. The programmer can utilize the synchronization functions and blocking delays from FreeRTOS eliminating the need of implementing own schedulers. The high-level functions are called from the application layer.

4.6. Reference Hardware

The described architecture is implemented in a reference hardware. Core component of the SN is the IoTyze LoRa board extended by various peripherals as shown in Figure 6.

![Figure 6. Reference hardware of the sensor node](image)

This credit card sized board integrates an STM32 host MCU, an RN2483 LoRaWAN modem and a power management system with lithium polymer (LiPo) battery charger [32]. The SN is supplied by one 3.7V LiPo cell with 2200mAh capacity. The system is mounted inside an IP65 classified case to provide a protection against external environmental influences. The USB interface used for device configuration and battery charging is realized using a robust aviation-grade GX12 connector. The sensors are connected using similar GX12 connectors. Those
measures prevent the entry of moisture. The SN can be mounted in environments facing splashing water (e.g. outdoor) or condensing humidity (e.g. green houses).

5. RANGE EVALUATION

The achieved range depends on the transmission power of the transmitter and used data rate. The data rate of a LoRa system depends on the used bandwidth and spreading factor (SF). The SF determines the required SNR at the receiver until demodulation becomes possible. The receiver sensitivity is given by Equation 1 [33].

\[
S = -174dB + 10 \log BW + NF + SNR
\]  

(1)

where,

- \( S \) = Receiver sensitivity
- \( BW \) = Bandwidth
- \( NF \) = Noise figure
- \( SNR \) = Required signal-to-noise ratio

The bandwidth of LoRa modulation for Europe is fixed to 125kHz, while other parts of the world may use 250kHz [34]. The NF describes the inherent noise of the receiver. The only controllable factor is the used SF resulting in the minimum required SNR. The choice of SF influences the data rate. The use of high SF allows large coverage but reduces the possible data throughput. Table 2 shows minimum required SNR and achievable data rates (DR) for various SF.

<table>
<thead>
<tr>
<th>SF</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB) [36]</td>
<td>-6</td>
<td>-9</td>
<td>-12</td>
<td>-15</td>
<td>-17.5</td>
<td>-20</td>
</tr>
<tr>
<td>DR (kb/s) [27]</td>
<td>5.47</td>
<td>3.13</td>
<td>1.76</td>
<td>0.976</td>
<td>0.537</td>
<td>0.293</td>
</tr>
</tbody>
</table>

5.1. Experimental Setup

For range evaluation the sensors were placed at different spatial conditions. Multiple LORIX One gateways are placed at a different position on the campus [35]. The measurements are only recorded from a single GW that was placed at a fixed position. A test software was developed to gather signal strength and transmission quality data. The received signal strength indicator (RSSI) and SNR from the GW is fetched for 100 sequent uplink packages. Each uplink package from the SN is confirmed by a downlink package from the GW. The test was done in a multi gateway environment. The downlink messages are sent by the GW with the best link to the SN. The SNR measurements by the SN were dropped in this evaluation, because the downlink messages are not sent by the same GW for each uplink package that affects the transmission quality. In total, four different spatial setups have been used:

**Location 1 (indoor, 40m, NLOS):**

The test SN was placed indoor in a distance of 40m to the GW. Several thick stone walls are located between the SN and the GW causing additional damping. The signal is partly reflected at the walls, introducing reflection of the transmitted signals.
**Location 2 (outdoor, 200m, LOS):**

The SN was placed outside on the campus in line of sight (LOS) condition to the GW. The distance between the SN and the GW was 200m. The SN was orientated almost straight to the window.

**Location 3 (outdoor, 200m, NLOS):**

In this scenario the SN was placed outdoor in a distance of 200m on the campus with one building between the GW. The signal has to pass multiple walls. Furthermore, the SN was placed angular to the window where the GW was located, requiring the signal to pass part of the facade.

**Location 4 (outdoor, 300m, NLOS):**

The SN was placed at the location on the campus with the distance of 300m to the GW. Three buildings are located between the SN and the GW.

**5.2. Results**

Figure 7 shows the results for location 1. The measured RSSI for all chosen SF are in the range between -84,79dB and -81,45dB. The RSSI measurements show a wider spread for SF of 10 and SF of 11. The average SNR values are in a range from 7,33dB for SF of 12 to 10,28dB for SF of 8.

![Figure 7. RSSI and SNR measurements at gateway for location 1](image)

The results for location 2 are shown in Figure 8. The range of average RSSI values was between -109,65dB for SF of 11 and -107,92dB for SF of 12. The distribution of single measurements is, again, wider for SF of 10 and SF of 11. The lowest SNR average of 2,17dB was measured for SF of 12 and the highest SNR average of 4,05dB was reached for SF of 10. The SNR values are wider distributed for this location. As expected, the RSSI as well as the SNR are smaller compared to setup in location 1, because of the larger distance between SN and GW.
Figure 8. RSSI and SNR measurements at gateway for location 2

Figure 9 shows the result for location 3. The locations 2 and 3 are both located in a distance of 200m to the GW. While location 2 was in LOS to the GW, multiple walls causing a NLOS condition for location 3. For SF of 12 a loss of 7 packets was detected. The RSSI average values are closely around \(-112\)dB for all SF. The RSSI measurements are showing more outlier, compared to location 2. The lowest SNR average of \(-4.09\)dB was determined for SF12 and the highest average SNR was \(-2.28\)dB for SF9. The SNR values are wider distributed for location 3.

The average RSSI and SNR values have slightly deteriorated for NLOS conditions. The distribution of the single measurements is noticeably wider for NLOS conditions, compared to the values for LOS conditions of the same distance. Reflecting signals from the walls, resulting in a multipath effect, could be an explanation for this observation.

Figure 9. RSSI and SNR measurements at gateway for location 3

The results for the furthest location 3 are shown in Figure 10. For location 4 the distance was increased from 200m to 300m. The measurements for RSSI and SNR are similar to results in setup for location 3. At this location 2 packets were lost for SF of 8, while no packets were lost for all other SF.
To sum up, the signal strength and signal to noise ratio depends on both distance between transmitter and receiver and presence of blocking objects, i.e. if we have LOS or NLOS condition. In NLOS condition the signal attenuation heavily depends of type of blocking object. Therefore, a general statement when a data transmission fails in case of NLOS can’t be made. In our case, the presence of a building causing the NLOS condition as difference of scenarios location 2 and location 3 slightly lowers RSSI and SNR, but data transmission is still possible. The average RSSI over all measurements decreased by 4.2dB and the SNR by 6.49dB. This rate depends on type of object and has to be analysed for new setups. Between location 3 and 4, the distance was increased by 50%. The angle between the SN and the GW was changed, causing different objects as obstacles. The average RSSI over all measurements further declined by only 0.1dB. The average SNR even increased by 1.92dB. I.e., the increased distance does not have a significant effect. The measurements for location 3 and a SF of 12 results in a packet loss rate of 7%, while no packets were lost for smaller SF. A similar behaviour was also seen on location 4 and SF of 8. Particular spatial conditions can cause poor reception for certain SF. Then the usage of a lower SF can increase the receiving quality, although a better SNR is required for decoding. In total, transmission conditions and environments have to be analysed for new node sensor node application to select appropriate LoRaWAN transmission parameters and to ensure dependable data transmission.

6. Battery Runtime

The requirement for reduced maintenance demand long operating intervals between battery recharge. The proposed platform needs to compete against established products with a battery runtime of several months. Therefore, it features a low power consumption as a prerequisite. Space limitations and the used cell chemistry restrict the installable battery capacity. Nickel-metal hydride batteries show significant self-discharge over time. Lead-acid cells have a low energy density (Wh/cm³) compared to lithium-ion batteries [37]. The used lithium-ion battery combines a low self-discharge with a high energy density enabling small sensors with a long operating intervals. To optimize battery runtime a detailed power analysis of the sensor node components is performed.

6.1. Power Interval Analysis

The current consumption of the proposed sensor node depends on the operation state. The power consumption significantly changes between the states sensor readout, data transmission and sleep. The current consumption in all operation states was measured using a Keysight B2901A precision source measurement unit (SMU). For the measurements during the active states the supply voltage was set to 3.7V according to the nominal voltage of the used battery cell. The SF

![GW RSSI and SNR measurements at gateway for location 4](image)
of the SN was set to 11. The downlink messages were acknowledged by the gateway. The sampling frequency of the SMU was set to 10ms. The sensor node needs to perform an over-the-air activation (OTAA) when powering on for the first time to exchange the temporary session keys for encryption. This time-consuming procedure only needs to be repeated if the session keys are out of synchronization (e.g. the NS or AS dropped the session key). The required energy or respectively charge for the transmission of payload depends on TX power, selected SF and message type. In this example the worst case scenario with the largest possible SF, the highest allowed TX power and a confirmed uplink with acknowledge was used. The acquisition time and power consumption highly depends on the number and types of sensors that are connected. For this measurements a DHT21 temperature sensor and a BMP280 ambient pressure sensor were read out by the SN. The current consumption between the measurements is resulting from the real-time clock (RTC) of the MCU and leakage current of the circuit. The current consumption of the sensor in sleep mode is drastically reduced compared to the active states. Changes in the supply voltage show a non-negligible impact on the current consumption in sleep mode. Analysed states and related current consumptions are listed in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>Duration (s)</th>
<th>Charge (mAs)</th>
<th>Avg. current (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTAA Join</td>
<td>9.39</td>
<td>188.3</td>
<td>20.12</td>
</tr>
<tr>
<td>Transmit</td>
<td>2.54</td>
<td>67.9</td>
<td>26.73</td>
</tr>
<tr>
<td>Acquisition</td>
<td>0.69</td>
<td>10.63</td>
<td>15.41</td>
</tr>
<tr>
<td>Sleep</td>
<td>-</td>
<td>-</td>
<td>0.1524</td>
</tr>
</tbody>
</table>

### 6.2. Battery Runtime Estimation

The estimated battery runtime was estimated using the measurements from the power cycle analysis. The total charge for one cycle is calculated by Equation 2.

\[
Q_{cycle} = \frac{1}{n_{re}} Q_{join} + Q_{Acq} + Q_{TX} + I_{sleep} \cdot t_{sleep}
\]  

where,

- \(Q_{cycle}\) = Charge required to perform one measurement cycle
- \(n_{re}\) = Average number of cycles until a re-join is required
- \(Q_{join}\) = Charge required for joining the network
- \(Q_{Acq}\) = Charge required for data acquisition
- \(Q_{TX}\) = Charge required for data transmission
- \(I_{sleep}\) = Sleep current
- \(t_{sleep}\) = Time between two measurement cycles

The battery runtime estimation was calculated for multiple measurement cycle times. It was assumed that a re-join is required each 20 cycles. Table 4 shows the estimated battery runtimes for various cycle times.
A battery runtime of almost one year was estimated when using a cycle time of 10 minutes between the measurements. This setting strikes good balance between a long battery runtime and a high sampling rate. The real battery runtime as measured is based on this cycle time.

### 6.3. Experimental Battery Runtime

The battery runtime of a SN from the first revision was measured in a long-term experiment. The SN was mounted in a greenhouse. The SN was equipped with a DHT22 temperature and relative humidity sensor and a BMP280 ambient pressure sensor, as used for the estimation. The battery voltage curve is shown in Figure 11.

The sensor was installed on 15th of January 2020 and has sent data with a cycle time of 10 minutes until 8th of September 2020, which is 237 days. The battery had an open clamp voltage (OCV) of 3.622V at the end of the experiment. The full charge of the battery could not be used due to a non-optimal power supply circuit of the used prototype. The second revision of the SN has an optimized power supply circuit supporting operation down to 3.2V OCV.

![Battery Voltage Curve](image)

Figure 11. Battery runtime experiment for almost 8 months

### 7. SENSOR EVALUATION

For the productive use of the proposed SN it is essential that the achieved accuracy of the measurements is comparable to established products. A robust measurement of temperature and relative humidity is crucial for many UA applications. Furthermore, those measurements are well evaluable by comparison to a reference. Multiple supported sensors as listed in Table 1 were compared in terms of accuracy. The used SN was attached with two DHT22, a SHT21 and a SHT31 sensors. One of the DHT22 sensors was wrapped with a PTFE membrane as a vapour barrier to suppress condensed humidity inside the sensor. The SHT21 sensor was not equipped with a membrane and the SHT31 sensor had a factory mounted PTFE membrane. The SN was mounted outdoor next to a Pessl iMetos 3.3 weather station that was used as reference. The data was gathered over a period of 30 days. Data from the SN and the Pessl weather station was
individually transmitted with a cycle time of 10 minutes each. Both data sources are not synchronized causing a delay between both data sources.

The data was averaged over 30 minutes to compensate for time offset. The root-mean-square error (RMSE) was calculated based on the difference between the sensor readings and the reference. A linear regression was applied on the readings of each sensor and the reference. The correlation coefficient is a measure for strength of the linear correlation. The results for the temperature readings are shown in Table 5. The accuracy of the temperature sensors is quite good. Especially the cheap DHT22 sensors perform very well. The most expensive SHT31 has a small offset, but less outlier.

Table 5. Temperature measurements accuracy evaluation

<table>
<thead>
<tr>
<th>Sensor</th>
<th>RMSE (°C)</th>
<th>Linearity</th>
<th>Offset (°C)</th>
<th>Corr. coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHT22</td>
<td>0.548</td>
<td>0.941</td>
<td>0.233</td>
<td>0.976</td>
</tr>
<tr>
<td>DHT22 PTFE</td>
<td>0.523</td>
<td>0.948</td>
<td>0.132</td>
<td>0.979</td>
</tr>
<tr>
<td>SHT21</td>
<td>0.457</td>
<td>0.974</td>
<td>0.308</td>
<td>0.988</td>
</tr>
<tr>
<td>SHT31 PTFE</td>
<td>1.134</td>
<td>0.962</td>
<td>1.119</td>
<td>0.978</td>
</tr>
</tbody>
</table>

The results for the humidity readings are represented in Table 6. The cheap DHT22 sensor with manually mounted PTFE membrane performs best. The most expensive SHT31 sensor has a poor performance.

Table 6. Humidity measurements accuracy evaluation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DHT22</td>
<td>3.612</td>
<td>1.382</td>
<td>-37.2</td>
<td>0.96</td>
</tr>
<tr>
<td>DHT22 PTFE</td>
<td>3.572</td>
<td>1.099</td>
<td>-7.67</td>
<td>0.933</td>
</tr>
<tr>
<td>SHT21</td>
<td>5.256</td>
<td>0.831</td>
<td>13.0</td>
<td>0.913</td>
</tr>
<tr>
<td>SHT31 PTFE</td>
<td>7.746</td>
<td>0.875</td>
<td>17.6</td>
<td>0.917</td>
</tr>
</tbody>
</table>

The majority of measurements is above 90% r.H. causing the relative high offset values. The linear regression would produce better results when being applied to more diversified data set. Furthermore, the data series of the sensors show a systematic error for conditions with strong solar radiation. The housing gets heated, resulting in a drop of relative humidity compared to the ambient humidity. A detailed evaluation of the humidity sensors is therefore only partly possible with the limited available data.

8. CONCLUSIONS

A sensor node has been developed that can be used in agriculture applications. Objectives were long range wireless communication, low-power design and modular structure to be able to easily support and to integrate different sensor devices. In this context, both, hardware and software have been optimized. The range of the developed sensor node is sufficient for urban farming applications. The distance of 300m could be bridged even with multiple buildings in between. The resulting signal quality has enough reserves for even larger distances. The results of the LOS data transmission test with a distance of 200m between sensor node and gateway show more than 20dB SNR margin, providing excellent performance application on open fields. For wireless communication a LoRaWAN modem with optimized parameter setup has been used.

The low-power feature of the sensor node has been implemented successfully, e.g. by supporting sleep modes of the processor. It was successfully verified that a battery runtime of about one year
is possible. The used battery still had some charge left after nine month of continuous operation with cycle time of ten minutes. For the first tests a non-optimal design of the power-supply circuit of the first hardware revision did not allow an operation below 3.6V battery voltage. This issue was fixed in a second hardware generation, now running down to 3.2V battery voltage. Based on the data of the first battery runtime evaluation, the revised hardware is able to operate one year on a single battery charge.

The evaluation of the supported temperature and humidity sensors show excellent results for the temperature measurements. All sensors except the SHT31 sensor showed a RMSE of around 0.5°C compared to the professional Pessl iMetos weather station. The evaluation of quality of the humidity measurements was partially possible only, because the humidity was almost above 90% r.H. during the whole test period. It was shown that the cheap DHT22 sensor with a manually attached PTFE membrane performs very good. In contrast, the expensive SHT31 showed a poor performance during the test period. The high accuracy and the reasonable costs of the DHT22 sensor supports the large-scale deployment of the proposed SN in UA applications.

The proposed sensor node is suitable for field soil measurements, aquaponics monitoring and urban farming applications. The long battery runtime and the continuous data transmission provide benefits compared to the usage of traditional offline or cellular data loggers. The extended range is sufficient for covering large areas under LOS conditions. A single gateway is able to cover a large field, eliminating e.g. the need to use UAV solutions to locally read sensor data.

8.1. Further Research

The collected data series of humidity measurements did not cover the full value range. The accuracy of the used sensor could be further evaluated using a more comprehensive data set. The construction of the sensor housing was not optimal. Solar radiation heated the housing causing a drop in relative humidity compared to ambient humidity. So far, only the accuracy of temperature and humidity measurements was evaluated. More sensors for measuring e.g. ambient pressure, light irradiation, and pH value need to be assessed in future research. The suitability of the proposed sensor node for application on large fields, e.g. soil measurements, could be further proved by experiments in large scale real-world scenarios. Further research could evaluate the usage of 5G technology as a replacement for the used LoRaWAN technology with the proposed sensor node architecture. This cellular technology would eliminate the need for a stationary gateway. The required power consumption needs to compete with the LoRaWAN solution to allow a comparable battery lifetime.
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DEEP LEARNING FOR IDENTIFYING MALICIOUS FIRMWARE
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ABSTRACT

A malicious firmware update may prove devastating to the embedded devices both that make up the Internet of Things (IoT) and also that typically lack the same security verifications now applied to full operating systems. This work converts the binary headers of 40,000 firmware examples from bytes into 1024-pixel thumbnail images to train a deep neural network. The aim is to distinguish benign and malicious variants using modern deep learning methods without needing detailed functional or forensic analysis tools. One outcome of this image conversion enables contact with the vast machine learning literature already applied to handle digit recognition (MNIST). Another result indicates that greater than 90% accurate classifications prove possible using image-based convolutional neural networks (CNN) when combined with transfer learning methods. The envisioned CNN application would intercept firmware updates before their distribution to IoT networks and score their likelihood of containing malicious variants.

KEYWORDS

Neural Networks, Internet of Things, Image Classification, Firmware, MNIST Benchmark.

1. INTRODUCTION

One classic benchmark for machine learning is handwriting digit recognition (Modified National Institute of Standards and Technology database, or MNIST) [1-12]. The original digit recognition challenge has since seen widespread generalization to include alphabetic versions [2] in multiple languages [10-12] and multiple unrelated topic areas [13-19] ranging across medical [13], fashion [14], and satellite imagery [17]. A common element of these generalizations has been that small images (either 28x28 or 32x32) [1,7,16] can be addressed with both statistical machine learning (e.g. tree-based algorithms) or deep learning (multi-layer neural networks) [7]. We have recently built many cyber-security challenge datasets for malware and intrusion detection by first assembling the dataset in formats compatible with previous MNIST solutions [17-19], but also adding to the conversation begun by Intel and Microsoft Research to go beyond the signature-based methods of identifying viruses in their STAMINA initiative [20-21]. Our datasets for malware (V-MNIST) [18] and image-based intrusion detection [19] are starting points for motivating the current approach to map firmware updates [22-23] that are either malicious, hacks, or benign into a similar format. The approach builds on the extensive publication history of mapping integer datasets to images, then applying the power of convolutional neural networks (CNNs) along with other algorithms to compare their ability to detect malicious or rogue firmware updates [24-25]. One motivation for converting the malware to imagery stems from the advanced feature extractions available for performing convolutions on pixel maps. The core mathematical transformation applied in two-dimensional convolutions includes sliding a small weight matrix over the image, performing elementwise multiplication within that particular sliding window, then finally summing up the results to generate new output pixel layers.
Successive layers involving convolutions automate feature extraction and hierarchies of related image parts. A second investigative motivation behind this approach follows from the success already demonstrated by STAMINA for other categories of malware [20-21], but extended here for firmware rather than traditional malware.

Figure 1. Firmware ELF binaries as Thumbnail Images

The future of embedded and Internet of Things (IoT) infrastructure depends on updates that users and industry can trust. What’s unclear presently however is whether these updates will prove equally trustworthy given the lackadaisical approach to decent password protection or verifiable software integrity [26-27]. In 2020, 50 billion IoT devices worldwide are specifically designed to attach to a network with little or no administrative management or oversight [27]. While advanced persistent threats (APTs) have previously exploited weak passwords for devices like thermostats, home appliances, and personal assistants, the infection of firmware updates represents a larger attack surface to exploit. Anecdotal reports from the 2018 Olympics noted that hacked remote printers were unable to issue gate tickets for the opening ceremonies [27-28]. Ideally, a simple image classifier that quickly identifies and isolates rogue firmware might prove useful in the same way that program hashes and signatures defined a previous generation of malware protection layers. The original contribution of this work is to 1) map the firmware labeled dataset to a representative image and 2) solve the classification problem as a proof of principle for future development.

2. METHODS

This research extends the labeled ELF-binary dataset [22] to image classification. We accept the multi-class labels for malware, hack-ware, and benign-ware, which include over 40,000 examples of small compiled binaries. We add class specific to image classification which is grayscale “unknown” and bears no family resemblance to compiled software. The unknowns are just a spectrum of flattened backgrounds shades. The original dataset encodes the binary files using the following annotation and naming scheme:
2.1. Dataset Preparation

Employing the methods of Project STAMINA from Intel and Microsoft [21], we similarly convert the first 1024 bytes of each firmware binary to its decimal equivalent then scale those integers (0-15) to span the full 0-255 interval to create small images as JPEGs. Because the class imbalances include dominant benign firmware (75% of examples), we produced an alternative public dataset (published on Kaggle [29]) that includes both a long and a short-form version. The short-form version includes 3,000 examples of benign-ware, 714 examples of malware, and 100+ examples of hack-ware. While not balanced, it matches with the presentation of a basic confusion matrix of train-valid-test split. The choice for 1024 bytes as a small thumbnail (32x32 pixels in grayscale) derives from matching this complex problem to previous MNIST approaches but with attention to the stride-length (powers of 2) preferred by some modern deep learning frameworks like Keras. The area of the sliding weight matrix or kernel in 2D convolution determines the number of input features from the firmware that get passed to generate new output features in the deeper layers of the neural network.

2.2. Model Parameters and Quantitative Metrics

As an example of applying deep learning, we solve the firmware-image classifier problem using transfer learning from MobileNetV2 starting networks [30]. This network provides an optimized algorithm for feature hierarchies but efficiently extends to new areas beyond its original training datasets. We have previously found this approach useful to understand the image classification for both malware (V-MNIST) [18] and intrusion detection [19]. We use transfer learning over 50 epochs, with a 0.001 learning rate, and report four firmware classes: “malware”, “hack-ware”, “benign-ware”, [22] and the new class labeled “unknown”. The unknowns were to handle images outside of the patterns of ELF headers, such as flat grayscale backgrounds. We generate all the images using the ImageMagick tool suite [31] after binary-to-scaled decimal conversions of 1024 pixels, which subsequently rescale to meet the 32x32 requirement. The accuracy and misclassification (via error matrix) provide a score to assess effectiveness. We assess the learning parameters and sample sizes [32] using error and accuracy values per training epoch for both validation and training subsets.

2.3. Traditional Statistical Machine Learning Approaches

To compare the effectiveness of deep learning, we solve the tabular equivalent of the firmware in pixel format but applying tree-based methods [33]. These methods such as decision trees and random forests offer robust interpretability for why they may assign a class label to the malicious firmware. The choice between accuracy, speed, and explainability thus provides additional model tradeoffs and focuses future avenues for investigation. For example, particularly appealing output from tree-based methods includes the assignment of variable or feature importance in an automated way; among the 1024 bytes in the firmware’s header, the method can extract the key positional bytes that signal a possible malicious operation.
3. RESULTS

3.1. Transfer Deep Learning

Table 1 shows the accuracy for class determinations for the small (96x96) and large (224x224) images when custom training the MobileNetV2 architecture. The choice of small images (which are rescaled from the original 32x32) accommodates cameras for embedded systems such as Arduino BLE Sense micro-controllers. The accuracy for a class decision approaches 100% for the larger images and suggests the ELF headers provide a sufficiently rich pattern in the first 1024 bytes to assign a risk factor to each firmware binary.

The training time versus accuracy (entropy loss) is shown in Figure 3. After 10 epochs, the network has effectively reached its plateau both for training and validation subsets. The execution times for this style of MobileNetV2 approaches real-time (equivalent to 30 frames per second), such that the overall processing for validating firmware might be limited only by the time to read the first 1024 bytes and flatten them to a decimal equivalent in pictures.

<table>
<thead>
<tr>
<th>Class</th>
<th>Lg. Accuracy (Test Samples)</th>
<th>Sm. Accuracy (Test Samples)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign-ware</td>
<td>0.98 (451)</td>
<td>0.98 (451)</td>
</tr>
<tr>
<td>Malware</td>
<td>1.00 (107)</td>
<td>0.94 (107)</td>
</tr>
<tr>
<td>Hack-ware</td>
<td>1.00 (16)</td>
<td>0.81 (16)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1.00 (101)</td>
<td>1.00 (101)</td>
</tr>
</tbody>
</table>
3.2. Single Decision Tree

Figure 4 shows a single decision tree based on considering all 1024 pixel values but splitting firmware class determinations based on ranges of grayscale (or decimal-byte conversions) in the ELF header. Using a subset (4%) of the full training dataset and further holding out a 15% test dataset for evaluation, the decision tree method achieves 95.9% accuracy (4.1% error) across all three classes (benignware, hackware, and malware). This result is competitive with the deep learning approach (99+% accuracy, Table 1). Single trees offer the additional advantage of easier interpretability. One can, for instance, envision a simple algorithm for detecting malicious firmware by examining the decimal conversion of selected key binary bytes in the ELF header. Figure 4 shows the most important 10 bytes as positions at 1285, 377, 298, and so forth. A shortcoming of this approach for single decision trees, however, stems from their brittleness, particularly when applied to test data outside of the narrow training threshold. If an attacker discovers the key 10 bytes for this method to assign a malware or hackware class to the binary, then the decision tree suffers from the same fragility as hash-based or signature methods. A single-byte change can render the detector ineffective.

![Figure 4. Single Decision Tree Applied to Firmware ELF Bytes](image)

3.3. Multiple Decision Trees, or Random Forest

To investigate the robustness of statistical methods compared to deep learning, Figure 5 illustrates the application of a random forest [33]. Compared to Table 1 for CNNs, the random forest achieves 100% class accuracy. The circular plot in Figure 5 is much denser with decision branches than the single tree shown in Figure 4. Starting in the center of the plot, decision branches for (yes-no) choices span out until a labeled class can be identified by the outer (colored) tags. The resulting high accuracy model combines an ensemble of 500 such trees to render a perfect classification for withheld testing data. The approach of combining many (often weaker) learners to render an ensemble strong learner is well-known for its enhanced robustness.
and ability to generalize better than single trees when confronted with out-of-band or under-represented data.

![Figure 5. Random Forest (Tree 1) For Firmware Class](image)

4. DISCUSSION AND CONCLUSIONS

By applying deep (transfer) learning to converted images of firmware headers, an optimized neural network can classify malicious Executable and Linkable Files (ELF). The small (32x32) grayscale images match with a decimal conversion (0-15) of the raw binary and then are scaled to a wider (0-255) pixel value range. Each pixel represents a byte in order and the underlying pattern of malicious behavior appears across the file and image nomenclature [22] for architecture, compiler, program name, etc. A procedure to under-sample the benign firmware better rebalances the dataset but leaves between 100-3000 images per class. This number of representative samples has previously been shown to be sufficient, particularly when not training the network from scratch but inherited the weighted features from a previous run on unrelated classes (transfer-learning) [32]. Future work can apply the large research efforts of MNIST derivatives to this firmware classification including simpler or more easily explainable algorithms that are tree-based methods. The research highlights an accurate tree-based method that offers additional interpretability advantages and suggests new ways to apply “if-then” filtering to ELF binaries before firmware updates.
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LIMITING FACTORS IN WIDESPREAD ADOPTION OF ACTIVE QUEUE MANAGEMENT IN THE PHILIPPINES’ CONSUMER ELECTRONICS SPACE

Min Guk I. Chi

Bachelor of Business Administration, S P Jain School of Global Management

ABSTRACT

The premise that Active Queue Management (AQM) is effective in both quantitative and qualitative settings in residential and enterprise networks has repeatedly been established in multiple papers from academic journals along with private studies in addressing bufferbloat, characterized as excessive latency because of heavy network utilization. However, the presence and understanding of bufferbloat mitigation is absent and not well-known in the Philippine Internet of Things space except enthusiasts, willing to take the time to examine the concept along with its benefits. Hence, this paper examines possible reasons as to why AQM is not widely adopted by Philippine consumers and industries in increasing productivity considering the COVID-19 Pandemic: a lack of basic understanding of bufferbloat and its implications, the complexity of the concept, the know-how required to execute its implementation being far too high, and the lack of perceived benefit by existing telecommunications players in the country.
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1. INTRODUCTION

In an increasingly digital world, a strong and robust internet infrastructure is paramount; this is more so considering the context in which this paper was made: during the Severe Acute Respiratory Syndrome — Coronavirus 2 pandemic, colloquially known as COVID-19. With major events around the world being moved to a virtual medium considering the virus spreading through respiratory droplets, the internet is increasingly utilized to compensate for productivity in many fields, including but not limited to the academe and commercial — events that generally can be held from the comfort of an individual’s home. Hence, the need for a robust internet is essential since any further disruptions will increase the losses of productivity that have been incurred due to the global pandemic.

This premise is given weight thanks to the medium of these events: video conferencing applications such as Zoom have risen to prominence thanks to the need for virtually distant conferences. Considering this, video conferencing is a latency-sensitive application which requires that the latency of the internet is kept at a minimum to avoid video and audio degradation. Additionally, latency-sensitive activities such as Voice over IP (VoIP), Video Streaming, and Low Latency Online Gaming are some of the other examples where sudden increases in latency prove significantly detrimental. This phenomenon in internet networks is
known as bufferbloat; according to DSLReports, this is characterized as “the undesirable latency caused by routers and cable/DSL modems buffering more data than necessary.” [5]

One of the mitigations that is present thanks to the Institute of Electrical and Electronics Engineers (IEEE) is Active Queue Management (AQM), characterized as the management of data packets via proactively dropping packets before it exceeds the buffer, preventing excessive latency thanks to heavy load. Therefore, this study seeks to examine the reasons as to why AQM is noticeably absent in the Internet of Things: consumer electronics space despite the clear benefits of its applications in existing network infrastructure.

With that said, the primary contributions of this paper are as stated:

i. First, it provides an analysis of consumer preferences in the Philippines in terms of price, purchase behavior, and factors that may consider a purchase of a third-party router in order to solve their problem of bufferbloat.

ii. Second, it shows the current level of understanding of Filipinos on what bufferbloat is and what are the effective mitigations in solving such a problem, or lack thereof.

iii. Third, it provides possible opportunities into hastening the adoption of Active Queue Management strictly in terms of a business perspective along with causing disruption in the Philippine space.
   a. By extension, it provides possible product offerings of third-party routers at reasonable price points in the context of the Philippines.

iv. Lastly, the paper is an attempt into bridging the concept of Active Queue Management into the applied space. More specifically, Active Queue Management being given in the hands of consumers and allowing for a better internet experience overall, thus consumers staying relevant in the Fourth Industrial Revolution.

2. REVIEW OF RELATED WORK

2.1. Robust Telecommunications Industry

According to Chi (2020) [1], the paper asserts that modern telecommunications are essential in today’s technologically adept population, along with the premise that higher internet speeds are positively correlated with the economic status of a country. With these two statements, this gives a clear foundation for the basis of the introduction — a robust infrastructure being a must. Additionally, on the same paper, it asserts that the improvement of telecommunications is a must to provide better opportunities for all Filipinos who increasingly rely on access to the internet in order to have a chance at improving their quality of life; with this, further pretext is given to the necessity of a strong base for the telecommunications industry. Without a strong industry, the mitigations given to solve bufferbloat will have minimal impact if the internet constantly goes out thanks to poor reliability from internet providers. Furthermore, the impact of these anti-bufferbloat mitigations is also lost if the power grid infrastructure is not fully developed. Power outages will cause a loss of internet given the logical premise that these are connected to electricity. Hence, in conclusion, this source proves relevant given the foundation it provides for the requirements needed to give AQM a consistently meaningful impact.

2.2. Active Queue Management

The concept of Active Queue Management in and of itself must be well-defined given that said concept is the core foundation on which this research lies. For instance, the concept was formalized into actual use by the Institute of Electronics and Electrical Engineers in 1993
according to Adams (2013)[12]; from this, conclusions can be inferred. One, with respect to the context in which AQM was appearing in research papers, it can be opined that signs for the internet were already on the point for civilian use. Coincidentally, this was also the time where Berners-Lee introduced the concept of the World Wide Web (WWW): a way for the internet to be bridged from military use to general civilian use. Hence, with the increase in data packets moving because of the increased reach of civilians using the internet, the problem of buffers being full quickly due to said increase in data packets leading to internet degradation would arise. Therefore, because of this, AQM models have been examined by multiple organizations seeking to solve the problem.

Initial frameworks that involved the AQM system during the 1990s-2000s were the Tail Drop and the Random Early Detection algorithms. These are characterized as two methods in which packets that are incoming whilst the buffer is full is effectively dropped. This means that the data incoming will not be accepted into the current buffer until the buffer can allocate can process the existing data packets. The tail-drop method has its limitations: for instance, this method is a passive method of AQM. Based on a previous lecture on internet protocols from NC State University in 2014, “Tail drop is a passive queue management algorithm. In this algorithm, the traffic is not differentiated, and each packet is at the same priority. Also, the main consideration here is the maximum queue length at each router and its services using the first in first out algorithm.” This effectively does not differentiate between latency-sensitive packets and only adjusts the buffer once it’s full. Hence, it has a significant shortcoming since it does not factor in differing types of packets that require a higher priority than others [9]. According to a paper published by the IEEE in 2002 [3], Random Early detection is inherently limited considering that RED is inflexible with respect to the paper mentioning “A drawback in deploying RED stems from its apparent tuning difficulties. As we now show, we believe this difficulty stems in large part to RED’s use of average queue length.” Since it uses an average, limitations inherent to using an average are applicable such as susceptibility to extremes and inaccuracies in data throughput to make the RED algorithm tailor-made to the concerned network.

More developed frameworks have been developed to compensate for the weaknesses of the initial algorithms as mentioned above. For instance, the development of Fair Queue — Controlled Delay (FQ — CoDel) by Jacobson and Nichols in 2012 non-exhaustively improves on the initial frameworks of Tail-Drop and RED on the following [10]:

1. It is parameter-deficient, meaning that it is inherently easier to configure considering networks with dynamic throughput.
2. CoDel also can determine certain types of traffic: those that cause bufferbloat, and those that don’t. a. Those that don’t are effectively ignored by the AQM algorithm, whilst those that are will be subjected to the algorithm to minimize delay as much as possible.
3. Implementation is simple, so it can be utilized in consumer-grade products and in high-end networking hardware.

 Given the effectiveness of FQ — CoDel in reducing bufferbloat, a study has been made to examine the feasibility of implementation into network equipment for commercial use. A study conducted by White and Rice in 2013 [16] has shown significant benefits when correctly implementing the use of CoDEL and other AQM implementations such as Proportional-Integral Controller, that was mentioned above, and Stochastic Fair Queuing with CoDel. Surprisingly, AQM is already present in existing cable modems as of the time of this research paper and was just not implemented by operators; when configured optimally, it has been quantitatively and qualitatively shown that improvements in latency are significant. This, however, is only limited to upload speeds and does not examine the download side, what many households use. Hence,
this paper is valuable in proving that the theoretical algorithms do make a meaningful difference in internet experience.

Over the years, research has been made to see which AQM algorithm is the most optimized for network traffic. With the current AQM implementations Stochastic Fair Queuing was the best algorithm for implementation of reducing excessive delay when it comes to heavy network utilization [7]. This is relevant considering that there have been many AQM implementations that have been proposed by researchers across the world, seeking to solve the issue of bufferbloat.

However, while attempting to find the best AQM algorithm available, there has been a clear lack of standardization of metrics to quantitatively measure the results of researchers’ algorithms to determine what algorithm is best all-around in order to see which implementation of AQM should be actively used in the real-world. The general metrics that developers of future AQM algorithms should use to benchmark performance. Specifically, they recommend merging the processes of Analytic Hierarchy Process (AHP) along with Technique in Order of Preference by Similarity to the Ideal Solution (TOPSIS) to create a new benchmarking standard that is ideal for new AQM algorithms to be tested against: promoting robustness and quality (Khatari et.al., 2019) [7].

Perhaps another clear application of the effectiveness of AQM is in big data: significant amounts of data running through a server at once. Given that big data requires quick execution of data processing with mass inputs into meaningful outputs to be of use to experts, it also requires that the connection to the internet for this is responsive (i.e., latency-free). Hence, an examination was made to see whether AQM would provide a tangible benefit in Hadoop clusters and in the MapReduce Programming Model. Given the analysis of the research that has been done, it has also shown that bufferbloat can be reduced significantly, by 85% whilst only increasing the Hadoop execution time using the MapReduce Model by 5%. However, it strongly cautions that getting the configuration right is the only way to achieve optimal results, as poor configurations lead to increases in Hadoop executions and non-ideal reductions in bufferbloat. Hence, it can be concluded that AQM is clearly scalable in many settings, from the confines of one’s home to the large data processing units that are used by technology companies to process large amounts of information. [13]

As of today, in open-source software, AQM has more developments. In OpenWrt, an open-source Linux base for networking hardware such as routers and wireless extenders, the implementation of Cake (Common Applications Kept Enhanced) — from the Bufferbloat community [2] — has provided for further improvements in solving this problem. This discipline for queuing network packets considers AQM as only one of the measures necessary to address bufferbloat. Cake includes the following:

1) Traffic Shaper
2) Priority Queue
3) Flow Isolation
4) AQM
5) Packet Management

All these factors lead to reduced latency in general internet use, especially in latency-sensitive applications and has factored in additional information that makes the difference between a low-latency internet and one that is significantly crippled by bufferbloat. Additionally, cake is superior to CoDel, non-exhaustively, in a couple of ways:
1) Command Line interface is simpler than CoDel.
2) Reduced CPU Load thanks to an integral shaper.
3) Explicit Congestion Notification (ECN) is always on, avoiding false positives.
4) Ease of availability; a. Since it is on Linux, an open-source platform, it is easily available with commands understood on the platform.

With all of this, it shows the progression of AQM into actual practice and is relevant to gain a better understanding of the merits of applying this into the consumer market, especially considering the COVID-19 pandemic, and its impacts still forcing many events and industries to go virtual, as any sign of latency means missed productivity which often proves to be major.

2.3. Consumer Behavior

For instance, Consumer Behavior: 11th Edition [14] has relevant concepts that are of value. When it comes to effectively appealing to consumers, there are four elements to properly understand consumer behavior: Motives, Cues, Responses, and Reinforcement. These are characterized as:

1. Motives: The incentive behind doing something.
2. Cues: The mechanism in which consumers will know that a certain product/service is what they need (e.g., Marketing, Advertising).
3. Responses: How the consumer reacts to the former two factors.
4. Reinforcement: The way in which consumers are solidified towards believing a certain view.

In terms of how to create effective advertising, there are many effective avenues: comparative advertising, appeal to humor, fear, and sexual appeal. These avenues are defined as follows:

1. Comparative Advertising: By making claims that one’s product is superior to the competition, this appeals to consumers since they only want what’s best for them.
2. Appeal to Humor: Using advertising to induce laughter, it promotes a positive brand image and leaves a long-term impact.
3. Appeal to Fear: By presenting a clear threat that consumers should be fearful of, and providing a solution to said fears, it promotes consumers to buy your products for a sense of safety.
4. Sexual Appeal: Through this method, consumers are captivated by an ideal human image. This, however, requires careful execution. Else, consumers will only be captivated on the model and not the product.

Extending on consumer behavior, another research paper proves its value given the recency of the paper. A paper made by Moon, Choe, and Song in 2021 [8] describes consumer behavior in South Korea considering the COVID-19 pandemic; most respondents would prefer to acquire their goods online rather than getting goods in person considering personal safety. With this, it can be argued via the use of the Protection-Motivation Theory; this is simply explained as protection being the first reason for their actions and with that framework in mind, people will gravitate their decisions for the sake of protection.

Another relevant part of a business is pricing and how deciding how much or little a product or service is priced has a meaningful impact on whether a consumer would purchase said product or service. Given a research paper by Quan, Quan, and Wang in 2019 [11], consumers’ expectations play a factor as to influencing pricing. On one hand, if consumers’ expectations are very high for the product in question and prioritize psychological satisfaction, the price is effectively damaged
and the same goes with profits. This is because a higher standard is required — and this compels the seller to reduce prices to not disappoint them. On the other hand, if a consumer is only expecting the bare minimum and does not prioritize their happiness, prices can rise and profits by extension. This is due to their perspective on only focusing with the product in question getting the job done. Given that one of the goals of this paper is to create a potentially disruptive business, the goal is to reach as many customers as possible.

Lastly, of relevance is consideration for how consumers are influenced in terms of their purchases specifically with Internet of Things devices. There are certain factors that play a larger role in a consumer as to whether they will buy a product under this category i.e., most important is trust. When a consumer has confidence in a brand’s products and services through superior customer experience, perceived ease of use, and a proven track record, adoption is significantly hastened. On the other, factors such as social influence do play a part though to a lesser extent against the factors (Tsourela & Nerantzaki, 2020). [15]

3. RESEARCH FRAMEWORK

With the available literature, the concept of Active Queue Management itself is only available with no research papers on examining the actual limitations of full market adoption; hence, this warrants the use of an individual framework unique to this research to fully ascertain the reasons for the lack of market adoption. Given that the market is the body that is directly concerned with the apparent lack of adoption, marketing fundamentals make the most sense to apply as a theoretical framework.

Regarding the use of marketing fundamentals, parts of a market plan — according to Pearson’s 17th Edition of Principles of Marketing [6] — make most sense in applying here; for instance, parts of this paper can already be used for the current marketing situation such as the market description, existing products, and competition. Marketing actions will be manifested as recommendations. Essentially speaking, this is a market reach problem, basics in marketing are used for most of the paper to solve the question of the lack of market adoption on the internet of things — consumer electronics space.

In this case, the foundational framework that is most applicable will be thematic analysis. Considering the nature of the research question which requires that factors be fleshed out to sufficiently answer the question, dividing the independent variables (factors) into themes will be of use to the fulfillment of this research paper. Hence, there will be no use of hypothesis testing when it comes to the information that has been obtained along with corresponding analysis and discussion as a result.

Consequently, given no hypothesis testing, what the data will be used for is to determine the extent of the veracity of the hypotheses that will be mentioned in the latter part of this paper. In other words, the goal is to determine to what extent the hypotheses are true in the context of the data that has been obtained, and whether said data confirms or rejects the possible factors that answer the research question at hand.

4. METHODOLOGY

The primary mechanism to successfully answer the research question will primarily be done through data collection; through the input of respondents, information relevant to the research objectives will be revealed via a survey questionnaire. A secondary method will be via the use of existing literature from relevant and quality sources.
Respondent Profile & Sample

Information obtained from respondents such as age, employment, income bracket, will provide relevant information as to how they are influenced in their purchase decisions and their preferences in the context of this study.

For the purposes of this study, a sample of 200 respondents will be obtained from multiple areas of the country (in Luzon, Visayas, and Mindanao) to provide a diverse picture of their perceived wants to promote an ideal internet experience.

Data Collection Method

The variables in this paper will be ascertained via an online survey which is distributed to respondents. A prototype of the survey has already been made to ensure that the base version is fully functional; hence, a final version was made with questions that have been tweaked to be more relevant to the study. Consequently, the sampling technique that was used for this paper is non-probability based; in particular, convenience and snowball sampling are the prevalent mechanisms used.

Questionnaire& Tools

Survey questions are segmented into five parts which contain questions that ask for certain information; the Likert scale was often used to determine the respondents’ inclinations to agreeing or disagreeing to certain statements. Additionally, open-ended questions were used to factor in a variety of responses that respondents may give to certain questions which requires to be flexible about the context of the respondent.

Data that has been obtained through the questionnaire will be analyzed via IBM’s SPSS and Microsoft Excel with PH Stat 4.1 in order to tabulate, organize, and analyze the data; the primary mechanism of analysis is through the cluster method: done in order to create a customer profile; three segments have been made for the sake of the objectives mentioned above. Standard statistical treatment will also be utilized: Sample Mean, Median, Mode, Standard Deviation; this will be relevant in analysis of the data that has been given by respondents and will promote a representative picture of the market to see whether or not a business undertaking is feasible. For the purposes of keeping the paper concise, only the customer profiles from the cross-tabulation will be shown. All other data will be available for viewing in the original paper.

5. Results

<table>
<thead>
<tr>
<th>Segments</th>
<th>Characteristics &amp; Needs</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Budget Consumer</td>
<td>a. A Monthly Income of Minimum Wage Up Until Less Than ₱22,000.</td>
<td>A Budget Router with a Low Production Cost and Low Sale Cost is Attractive. Must be Cheap but Robust in Terms of Build Quality.</td>
</tr>
<tr>
<td></td>
<td>b. Spending ₱500 - ₱2,000 for Internet Usage Monthly.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c. Knows Little to Moderate Knowledge on Bufferbloat, And.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d. Prefers Buying Technology Products</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low Specifications: Basic Single-Core, Low Frequency CPU 8 MB of Flash 64 MB of RAM</td>
</tr>
<tr>
<td><strong>Mid-Range Consumer</strong></td>
<td>Physically.</td>
<td>Providing Basic Wi-Fi Standard (802.11ac); Wireless Protected Access 2 (WPA 2) Low-Powered Antennas: Maximum of 20 decibel-milliwatts (dBm)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>a.</strong></td>
<td>A Monthly Income of ₱22,000 Up Until Less Than ₱132,000.</td>
<td>A Mid-Range Router with Slightly Higher Production Cost and Increased Price is Attractive: <em>An Increased Budget for Specifications and Better Build Design.</em></td>
</tr>
<tr>
<td><strong>b.</strong></td>
<td>Spending ₱2,000 - ₱5,000+ for Internet Usage Monthly.</td>
<td>Medium Specifications: Single Core, Higher Frequency CPU 8-16 MB Flash 64-128 MB RAM</td>
</tr>
<tr>
<td><strong>c.</strong></td>
<td>Knows Little to Moderate Knowledge on Bufferbloat, And.</td>
<td>Providing Slightly Better Wi-Fi Standard (802.11ac); Wireless Protected Access 2 (WPA 2) Medium Powered Antennas Maximum of 25 decibel-milliwatts (dBm)</td>
</tr>
<tr>
<td><strong>d.</strong></td>
<td>Prefers Buying Technology Products Physically.</td>
<td></td>
</tr>
<tr>
<td><strong>High-End Consumer</strong></td>
<td>Physically.</td>
<td>A Flagship Router with the Best Specifications that are Currently Available: <em>Significantly Increased Specifications and Build Quality:</em></td>
</tr>
<tr>
<td><strong>a.</strong></td>
<td>A Monthly Income of ₱132,000 Up Until ₱220,000+.</td>
<td>Single Core, Even Higher Frequency to Dual Core CPU. 16-32 MB Flash 128 MB RAM +</td>
</tr>
<tr>
<td><strong>b.</strong></td>
<td>Spending ₱2,000 - ₱5,000+ for Internet Usage Monthly.</td>
<td>Latest Wi-Fi Standard (802.11ax): Wireless Protected Access 3 (WPA 3) High Powered Antennas: Maximum of 30 decibel-milliwatts (dBm)</td>
</tr>
<tr>
<td><strong>c.</strong></td>
<td>Knows Little to Moderate Knowledge on Bufferbloat, And.</td>
<td></td>
</tr>
<tr>
<td><strong>d.</strong></td>
<td>Prefers Buying Technology Products Physically.</td>
<td></td>
</tr>
</tbody>
</table>

### 6. Conclusions

Given the objectives of the research paper at hand, most respondents are unable to find a meaningful answer to bufferbloat and thus provides significant demand for a networking equipment solution at the consumer level. Though reading this paper, one can understand from a sample of respondents in the Philippines that Filipinos are clearly frustrated with their experience when it comes to their internet and there is clearly a prospective market given the significant perceived value for security, latency management, service, customizability, and differentiation.

A guideline has been made for the Philippine context when it comes to the specifications given their income levels and cost of internet use monthly. As mentioned in the literature review, there are substantial quantitative and qualitative benefits when it comes to an optimal implementation.
of Active Queue Management. Should this be implemented on a commercial scale for consumers, this would be of major benefit to consumers which will increase productivity during this pandemic — especially when productivity is already compromised.

Consequently, when the internet infrastructure proves to be robust and extremely responsive, this further allows for the exchange of information on a faster rate. Although the effects of anti-bufferbloat measures may be not apparent from an individual standpoint immediately, the benefits accumulate over time in the form of saved time, increased productivity, and increased research into the latest standards of networking given the widespread implementation and its clear merits. This improves the sharing of information on a great scale, improving the well-being of a country. By extension, keeping said country competitive in the Fourth Industrial Revolution.
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ABSTRACT

Autism spectrum disorder ASD is a neurodevelopmental disorder associated with challenges in communication, social interaction, and repetitive behaviors. Getting a clear diagnosis for a child is necessary for starting early intervention and having access to therapy services. However, there are many barriers that hinder the screening of these kids for autism at an early stage which might delay further the access to therapeutic interventions. One promising direction for improving the efficiency and accuracy of ASD detection in toddlers is the use of machine learning techniques to build classifiers that serve the purpose. This paper contributes to this area and uses the data developed by Dr. Fadi Fayez Thabtah to train and test various machine learning classifiers for the early ASD screening. Based on various attributes, three models have been trained and compared which are Decision tree C4.5, Random Forest, and Neural Network. The three models provided very good accuracies based on testing data, however, it is the Neural Network that outperformed the other two models. This work contributes to the early screening of toddlers by helping identify those who have ASD traits and should pursue formal clinical diagnosis.
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1. INTRODUCTION

Autism spectrum disorder (ASD) is a neurodevelopmental condition that impacts the way a person perceives others and socializes with them. It affects three main developmental areas which are communication, social interaction, and repetitive patterns of behavior. As shown in Figure 1, Autism rates continue to rise dramatically, and according to Center for Disease Control (CDC) reports [1], prevalence rate increases with 1 in 54 children diagnosed with autism in 2020 compared to 1 in 59 in 2018, 1 in 110 in 2006, and 1 in 150 in 2000.
Research has shown that there is no cure for ASD, however, early diagnosis and intensive intervention can make a big difference in the lives of many children and their families. Early diagnosis is very important for children on the spectrum because it allows to teach them the skills and behaviors that they lack at an early age when they still have good brain plasticity and therefore, the impact of intervention can be maximized and helps them reach their full potential. Interventions such as special education, behavior modification techniques, speech and occupational therapies help to bridge the gap that ASD kids have compared to their peers and speed up their development [2]. Therefore, early identification and diagnosis of children with ASD is very beneficial for the kids and their families and early screening is always recommended by experts because it allows to detect at an early stage the kids with more risk to be on the autism spectrum disorder, and thus, pushes their families to take the required measures to get the kids access the early intervention services.

Early screening of ASD has an important role in improving prognosis via early diagnosis and intervention [3]. For these kids with autism, both research and practice have shown that there is no magic pill for cure and early intervention through intensive education and behavior modification is the key due to its capability of changing the quality of life of these kids and their families and improving long-term outcomes [4]. However, the standardized tests for diagnosis such as Autism Diagnostic Observation Schedule (ADOS) and Autism Diagnostic Interview-Revised (ADI-R), among others are time consuming, very costly and can be run only by trained clinicians. Thus, there are many barriers of getting these kids screened for autism at an early stage which contribute to delaying the therapies and interventions that they require. Nowadays, due to the advancement made in artificial intelligence and machine learning, autism can be predicted at an incredibly early stage [5]. Having access to an accurate, automated, cost effective and fast instrument for ASD screening at an early age will be greatly beneficial for detecting autism traits in the kids and securing a much better future for them.

In this work, our aim is to contribute to the early screening of toddlers to help identify the kids who have ASD traits and should pursue formal clinical diagnosis. This is done through the development of a classification model that, based on some defined attributes, will identify the kids who have ASD symptoms and need to undergo further advanced assessments with professionals.

The remainder of this paper contains a literature review section that discusses the related works, a methodology section that describes the data and details the steps to be followed for the analysis, and a model building section, in which, the selected classifiers have been trained and their respective performances have been analyzed and compared.
2. **Literature Review**

Although concerns about children development milestones are mostly reported by parents of children with ASD within their first year, these children are rarely diagnosed before the age of 4 years [3, 6]. Early identification is key as, if followed by intensive early intervention, will enable these kids to acquire the necessary skills, improve the core behavioral symptoms, and there is a chance that they will grow out of the diagnosis or at least loose many of the autistic traits [7]. A significant number of studies investigated the potential for early intervention in helping kids with this neurodevelopmental condition. In this context, [8] conducted a systematic review that highlighted the large number of studies, which are over 83% of the published literature since 2010, reflecting the increased interest among researchers in this area.

Autism cannot be identified using conventional clinical methods such as blood tests. Instead, ASD screening is a crucial phase, and it is the process of determining the autistic symptoms of an individual. Many screening tools have emerged overtime, they include direct observations, questionnaires and interviews and they should be performed by specialists. However, these tools are lengthy, costly, and low-and-middle-income countries have shortage of mental health clinicians. This constitutes a major barrier for obtaining an early diagnosis and accessing intervention services [9]. Therefore, a viable screening instrument that is cost effective, available and less time consuming to identify the risk of ASD at a preliminary stage is highly needed.

There is a growing interest among researchers in the early screening and intervention for young children at risk of ASD [8] and in the use of machine learning and intelligent methods for autism screening and detection [9, 10]. In this context, [11] investigated fuzzy data mining models to detect autism features for both cases and control groups between 4 and 11 years. [5] developed an effective prediction model by merging Random Forest-CART and Random Forest-Id3 and complemented their work by developing a mobile application based on the proposed model. [12] developed and tested an Artificial Neural Network (ANN) for diagnosing ASD, and the test data evaluation showed that ANN model was able to diagnose ASD with 100% accuracy. [13] used machine learning to investigate the accuracy and reliability of the Q-CHAT method in classifying autistic kids. The authors used three different ML algorithms and found that the Support Vector Machine was the most effective. Similarly, [10] proposed a new machine learning method which is the "Rules-Machine Learning". This method detects the ASD traits in cases and offers rules that can be used by domain experts to understand the reasons behind the classification. The authors compared this method with other classifiers and found that it leads to higher predictive accuracy, sensitivity, and specificity than those of other models such as bagging, decision trees and rule induction. In line with these studies, this paper contributes to this area by proposing a toddler screening prediction model for ASD traits.

3. **Methodology and Description of Data**

The dataset used in this study is obtained from Kaggle website, and it was developed by Dr Fadi Fayez Thabtah [14] to screen autism in toddlers. In this dataset, 10 behavioral features have been recorded in addition to some individual characteristics that are effective in detecting ASD cases. Table 1 summarizes the various attributes that the dataset includes.
Table 1. Dataset Description (source: [14])

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1: Response_to_name</td>
<td>Binary (0, 1)</td>
<td>Does your child look at you when you call his/her name?</td>
</tr>
<tr>
<td>A2: Eye_contact</td>
<td>Binary (0, 1)</td>
<td>How easy is it for you to get eye contact with your child?</td>
</tr>
<tr>
<td>A3: Point_to_objects</td>
<td>Binary (0, 1)</td>
<td>Does your child point to indicate that s/he wants something?</td>
</tr>
<tr>
<td>A4: Sharing_interest</td>
<td>Binary (0, 1)</td>
<td>Does your child point to share interest with you?</td>
</tr>
<tr>
<td>A5: Pretend_play</td>
<td>Binary (0, 1)</td>
<td>Does your child pretend?</td>
</tr>
<tr>
<td>A6: Follow_looking</td>
<td>Binary (0, 1)</td>
<td>Does your child follow where you are looking?</td>
</tr>
<tr>
<td>A7: Comfort_someone</td>
<td>Binary (0, 1)</td>
<td>Does your child show signs of wanting to comfort someone upset?</td>
</tr>
<tr>
<td>A8: First_words</td>
<td>Binary (0, 1)</td>
<td>Description of child first words</td>
</tr>
<tr>
<td>A9: Simple_gesture</td>
<td>Binary (0, 1)</td>
<td>Does your child use simple gestures?</td>
</tr>
<tr>
<td>A10: Stare_at_nothing</td>
<td>Binary (0, 1)</td>
<td>Does your child stare at nothing with no apparent purpose?</td>
</tr>
<tr>
<td>Age</td>
<td>Number</td>
<td>Toddlers (months)</td>
</tr>
<tr>
<td>Score by Q-chat-10</td>
<td>Number</td>
<td>1-10 (Less than or equal 3 no ASD traits; &gt; 3 ASD traits)</td>
</tr>
<tr>
<td>Sex</td>
<td>Character</td>
<td>Male or Female</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>String</td>
<td>List of common ethnicities in text format</td>
</tr>
<tr>
<td>Born with jaundice</td>
<td>Boolean (Y/N)</td>
<td>Whether the case was born with jaundice</td>
</tr>
<tr>
<td>Family member with ASD history</td>
<td>Boolean (Y/N)</td>
<td>Whether any immediate family member has a PDD</td>
</tr>
<tr>
<td>Who is completing the test</td>
<td>String</td>
<td>Parent, self, caregiver, medical staff, clinician, etc.</td>
</tr>
<tr>
<td>Class variable (ASD)</td>
<td>String</td>
<td>ASD traits or No ASD traits (Yes / No)</td>
</tr>
</tbody>
</table>

The items A1 to A10 are answers to questions, the possible answers are Always, Usually, Sometimes, Rarely or Never. For the questions A1 to A9, 1 is assigned if the response was Sometimes or Rarely or Never, and 0 is assigned if the response was Always or Usually. However, for question 10, if the response was Always or Usually or Sometimes, 1 is assigned, otherwise 0 is assigned.

The proposed plan for analysis comprises the following steps:

1. Examining the data and its different attributes to see if any preprocessing steps are required before using the data with the prediction models.
2. Performing an exploratory data analysis to generate insights and hidden patterns from the data.
3. Providing some classification models such as Decision Trees, Ensemble methods, Neural networks that predict the ASD screening status based on the other provided attributes.
4. Comparing the various models based on the prediction accuracy and selecting the model that provides the best accuracy based on the validation data.
5. Evaluating the model using the testing dataset.

Throughout the analysis steps, R-Studio which is a development environment for R is used. Moreover, the dataset is divided into training dataset that is used for training and validation and testing data set that is used only at the very end to evaluate the model performance. The expected outcome of this study is to have an accurate prediction model that will help the autism community by contributing to screening the toddlers at an early stage.
4. ANALYSIS AND RESULTS

4.1. Exploratory Data Analysis

An initial investigation has been performed on the data to discover if any patterns exist and to generate insights. Table 2 summarizes the proportions of female vs male toddlers screened for ASD symptoms. Of the identified cases as having ASD traits, 26% are female and 74% are male which is in line with the research of [15] that analyzed fifty-four studies and found that, among children meeting criteria for ASD, the male-to-female ratio is close to three to one.

Table 2. Male vs female kids screened for ASD

<table>
<thead>
<tr>
<th>Sex</th>
<th>ASD traits</th>
<th>No ASD traits</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>26.6%</td>
<td>38.3%</td>
<td>30.3%</td>
</tr>
<tr>
<td>Male</td>
<td>73.4%</td>
<td>61.7%</td>
<td>69.7%</td>
</tr>
<tr>
<td>Totals</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

The collected data contains cases from different ethnicities, and we are interested in investigating the distribution of the cases by ethnicity. Figure 2 provides a summary about this and shows that the majority of the toddlers having ASD traits are White European followed by Asian then Middle Eastern.

4.2. Model Building

The ASD screening process is a binary classification problem as it aims to classify toddlers to either having or not having Autism traits [10]. We intend here to use various classification models, assess and compare their performances to see which model provides better performance measures and is therefore more suitable for this purpose. The evaluated models include Decision trees CART and C45, Ensemble methods Bagged cart and Random Forest, and Neural Networks. The outcome variable is the ASD.Traits (Yes/No) which indicates if the child is classified as having autism symptoms or no. This outcome is predicted based on the rest of the attributes presented in Table 1 except the score by Q-Chat-10 test, based on it, the data has been labelled. This variable is considered as an outcome variable and should not be included as predictor because this leads to model overfitting.
The classification models were built by performing a 5-fold cross-validation, using 70% of the dataset (739 observations) for training and the remaining 30% (315 observations) to test the accuracy of the various classifiers. Regarding the cross-validation, the training data set is partitioned into 5 subsets, and the algorithm randomly uses 4 data subsets to train the model and then tests it on the remaining subset.

4.2.1. Decision Tree Models

CART and C4.5 decision trees were used. Based on the validation dataset, CART tree gave an accuracy of 88% and C4.5 gave an accuracy of 92%. Table 3 presents the confusion matrices of both models. The plots of the two trees as well as the ROC curve of the C4.5 are in the Appendix. Given its better accuracy based on validation dataset, the C4.5 decision tree is a candidate for this category.

Table 3. Confusion matrices based on validation dataset

<table>
<thead>
<tr>
<th>CART Tree</th>
<th>C4.5 Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>Prediction</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>25</td>
</tr>
<tr>
<td>Yes</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.8861</td>
</tr>
</tbody>
</table>

The C4.5 model was applied to the test dataset (315 observations) to predict the outcome variable, and Table 4 summarizes its performance.

Table 4. C4.5 performance on testing data

<table>
<thead>
<tr>
<th>Reference</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Pos Pred Value</th>
<th>Neg Pred Value</th>
<th>Prevalence</th>
<th>Detection Rate</th>
<th>Detection Prevalence</th>
<th>Balanced Accuracy</th>
<th>'Positive' Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>25</td>
<td>5.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.9908</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6</td>
<td>63.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.9794</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.9873</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>(0.9678, 0.9965)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Information Rate</td>
<td>0.6921</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-Value</td>
<td>&lt;2e-16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kappa</td>
<td>0.9702</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
</tbody>
</table>

4.2.2. Ensemble Methods

From the Ensemble methods, Bagged CART and Random Forest models were used. Based on the validation dataset, Bagged CART gave an accuracy of 94% and Random Forest gave an accuracy of 95%. Table 5 presents the confusion matrices of both models. Therefore, the Random Forest is candidate for this category, and its ROC curve is presented in the Appendix.
### Table 5. Confusion matrices based on validation dataset

<table>
<thead>
<tr>
<th>Bagged CART</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reference</strong></td>
<td><strong>Prediction</strong></td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
<td>28.1</td>
</tr>
<tr>
<td>Yes</td>
<td>2.8</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.9459</td>
</tr>
</tbody>
</table>

The Random Forest model was applied to the test dataset to predict the outcome variable, and Table 6 summarizes its performance on this data.

### Table 6. Random Forest performance on testing data

<table>
<thead>
<tr>
<th><strong>Reference</strong></th>
<th><strong>Prediction</strong></th>
<th><strong>Reference</strong></th>
<th><strong>Sensitivity</strong></th>
<th><strong>Specificity</strong></th>
<th><strong>Pos Pred Value</strong></th>
<th><strong>Neg Pred Value</strong></th>
<th><strong>Prevalence</strong></th>
<th><strong>Detection Rate</strong></th>
<th><strong>Detection Prevalence</strong></th>
<th><strong>Balanced Accuracy</strong></th>
<th><strong>P-Value</strong></th>
<th><strong>Kappa</strong></th>
<th><strong>'Positive' Class</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>85</td>
<td>0</td>
<td>No Information Rate</td>
<td>0.6921</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12</td>
<td>218</td>
<td>95% CI</td>
<td>(0.9344, 0.9802)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.9619</td>
<td></td>
<td>P-Value</td>
<td>&lt;2.2e-16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kappa</td>
<td>0.9074</td>
<td></td>
<td>Detection Rate</td>
<td>0.6921</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>Detection Prevalence</td>
<td>0.7302</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>Prevalence</td>
<td>0.6921</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>Balanced Accuracy</td>
<td>0.9381</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>P-Value</td>
<td>&lt;2e-16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>'Positive' Class</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>Kappa</td>
<td>0.9074</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 4.2.3. Neural Networks

Artificial Neural Network (ANN) model was built using R Neuralnet package. The model has two hidden layers; the first one with 5 hidden nodes and the second one with 3 hidden nodes. The plot of the model is presented in the Appendix and Table 7 summarizes its performance on the testing data.

### Table 7. ANN performance on testing data

<table>
<thead>
<tr>
<th><strong>Reference</strong></th>
<th><strong>Prediction</strong></th>
<th><strong>Reference</strong></th>
<th><strong>Sensitivity</strong></th>
<th><strong>Specificity</strong></th>
<th><strong>Pos Pred Value</strong></th>
<th><strong>Neg Pred Value</strong></th>
<th><strong>Prevalence</strong></th>
<th><strong>Detection Rate</strong></th>
<th><strong>Detection Prevalence</strong></th>
<th><strong>Balanced Accuracy</strong></th>
<th><strong>P-Value</strong></th>
<th><strong>Kappa</strong></th>
<th><strong>'Positive' Class</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>95</td>
<td>0</td>
<td>No Information Rate</td>
<td>0.6921</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2</td>
<td>218</td>
<td>95% CI</td>
<td>(0.9773, 0.9992)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.9937</td>
<td></td>
<td>P-Value</td>
<td>&lt;2e-16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kappa</td>
<td>0.985</td>
<td></td>
<td>Detection Rate</td>
<td>0.3016</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>Detection Prevalence</td>
<td>0.3016</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>Prevalence</td>
<td>0.3079</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>Balanced Accuracy</td>
<td>0.9897</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>P-Value</td>
<td>&lt;2e-16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>'Positive' Class</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td> </td>
<td> </td>
<td> </td>
<td>Kappa</td>
<td>0.985</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 4.2.4. Models Comparison

The three candidate models are the C4.5, the Random Forest and the Artificial Neural Network. Table 8 summarizes the prediction accuracy, sensitivity, and specificity of these three models. All
the candidate models have an extremely good performance and are expected to have an excellent predictive power in detecting autistic traits in toddlers.

Table 8. Models comparison

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5 Tree</td>
<td>0.98</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.96</td>
<td>1</td>
<td>0.87</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.99</td>
<td>0.97</td>
<td>1</td>
</tr>
</tbody>
</table>

5. CONCLUSION

Due to the increasing rate of autism diagnosis cases and the multiple barriers that hinder getting a timely screening and therefore a diagnosis which allows the kids to get access to the early intervention services, there is an urgent need to think about developing and implementing a fast, accessible, and cost-effective autism screening tool. This was the aim of this work that showed the predictive power of the machine learning techniques in detecting autistic traits. The dataset used for training the model recorded ten behavioral features that indicate the development milestones and are concerned with communication and social behaviors, in addition to the gender, age, ethnicity, some attributes for the family history and the relationship to the person who completed the screening. After training multiple classifiers, three models were shortlisted as candidates for providing exceptionally good accuracy, sensitivity, and specificity. Although the three models' performances are excellent, still the Neural Network is outperforming the other two models, and therefore we propose to implement it. This study showed promising results for ASD screening, and the proposed model can be complemented by developing a mobile application that will add to the convenience and accessibility of the screening method. Furthermore, this research can be improved further and extended by performing feature selection and finding which features are most significant for ASD screening prior to building the models through dimensionality reduction.
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ABSTRACT

Mobile crowdsensing has become a new paradigm that enables citizens to participate in the sensing process by voluntarily gathering data from their smartphones to accomplish some given task. However, performing the sensing task generate lots of data resulting in various quality of the sensed data and high sensing cost in term of resource consumption. This matter became a significant concern in mobile crowdsensing as the mobile nodes which act as crowd sensors have limited resources. Moreover, an opportunistic mobile crowdsensing mechanism does not require user involvement, so the data collection process must be autonomous and intelligent to sense the data in the proper context. That is why context-awareness is also essential in opportunistic crowdsensing to maintain the sensed data quality. In this mini-review, we revisit the possibility of enhancing the mobile crowdsensing mechanism. We argue that improving the data collection process, including context-awareness, can optimize in-node data availability and sensed data quality. Besides, we also argue that finding optimization on inter-node data exchange mechanisms will increase the quality of the in-node data. Furthermore, smartphones that are related to humans as their owners reflect humans' physical and social behavior. We believe that considering contexts such as human social relationships and human mobility patterns can benefit the optimization strategies.
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1. INTRODUCTION

The emerging technology has enabled smartphones to enhance their connectivity and computing capabilities. Different sensors like gyroscope, accelerometer, camera, and microphone can be integrated easily into a single smartphone. This development empowers mobile devices to be able to sense, collect, and process information. Furthermore, sharing the collected information with nearby devices will form a collective knowledge about a particular phenomenon. This mechanism of sensing, collecting, processing, and sharing is called Mobile Crowdsensing (MCS). This term was first introduced by Ganti [1] as the collective ability to sense a kind of phenomenon from different devices.

A sensor-rich smartphone is a good upgrade for the existing environment-sensing mechanism. Furthermore, fast connectivity and various kind of sensors which already embedded in a mobile device can lead to lower deployment costs than those of the infrastructure-based sensing system. Ganti [1] observe the possibility of using sensing and connectivity capable devices, especially those that participate in the Internet of Things, to report their sensing result and form a collective knowledge. From then onwards, mobile crowdsensing has attracted many researchers to deepen their knowledge in this area.
In this mini-review, we intend to present the following aspects of MCS:

1. We provide an overview of MCS, existing implementation, and related research.
2. We investigate the existing implementation and research whether it has already incorporated social aspect and mobility model.
3. We introduce potential challenges in MCS related to minimizing sensing and communication cost while maximizing data quality and a possibility to enhance it with the collaboration of social aspect and mobility model.

2. OVERVIEW OF MOBILE CROWDSENSING

The context scope in the sensing process is a crucial part of Mobile Crowdsensing. Lane [2] categorized mobile crowdsensing into two: personal and community sensing based on the scope. In personal sensing applications as depicted in Figure 1, the device user is the point of interest. For instance, monitoring and recognizing user-related posture and movement patterns for personal fitness logs or health care reasons. Community sensing as illustrated in Figure 2 monitors a particular phenomenon such as traffic congestion, pollution level or noise level that cannot be measured only by a single device. This phenomenon can be accurately measured when many observers such as stationary sensor, embedded sensors in mobile phone, car or bus sense the same phenomenon to acquire complete information.

![Personal sensing](image1)

Figure 1. Personal sensing

![Community Sensing](image2)

Figure 2. Community Sensing
Due to the large-scale observation scope, there are two approaches to implement community sensing: participatory sensing and opportunistic sensing. The former required the user to register and thus be actively involved in the data sensing and collecting process, whereas the latter only needed passive participation. The participatory sensing process required awareness from the contributed citizen. The citizen as smartphone’s owner has to define what, when and was to sense a specific phenomenon. On the other hand, opportunistic sensing does not require user intervention as the data was collected automatically.

Consequently, opportunistic mobile crowdsensing relies heavily on the application to do the sensing task. Hence, this sensing mechanism needs to be autonomous and more intelligent since it has to recognize the sensing context on its own without the assistance of a human. Moreover, opportunistic sensing needs to sample data more frequently because of the user's passive participation and likely lower data quality due to context inaccuracy than participatory sensing. However, these data collection processes raise concerns about resources such as storage and energy. Meanwhile, as mobile devices’ resources are limited, we must optimize resources while maximizing data quality and availability.

Crowdsensing management as depicted in Figure 3 includes three processes: data collection, data forwarding, and data analysis. The first process is data collection which aims to minimize the sensing cost of crowdsensors while maximizing the sensing coverage and quality. This process includes user recruitment and task allocation. The user recruitment concern is selecting the suitable crowd sensors for the sensing tasks, while task allocation assigns suitable tasks for crowdsensors. The second process is the data forwarding process which includes the communication aspect of the crowdsensing process. Lastly, the data analysis process aims to aggregate and extract the information from collected raw sensed data.

![Figure 3. Crowdsensing management layer](image-url)
Crowdsensing applications are already implemented to build collective knowledge in some domains of interest, such as environment monitoring, e-commerce, and healthcare. Several studies [3][4][5][6] had already implemented the crowdsensing process to observe some aspects of the environment. Yan’s research [3] relies on a driver’s smartphone to monitor a traffic congestion situation and report it to the cloud-based server. After the cloud-based server receives the report, it aggregates the data and subsequently distributed the overall traffic condition to the other drivers who use the same application to be informed of the event and thus avoid the congested road. FixMyStreet [4] collects reports from citizens regarding some trouble related to the street and its supporting public facilities. Research conducted by El-Wakeel [5] monitors road conditions and road hazards by analyzing vehicle movement recorded by sensors both in the land vehicle and driver’s smartphone. Air quality monitoring using SecondNose [6] had been done in Trento, Northern Italy, with 80 participants on the data collection process. These participants collected air condition with sensors and aggregated the data. The smartphone’s owner gets the complete information of the air quality in its surroundings (measured by the smartphone’s sensors) and the overall air quality map generated by the aggregated data. In e-commerce, LiveCompare [7] uses participatory sensing to compare different prices from a specific product in different grocery stores. Abu-Elkheir [8] introduces crowdsensing as a means to get collective knowledge about an emergency. Healthcare framework AllergyMap [9] collect data from patients and can further visualize the distribution of different allergens and irritants concerning the spatial and temporal distribution.

These crowdsensing applications, as mentioned earlier, can be deployed with various kinds of underlying technologies. Capponi [10] differentiates the underlying of mobile crowdsensing technologies into two significant groups: infrastructure and infrastructure-less. Infrastructure technology refers to the need for data delivery infrastructures such as cellular or vast area networks. In contrast, the infrastructure-less technology depends on device-to-device (D2D) communication such as WiFi Direct and Bluetooth.

The availability of infrastructure will be a crucial point to define proper crowdsensing management. In infrastructure-based crowdsensing, crowdsensors upload the sensed data via infrastructure such as cellular networks to the remote server. Subsequently, data analysis will be performed in the remote server then a global view of data is achieved. Whereas in infrastructure-less-based crowdsensing, the data aggregation will be done in a distributed environment within the crowd. Consequently, data analysis is performed locally and the global view of the sensed data can not be achieved.

3. Issues in Mobile Crowdsensing

Generally, the more data can be collected in MCS; the more complete the knowledge will be. However, having a sufficient number of users to perform the sensing task can be a challenging problem. In the data collection process, some aspects concerned are data quality, sensing cost, and privacy guarantee. Even though a large crowd of participants is helpful to do the data collecting process because of its extensive sensing coverage, not all of the collected data have the same quality, yet the amount of generated data is enormous. Therefore, it is necessary to find optimization between the number of recruited participants and sensed data quality.

On the other hand, from the user’s perspective, doing the sensing task can deplete its resources such as energy and storage. Consequently, users will not always be willing to cooperate in the sensing process. Hence, there must be some incentive mechanism to compensate the willingness of the user to contribute to the sensing process. Privacy also becomes a concern in the data collection process. The anonymity of user identity has to be guaranteed in the sensing process while still maintain user verification to avoid the threat from malicious users.
Meanwhile, there are more to concern with the different perspectives of how users collect the data by participatory and opportunistic sensing. In participatory sensing, to get involved in the sensing process, the user’s decision on how, what, when and where to sense is purely human’s who act as the smartphone owner, thus indirectly including human’s intelligence in the process. On the other hand, in opportunistic crowdsensing, the burden shifted to the application, which obliges intelligently aware of the sensing context hence makes context-awareness become an addition of data collection aspects to be concerned in opportunistic crowdsensing.

Data collection management in crowdsensing includes two processes: user recruitment and task allocation. The user recruitment process addresses the necessity in mobile crowdsensing to minimized the number of contributed users required in the sensing process while maintaining the sensing coverage and sensed data quality. On the other hand, the task allocation process concerns how to assign the right task to the suitable recruited user. Furthermore, those four aspects mentioned earlier (data quality, sensing cost, privacy, and context awareness) are partially addressed in the research in user recruitment and task allocation to improve the data collection process in mobile crowdsensing.

Research in [11][12] has been conducted to improve the user recruitment process. Wang [11] introduced PURE-DF to recruit participants in participatory crowdsensing. PURE calculate the estimation of the user’s arrival in PoI and the user’s subscription plan to minimize recruitment cost. Furthermore, Delegation Forwarding (DF) is used to optimize the trade-off between the delivery ratio of the sensed data and the number of required participants. Although this method can successfully minimize the recruitment cost and the number of recruited participants, this study assumes there is always sufficient bandwidth dan contact duration to successfully deliver the sensing task and exchange sensing data with other nodes. The Secure User Recruitment (SUR) protocol proposed by Xiao [12] uses a Greedy algorithm to recruit the nearly minimum user while ensuring the data quality and privacy using the semi-honest model. However, this mechanism assumes that the user mobility model is independent while the human mobility model is not fully independent. Besides smartphones, a vehicle with embedded sensors can act as crowd sensors. However, not all vehicles will voluntarily contribute to the sensing process. Research conducted by Liu [13] introduces an incentive mechanism to increase the participation of vehicles in the crowdsensing process.

To address task allocation, Capponi et al. [14] introduce an energy-efficient data collection framework that can reduce the sensing cost and maximize the data quality considering the user’s level of remaining energy and matching it with a suitable sensing task. The approach use context in the allocation process called Context-Aware Task Allocation (CATA) has been introduced by Hassani [15]. CATA measures similarity between task and user’s context to compute the probability of successfully executing the task for a given user. When the probability of success is high, then the task will be allocated to the user.

4. RESEARCH CHALLENGES IN MOBILE CROWDSENSING

From those issues mentioned above, we found two challenges that can still be further studied: maximize data quality; minimize sensing and communication cost.

Maximize data quality. To maximize data quality, we need to find a suitable number of recruited users to perform the sensing task, hence covering a certain area. Furthermore, because we focus on opportunistic mobile crowdsensing, we need to improve the sensing process to be more intelligent.
We argue that applying context-awareness will improve the data quality in the data collection process. In mobile crowdsensing, each node can do the local computation. Hence, the extraction of contextual information from raw sensed data can be performed inside the node itself. Hassani [15] implement context-awareness in the crowdsensing process by matching the task context with the participant context to allocate the suitable task to a certain participant. However, although the data were collected by smartphones, the collected data are then processed in a centralized server. The implementation on device to device communication network (D2D) and further use of distributed processing is possible. Artificial intelligence also can be utilized to derive the semantic characteristic of collected raw data. El-Wakeel [5] incorporate Support Vector Machine (SVM) to classify the collected data into eight different road anomaly contexts. Although the classification is done successfully, the diversity of sensors, vehicle’s condition, and weather condition influence the classification process.

We also argue that involving the influence of mobility pattern of mobile nodes is advantageous to define which node to recruit based on spatial-temporal dimension because some people may regularly visit someplace after some interval. Moreover, we expect that considering the mobility pattern of the mobile node will benefit the context inference of the crowdsensing process. The mobility models presented in Table 1 already captured some mobility models used in earlier experiments. There is much diversity of mobility models such as synthetic mobility, real-world, and random mobility. However, none of these models are used to define the overlay social characteristics derived from the participant’s movement.

Table 1. Summary of Mobile Crowdsensing Existing Solutions

<table>
<thead>
<tr>
<th>Ref</th>
<th>Participation</th>
<th>Underlying technologies</th>
<th>Data quality</th>
<th>Sensing cost</th>
<th>Social aspect</th>
<th>Mobility model and geographical scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>real vehicle movement of Guangzhou City</td>
</tr>
<tr>
<td>[4]</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>geographical region of Brussels</td>
</tr>
<tr>
<td>[5]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>vehicle movement in Kingston, Canada</td>
</tr>
<tr>
<td>[6]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>human real movement in Trento</td>
</tr>
<tr>
<td>[8]</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>drones movement based on roads</td>
</tr>
<tr>
<td>[9]</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>geographical region of Greece</td>
</tr>
<tr>
<td>[12]</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>synthetic mobility model</td>
</tr>
<tr>
<td>[13]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>crawdad dataset of taxis in San Francisco</td>
</tr>
<tr>
<td>[14]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>pedestrian mobility in Luxemburg</td>
</tr>
<tr>
<td>[15]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>synthetic mobility model</td>
</tr>
</tbody>
</table>

Besides, we believe that data quality can be further refined by the data aggregation process facilitated by an inter-node data exchange mechanism. While inspecting other node’s data, we may found similar data with different quality. Hence, we can compare these data and choose which data to keep.

In addition, different mobility characteristics of the nodes can be considered in the sensing process related to the coverage and density of the sensing area. For example, people who tend to travel in the more extensive coverage area can most likely sense a lot of different data. However,
the communication cost will be huge as the assigned task will rarely match with the in-node available data.

Also, people whose mobility patterns covered a dense area tend to have more similar data with other people compared to people whose mobility patterns covered a sparse area. When people arrive in a dense area, she/he can drop the data more frequently as another node may have similar data.

**Minimize sensing and communication cost.** Other than minimizing sensing and communication costs, there are factors to consider, such as the underlying communication technology and resource allocation. We focus on inspecting the scenario of infrastructure-less scenario. D2D communication over Mobile Adhoc Network (MANET) and Opportunistic Network (OppNet) are the two candidates for the underlying technology of the crowdsensing process in the D2D scenario. Although these two underlying communication technologies are the basis of mobile ad-hoc communication, they differ in some aspects. Even though node mobility in MANET is dynamic, there is always an end-to-end path between these nodes, so the global knowledge is available in MANET. In contrast, in the opportunistic network, there are not.

On the other hand, in OppNet, there are intermittent connectivity and opportunistic encounter between nodes. Thus, the end-to-end path does not exist. Moreover, the contact duration between nodes and encounter probability of nodes varies. Consequently, data aggregation and data forwarding in this network have to be distributed because of the absence of global knowledge of the network. However, the opportunistic network will benefit the crowdsensing process because of the availability of bundle layers inside the nodes, which enable the store-carry-forward mechanism. In an opportunistic network, data can be carried around even when the end-to-end path does not exist. This behavior will reduce the communication cost as the data can be carried around between the nodes themselves without infrastructure involvement. Researchers in [5][6][8][12] are already conducted in infrastructure-less settings. However, these four researchs still incorporate edge cloud in the data aggregation process.

Because of the limitation of mobile node resources such as storage and energy, we argue that resource-aware data collection and forwarding are essential to reduce the sensing cost. The willingness to participate in the crowdsensing process must be compensated with some reward from the incentive mechanism. In future research, a game theory-based incentive mechanism can be utilized to optimize the resource and the willingness to cooperate. The reputation-based reward can benefit the mechanism as the incentive scheme does not have to be in monetary forms. Although research in [9][11][13][14][15] implemented an incentive mechanism to encourage participation and minimize resource consumption, to the best of our knowledge, there are none that corporate the derivation of the social context of the collaborating nodes in the opportunistic mobile crowdsensing. Elkheir's research [8] infuses social media to collect emergency data. However, the overlay social characteristics such as community and social ties of the collaborating nodes have not been explored yet. There are some efforts in [16][17][18] to incorporate social aspects of the routing process in the opportunistic network, such as similarity and centrality.

### 5. CONCLUSION

The emerging technology has enabled the mobile crowdsensing paradigm to form collective knowledge within the crowd, with some aspects to be concerned, such as sensed data quality and sensing cost. Furthermore, in opportunistic mobile crowdsensing, context-awareness is essential because the sensing mechanism needs to be intelligent as the sensing process does not include active human participation. As the opportunistic network will serve as the underlying
communication network, the intermittent connectivity, and various contact opportunity, the crowdsensing mechanism should employ a distributed algorithm which can be later implemented in this network. Therefore, mobile crowdsensing still faces open challenges to maximize the sensed data quality while minimizing the sensing cost. Moreover, incorporating social aspects and mobility patterns as additional aspects is a possible thing to be done in future studies.
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ABSTRACT

This transformation of food delivery businesses to online platforms has gained high attention in recent years. This due to the availability of customizing ordering experiences, easy payment methods, fast delivery, and others. The competition between online food delivery providers has intensified to attain a wider range of customers. Hence, they should have a better understanding of their customers’ needs and predict their purchasing decisions. Machine learning has a significant impact on companies’ bottom line. They are used to construct models and strategies in industries that rely on big data and need a system to evaluate it fast and effectively. Predictive modeling is a type of machine learning that uses various regression algorithms, analytics, and statistics to estimate the probability of an occurrence. The incorporation of predictive models helps online food delivery providers to understand their customers. In this study, a dataset collected from 388 consumers in Bangalore, India was provided to predict their purchasing decisions. Four prediction models are considered: CART and C4.5 decision trees, random forest, and rule-based classifiers, and their accuracies in providing the correct class label are evaluated. The findings show that all models perform similarly, but the C4.5 outperforms them all with an accuracy of 91.67%.
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1. INTRODUCTION

The internet’s fast evolving technology has infiltrated practically every part of our lives, giving limitless opportunity for businesses and customer relationships. It has boosted online food services by allowing consumers to search, compare the provided services, and select companies with high service performance. The food delivery industry has experienced a lot of transformations, moving from restaurant-to-consumer delivery to platform-to-consumer delivery [1]. At first, restaurants had dedicated websites or phone numbers to allow customers to place their orders as well as have a dedicated delivery team. Then, in 2013, the business of platform-to-consumer came, in which specialized delivery players provide logistic support for restaurants. This new business model, which is referred to as online food delivery, provides customers with the ability to compare menus, check reviews, and place many orders from different restaurants at the same time. Online food delivery has grown by 25% between 2015 and 2018 and it is expected to grow at a rate of 10.7% by 2023 [2]. Online food delivery is defined as the process of food online ordering, order process and preparation, and delivery. The platforms of online food
delivery such as Uber Eats, Deliveroo, and Zomato provide a variety of functions, such as providing customers with a wide variety of food choices, taking the order and transferring it to the food provider, monitoring the payment and managing the delivery of the food [1]. Worldwide, China leads the way in the market share of this industry, followed by the US and then India. Between 2020 and 2024, the market’s revenue is expected to grow at a 7.5% annual rate, resulting in a market volume of US $182.327 million by 2024 [3]. This indicates the rapid increase in the online food delivery market, which intensifies the competition between companies to gain dominance among others and increases the need to determine the key success factors that are critical to online food delivery providers. Online food delivery providers need to gain insights and reviews from customers to capture a larger segment of the market share. Besides, the decision of whether or not to make a purchase is a complex process, impacted by many aspects.

Due to the major dependence of consumers on online services, the online food delivery industry has been proactive in a way that creates a highly competitive market, which makes companies more susceptible to losing their marketplace. In order for companies to gain a competitive edge over others, they should understand their customers’ needs, expectations, and requirements. Otherwise, the misunderstanding of customers’ expectations can lead to the loss of customers’ purchases and commitment. The reasoning behind that requires the evaluation of multiple measures, such as the timing of deliveries, the performance of tracking systems, quality of packaging, food temperature, food freshness, etc. Because obtaining customers’ purchasing decisions is critical, determining the right reasoning can increase customer satisfaction and thus improve the company’s market position. This requires the collection of customer data about their evaluation of the performance of online food delivery companies in terms of different aspects. While purchase prediction has been discussed in consumer research for a long time, the emergence of customer analytics has reignited such issues recently. One possible way of exploiting the data of customers’ purchasing decisions is via machine learning techniques to construct accurate prediction models. Machine learning is a highly advanced, rapid, and accurate technology [4]. In the customer relationship management domain, the use of machine learning techniques for predictive purposes on a customer base is frequently investigated, with customer churn prediction being the most prominent goal. For maintaining customer relationships, accurate prediction of a customer’s activity state and future purchasing propensities are critical [5]. Predicting purchasing decisions is a time series forecasting task that can be solved using traditional statistical techniques such as autoregressive moving average [6]. However, machine learning techniques are often more powerful and versatile, when dealing with time series forecasting. This is because they enable the employment of cutting-edge supervised learning algorithms like regression support vector machines and model trees.

In this study, machine learning techniques are used to anticipate customer purchasing decisions in the context of online food delivery. This is accomplished through the use of a dataset about customer purchasing experiences, which covers a variety of characteristics related to online food delivery providers. A comparison of three prediction models will be provided in order to determine which model is the most suitable and provides the best performance in terms of accuracy. The remainder of the paper is structured as follows. In section 2, the literature review is presented, while section 3 describes the used dataset. This is followed by the analysis and the results in section 4. Finally, section 5 provides the conclusion.

2. Literature Review

The rapid increase in demand for online services has motivated practitioners and academicians to seek a better understanding of customers’ purchasing decisions and behaviors. An increasing number of studies are adopting prediction models to forecast purchasing decisions under different problem settings and varied inputs [7-16]. Van Den Poel and Buckinx [7], investigated the impact
of different sets of predictors on online purchasing behavior using logit modeling. The logit modeling method is used to answer the question of whether or not a purchase will be made during the next visit using a set of predictors: general clickstream behavior, detailed clickstream behavior, customer demographics, and historical purchase behavior. Using the same prediction model, Yilmaz and Belbag [8] predicted consumer behavior regarding purchasing remanufactured products, which indicated that low prices, product reliability, and product promotions affect positively the purchasing decisions of consumers. In the context of product promotions, Ling et al. [9] proposed a feature-combined deep learning framework for predicting consumers’ purchase intent during promotions across multiple online channels. The study also suggested that including demographics information enhances the prediction performance, but, increases the methodological challenge. The importance of demographic information has also been considered in [10], which emphasized the importance of defining the demographic of people in a certain region to the marketing of the automobile industry in order to define the target group and integrate marketing strategies to enhance the purchase decision of a car. Therefore, they have investigated the prediction of consumer purchase decisions using the demographic structure of premium car owners using the logistic regression classification model. Due to the complexity of online markethand the diversity of their consumers, prediction models with powerful self-learning capabilities, such as artificial neural networks, decision trees, and random forest, to name a few, are increasingly relied on. Gupta and Pathak [11] applied different classification algorithms, such as decision trees, support vector machine, and rule-based method, to predict customers’ purchase decisions, whether a user will be interested in buying a certain set of products that are placed in the online shopping cart or not. Similarly, Tang et al. [12] developed a hybrid model that is based on the technique of support vector machine and the firefly algorithm, for predicting online-purchasing behavior to forecast whether or not a customer will purchase during the next visit. Martínez et al. [13] developed an advanced analytics technique for non-contractual customer behavior prediction by establishing a dynamic and data-driven machine learning framework. Among the state-of-the-art machine learning algorithms, the gradient tree boosting method has outperformed the other methods and provided a prediction accuracy of 89%. Liao and Tsai [14] proposed a multimodel fusion B2C online marketing algorithm based on the least squares-support vector machine method, which has proved to have a high prediction accuracy compared to traditional prediction single-model.

Wang and Xu [15] examined the Chinese government’s introduction of a 7-day unreasonable return policy to boost customer trust in e-commerce companies. The ease of return has a direct impact on customer purchase decisions, which is investigated in this study. An ensemble learning method based on a fuzzy support vector machine is used to predict customers’ purchasing intentions. The proposed method outperformed a set of several classifiers such as logistic regression, support vector machine, and random forest in terms of prediction accuracy. Ghosh and Banerjee [16] proposed a modified random forest algorithm-based predictive analytic methodology. Using five parameters (previous purchasing habits, a sequence of online advertisements viewed, customer location, number of clicks, and last used service), the model seeks to predict purchasing decisions in cloud services. The model also had high forecast accuracy, with online advertisements being the most important component in making a purchase decision.

In the context of online food delivery, Natarajan et al. [17] investigated the impact of online food delivery service providers such as Swiggy, Foodpanda, and Zomato on Indian consumer preferences in the setting of online food delivery. According to the study’s findings, consumers favor originality in terms of pricing, quality, and delivery. The online food delivery market in India is one of the world's largest markets. According to a study conducted in the years, 2019-2020 [18], the Indian online food delivery market was estimated to be valued at $4.35 billion in 2020. This was a significant gain over the previous year, when the market was estimated to be
worth roughly 2.9 billion dollars. In addition, the food delivery sector is predicted to reach about 13 billion dollars in value by 2025. According to Anusha and Panda [19], “young India’s appetite is one of the key drivers for demand in the food and beverage industry on the whole”. As a result, the analysis provided in this study is centered on the consumers of India. Furthermore, compared to other fields of prediction research, existing research on online purchasing choice prediction is limited, particularly in the application of online food delivery. Therefore, the purchasing decisions in an online food delivery segment will be investigated here, which will help decision makers anticipate their customers’ buying intentions and determine the most influential factors in purchasing decisions.

3. Data Description

To predict whether the consumer will buy again or not, a dataset obtained from the open-source database Kaggle is used [20]. The obtained dataset was collected from 388 consumers in Bangalore, India, and it has 55 variables consisting of the consumers' demographics and consumers' inputs about the delivery service, including the time, packaging, delivery person, and many others. There are 25 variables with a 5-point Likert-type scale (1 = Strongly disagree, 5 = Strongly agree), 8 variables about the level of importance of certain aspects, 10 demographic variables, 2 categorical variables with three levels, about the influence of delivery timing and the rating of restaurants, and a combination of categorical and numerical variables. Finally, the response variable is a categorical variable with two classes: “will purchase (yes)” and “will not purchase (no)”.

4. Results and Analysis

As a first step, data pre-processing will be carried out, in which some of the input variables will be eliminated. Secondly, an exploratory data analysis will be performed to summarize the data, obtain insights and understanding of the demographics of the consumers, and investigate the relationship between the purchase decision and the other attributes. Due to a large number of input attributes, feature selection and elimination are considered to reduce the number of inputs and determine the significant ones. Table 1 provides a detailed description of the attributes and the variables of interest. Finally, using the significant attributes, different classification methods, which are decision-tree, random forest, and rule-based classifier, are used to predict the purchase decision. A comparison between them will be made based on the accuracy and the significance of the difference between them. The classification models will be first exposed to model parameter tuning using cross-validation to enhance their performance, and then will be tested on a new dataset to evaluate their performance.

4.1. Exploratory Data Analysis

Prior to this analysis, data preprocessing is performed, in which some of the variables are removed due to their irrelevancy to the problem, such as latitude, longitude, pin code, reviews. Afterward, an analysis of the demographics and the preferences of participants is presented. Table 2 presents the demographics summary of the participants.

As it can be observed, the mean average age of respondents is 25 years. The mix of respondents is fairly balanced, with males contributing to 57.2%. In terms of marital status, singles (69.1%) have a comparatively large presence, followed by married. Most of the respondents were students (53.3%), followed by employees (30.4%). For educational qualifications, graduates (45.6%) followed by postgraduates (44.9%) represent the majority of the respondents. Additionally, the majority of the respondents (46.3%) live with 3-4 members.
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Integer</td>
<td>Age of participants</td>
</tr>
<tr>
<td>Gender</td>
<td>Character</td>
<td>Gender of participants</td>
</tr>
<tr>
<td>Marital Status</td>
<td>Character</td>
<td>Marital status of participants</td>
</tr>
<tr>
<td>Occupation</td>
<td>Character</td>
<td>Job occupation of participants</td>
</tr>
<tr>
<td>Monthly income</td>
<td>Character</td>
<td>Monthly income of participants</td>
</tr>
<tr>
<td>Educational Qualifications</td>
<td>Character</td>
<td>Educational qualification of participants</td>
</tr>
<tr>
<td>Family size</td>
<td>Integer</td>
<td>Number of family members/ friends living with</td>
</tr>
<tr>
<td>Ordering medium preference 1</td>
<td>Character</td>
<td>Through which medium participants are ordering</td>
</tr>
<tr>
<td>Ordering medium preference 2</td>
<td>Character</td>
<td>Through which medium participants are ordering</td>
</tr>
<tr>
<td>Meal preference 1</td>
<td>Character</td>
<td>What type of meal participants are ordering</td>
</tr>
<tr>
<td>Meal preference 2</td>
<td>Character</td>
<td>What type of meal participants are ordering</td>
</tr>
<tr>
<td>Ordering ease and convenience</td>
<td>Character</td>
<td>Ease and convenience of online ordering</td>
</tr>
<tr>
<td>Time saving</td>
<td>Character</td>
<td>Does it save time?</td>
</tr>
<tr>
<td>Restaurant choices</td>
<td>Character</td>
<td>More restaurant choice influence</td>
</tr>
<tr>
<td>Easy payment option</td>
<td>Character</td>
<td>Payment option influence</td>
</tr>
<tr>
<td>More offers and discounts</td>
<td>Character</td>
<td>Offers and discount influence</td>
</tr>
<tr>
<td>Good food quality</td>
<td>Character</td>
<td>Food quality influence</td>
</tr>
<tr>
<td>Good tracking system</td>
<td>Character</td>
<td>Tracking system influence</td>
</tr>
<tr>
<td>Self-cooking</td>
<td>Character</td>
<td>Self-cooking causes not purchasing</td>
</tr>
<tr>
<td>Health concern</td>
<td>Character</td>
<td>Health concern causes not purchasing</td>
</tr>
<tr>
<td>Late delivery</td>
<td>Character</td>
<td>Later Delivery causes not purchasing</td>
</tr>
<tr>
<td>Poor hygiene</td>
<td>Character</td>
<td>Poor Hygiene causes not purchasing</td>
</tr>
<tr>
<td>Bad experience</td>
<td>Character</td>
<td>Past experiences cause not purchasing</td>
</tr>
<tr>
<td>Unavailability</td>
<td>Character</td>
<td>Unavailability causes not purchasing</td>
</tr>
<tr>
<td>Unaffordable</td>
<td>Character</td>
<td>Un-affordability causes not purchasing</td>
</tr>
<tr>
<td>Long delivery time</td>
<td>Character</td>
<td>Long delivery causes cancellation</td>
</tr>
<tr>
<td>Delay of delivery person</td>
<td>Character</td>
<td>Delay of delivery person assigned causes cancellation</td>
</tr>
<tr>
<td>Delay of picking up food</td>
<td>Character</td>
<td>Delay of delivery person picking up food causes cancellation</td>
</tr>
<tr>
<td>Wrong order delivered</td>
<td>Character</td>
<td>Previous wrong order causes cancellation</td>
</tr>
<tr>
<td>Missing item</td>
<td>Character</td>
<td>Missing item in order causes cancellation</td>
</tr>
<tr>
<td>Order placed by mistake</td>
<td>Character</td>
<td>Placed order by mistake causes cancellation</td>
</tr>
<tr>
<td>Influence of delivery time</td>
<td>Character</td>
<td>Time of delivery influencing purchasing decision</td>
</tr>
<tr>
<td>Order time</td>
<td>Character</td>
<td>When do you order?</td>
</tr>
<tr>
<td>Maximum waiting time</td>
<td>Character</td>
<td>How long can you wait?</td>
</tr>
<tr>
<td>Residence in busy locations</td>
<td>Character</td>
<td>Residence in busy location</td>
</tr>
<tr>
<td>Google maps accuracy</td>
<td>Character</td>
<td>My location in google maps is accurate</td>
</tr>
<tr>
<td>Good road conditions</td>
<td>Character</td>
<td>My residence area road condition is good</td>
</tr>
<tr>
<td>Low quantity</td>
<td>Character</td>
<td>Low quantity low delivery time</td>
</tr>
<tr>
<td>Delivery person ability</td>
<td>Character</td>
<td>Delivery person ability depends on time of delivery</td>
</tr>
<tr>
<td>Influence of restaurant rating</td>
<td>Character</td>
<td>Rating of restaurant influencing purchasing decision</td>
</tr>
<tr>
<td>Less delivery time</td>
<td>Character</td>
<td>Importance of Less delivery time</td>
</tr>
<tr>
<td>High quality of package</td>
<td>Character</td>
<td>Importance of Quality of package</td>
</tr>
<tr>
<td>Number of calls</td>
<td>Character</td>
<td>Importance of Number of calls made by delivery captain</td>
</tr>
<tr>
<td>Politeness</td>
<td>Character</td>
<td>Importance of Politeness of delivery captain</td>
</tr>
<tr>
<td>Freshness</td>
<td>Character</td>
<td>Importance of Freshness of food</td>
</tr>
<tr>
<td>Temperature</td>
<td>Character</td>
<td>Importance of Temperature of food</td>
</tr>
<tr>
<td>Good taste</td>
<td>Character</td>
<td>Importance of taste</td>
</tr>
<tr>
<td>Good quantity</td>
<td>Character</td>
<td>Importance of Quantity in food</td>
</tr>
<tr>
<td>Purchasing decision</td>
<td>Character</td>
<td>Will the customer purchase again (output variable)</td>
</tr>
</tbody>
</table>
Table 2. Demographics Summary

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td>Mean</td>
<td>24.6 years</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td>Female</td>
<td>42.8%</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>57.2%</td>
</tr>
<tr>
<td><strong>Marital Status</strong></td>
<td>Married</td>
<td>27.8%</td>
</tr>
<tr>
<td></td>
<td>Prefer not to say</td>
<td>3.1%</td>
</tr>
<tr>
<td></td>
<td>Single</td>
<td>69.1%</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td>Employee</td>
<td>30.4%</td>
</tr>
<tr>
<td></td>
<td>Housewife</td>
<td>2.3%</td>
</tr>
<tr>
<td></td>
<td>Student</td>
<td>53.3%</td>
</tr>
<tr>
<td></td>
<td>Self Employed</td>
<td>13.9%</td>
</tr>
<tr>
<td><strong>Educational qualifications</strong></td>
<td>Graduate</td>
<td>45.6%</td>
</tr>
<tr>
<td></td>
<td>Ph.D</td>
<td>5.9%</td>
</tr>
<tr>
<td></td>
<td>Postgraduate</td>
<td>44.9%</td>
</tr>
<tr>
<td></td>
<td>School</td>
<td>3.1%</td>
</tr>
<tr>
<td></td>
<td>Uneducated</td>
<td>0.5%</td>
</tr>
<tr>
<td><strong>Family size</strong></td>
<td>Less than 3</td>
<td>32.2%</td>
</tr>
<tr>
<td></td>
<td>3-4</td>
<td>46.3%</td>
</tr>
<tr>
<td></td>
<td>5-6</td>
<td>21.4%</td>
</tr>
</tbody>
</table>

Table 3 shows that customers prefer to use food delivery applications the most, ordering mostly food for snacks (32.0%) and dinner (80.4%).

Table 3. Preference Summary

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordering medium preference 1</td>
<td>Direct call</td>
<td>1.3%</td>
</tr>
<tr>
<td></td>
<td>Food delivery apps</td>
<td>92.3%</td>
</tr>
<tr>
<td></td>
<td>Walk-in</td>
<td>5.7%</td>
</tr>
<tr>
<td></td>
<td>Web browser</td>
<td>0.8%</td>
</tr>
<tr>
<td>Ordering medium preference 2</td>
<td>Direct call</td>
<td>53.6%</td>
</tr>
<tr>
<td></td>
<td>Walk-in</td>
<td>26.8%</td>
</tr>
<tr>
<td></td>
<td>Web browser</td>
<td>19.6%</td>
</tr>
<tr>
<td>Meal preference 1</td>
<td>Breakfast</td>
<td>13.7%</td>
</tr>
<tr>
<td></td>
<td>Dinner</td>
<td>23.4%</td>
</tr>
<tr>
<td></td>
<td>Lunch</td>
<td>30.9%</td>
</tr>
<tr>
<td></td>
<td>Snacks</td>
<td>32.0%</td>
</tr>
<tr>
<td>Meal preference 2</td>
<td>Dinner</td>
<td>80.4%</td>
</tr>
<tr>
<td></td>
<td>Lunch</td>
<td>7.2%</td>
</tr>
<tr>
<td></td>
<td>Snacks</td>
<td>12.4%</td>
</tr>
<tr>
<td>Cuisine preference 1</td>
<td>Bakery items (snacks)</td>
<td>0.3%</td>
</tr>
<tr>
<td></td>
<td>Non-Veg foods (Lunch / Dinner)</td>
<td>81.2%</td>
</tr>
<tr>
<td></td>
<td>Sweets</td>
<td>0.8%</td>
</tr>
<tr>
<td>Cuisine preference 2</td>
<td>Veg foods (Breakfast / Lunch)</td>
<td>17.8%</td>
</tr>
<tr>
<td></td>
<td>Bakery items (snacks)</td>
<td>3.4%</td>
</tr>
<tr>
<td></td>
<td>Ice cream / Cool drinks</td>
<td>9.0%</td>
</tr>
<tr>
<td></td>
<td>Sweets</td>
<td>11.9%</td>
</tr>
<tr>
<td></td>
<td>Veg foods (Breakfast / Lunch)</td>
<td>75.8%</td>
</tr>
</tbody>
</table>
Figure 1 summarizes the relationship between purchase decisions and gender and marital status, respectively. Single customers are more likely to use online food delivery services than customers who are not single. Males and females use online services in comparable amounts, with males having a higher proclivity to buy from online food providers.

![Figure 1. Relationship between purchasing decision and gender and marital status](image)

### 4.2. Prediction Models

Three prediction models: decision tree, random forest, and rule-based classifier, will be compared based on their performances. In all three prediction models, the attributes of marital status, occupation, educational qualifications, family size, ordering medium preferences, meal preferences, and cuisine preferences are eliminated. In all three models, the training data covers 75% of the data, while the remaining 25% is assigned to test data. The method for data training is cross-validation with 10 folds. Finally, they are compared based on prediction accuracy. The prediction accuracy is derived from the confusion matrix which summarizes a classifier's classification performance in relation to some test data. It's a two-dimensional matrix with the true class of an object in one dimension and the class that the classifier assigns in the other [21]. The confusion matrix is frequently used with two classes, one of which is labeled as positive and the other as negative. True positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) are the four cells of the matrix in this context (FN). The following presents a description of each parameter [4].

- **True positive (TP):** A positive sample predicted by the model.
- **False positive (FP):** A negative sample predicted by the model as a positive example.
- **False negative (FN):** The positive sample predicted by the model is used as a negative sample.
- **True negative (TN):** A sample predicted to be negative by the model.

The prediction accuracy is defined as the number of correct predictions divided by the total number of input samples. It is calculated as the following:

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

In this study, all the calculations of confusion matrices, prediction accuracies, and other parameters are performed using R software.
4.2.1. Decision tree

**Classification and regression tree (CART):** The CART decision tree is used for regression predictive modeling problems. It is a binary recursive partitioning tree, where each parent node in the tree is split into two child nodes [22]. Further, CART is known for its simple interpretation and inherent logic. Here, CART is used to predict the purchasing decisions of online food consumers. From Figure 2, we can obtain the following conclusions:

- The probability of a customer purchasing the next time, who evaluated the “ease and convenience of ordering” and “ordering saving time” elements with more than 3 is $(1-0.06) = 0.94$, and this node covers 77% of the dataset.
- The probability of a customer who will not purchase the next time, who evaluated the ease and convenience element with less than 3 is $(1-0.85) = 0.15$, and this node covers 18% of the dataset.

![Figure 2. CART decision tree](image)

For training data, the confusion matrix shows that 71.6% of those who will purchase again are classified correctly and 15.4% of those who will not purchase again are classified correctly. On the other hand, 5.8% of consumers are classified as not purchasing, while 7.2% of consumers are classified as purchasing wrongly. The accuracy of the CART tree is 87%. On other hand, the accuracy of this tree on the test data is 84.38%, which implies that CART is performing well.

**C4.5 decision tree:** In Data Mining, the C4.5 algorithm is utilized as a decision tree classifier, which can be used to make a decision based on a sample of data [23]. It is known for its ability to work with discrete and continuous data as well as handling incomplete data. After implementing the C4.5 tree, its accuracy on both training and testing data outperforms the CART decision tree, as seen in Figures 3 and 4.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prediction</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes 71.6</td>
<td>7.2</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>No 15.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Accuracy (average):** 0.8699

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prediction</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes 74.7</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No 16.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Accuracy (average):** 0.9098
The resulted C4.5 tree is illustrated in Figure 5, and the following conclusions are obtained.

- If the “ease and convenient” and “good taste” are rated with less than or equal to 2, the customer will purchase again with a probability of 100%.
- If the “ease and convenient” is rated with less than or equal to 2 and “good taste” was given a rate of greater than 2, the customer will not purchase again with a probability of 90%.
- If the “ease and convenient” and “time saving” were given a rate of greater than 2, the customer will purchase again with a probability of 95%.
- If the “ease and convenient” was given a rate of more than 2, “time saving” was given a rate of less or equal to 2, and “more offers and discounts” was rated greater than 4, the customer will purchase again with a probability of 100%.
- If the “ease and convenient” was given a rate of more than 2, “time saving” was given a rate of less or equal to 2, “more offers and discounts” was rated less or equal to 4, and the age of the consumer is greater than 25, the customer will not purchase again with a probability of 100%.
- If the “ease and convenient” was given a rate of more than 2, “time saving” was given a rate of less or equal to 2, “more offers and discounts” was rated less or equal to 4, age of the consumer is less than/equal to 25, and there is no influence of restaurant rating, the customer will not purchase again with a probability of 100%.
- If the “ease and convenient” was given a rate of more than 2, “time saving” was given a rate of less or equal to 2, “more offers and discounts” was rated less or equal to 4, age of the consumer is less than/equal to 25, there is an influence of restaurant rating, and the rate of “good road condition” is greater than 2, the customer will purchase again with a probability of 100%.
If the “ease and convenience” and “time saving” are rated above 2 and “unaffordable” is rated less or equal to 3, the consumer will decide to purchase. If the “ease and convenience” is rated less or equal to 3 and “low quantity-time” are rated above 1, and female, the consumer will not decide to purchase. If the “ease and convenience” is given a rate of greater than 3, “More restaurant choices” is rated above 2, “good tracking system” is rated less than/equal to 3, a consumer is a female,
and the “delay of the delivery person assigned” was rated less than/equal to 4, the consumer will decide to purchase.

- If the consumer is a female with age less than/equal to 30, who gave a rate above 2 for “more restaurant choices”, he/she will purchase again.
- If the rate of “low quantity-low time” is above 1, “time saving” is less than/equal to 4, “ease and convenient” is greater than 1. And “wrong order delivered” is less than/equal to 4, the consumer will not decide to purchase again.
- If there is an influence of the time, and order time is not on Saturday or Sunday, and “late delivery” was given a rate of less than/equal to 4, the consumer will purchase again.
- If “self-cooking” is given a rate above 3, the consumer will not purchase again.
- If the age of the consumer is less or equal to 25 years, then he/she is expected to purchase again.
- If everything other than the aforementioned is not satisfied, the consumer will not purchase again.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prediction</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>76.4</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.0</td>
<td>17.8</td>
<td></td>
</tr>
</tbody>
</table>

Accuracy (average) : 0.9418

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prediction</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>73.3</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4.1</td>
<td>18.2</td>
<td></td>
</tr>
</tbody>
</table>

Accuracy (average) : 0.9144

Figure 6. Confusion matrices based on training data (random forest – rule-based classifier)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prediction</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>72</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

Accuracy : 0.9062
95% CI : (0.8295, 0.9562)
No Information Rate : 0.7812
P-value [Acc > NIR] : 0.001067
Kappa : 0.7108
Mcnemar’s Test P-value : 0.504985

Sensitivity : 0.9600
Specificity : 0.7143
Pos Pred Value : 0.9231
Neg Pred Value : 0.8333
Prevalence : 0.7812
Detection Rate : 0.7500
Detection Prevalence : 0.8125
Balanced Accuracy : 0.8371

'Positive' Class : Yes

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prediction</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>69</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

Accuracy : 0.875
95% CI : (0.7918, 0.9337)
No Information Rate : 0.7812
P-value [Acc > NIR] : 0.01391
Kappa : 0.6343
Mcnemar’s Test P-value : 1.00000

Sensitivity : 0.9200
Specificity : 0.7143
Pos Pred Value : 0.9200
Neg Pred Value : 0.7143
Prevalence : 0.7812
Detection Rate : 0.7188
Detection Prevalence : 0.7812
Balanced Accuracy : 0.8171

'Positive' Class : Yes

Figure 7. Confusion matrices based on testing data (random forest – rule-based classifier)

4.2.4. Comparison

As seen in the previous section, there is a difference in the accuracies of the four classification models. However, this difference should be evaluated based on the p-value criterion to determine if the difference is significant. Figure 9 shows that based on accuracy, there is a significant difference between the CART decision tree and therule-based classifier, and the random forest.
Add to that, based on the conclusions obtained previously, the random forest and C4.5 models perform comparably. However, the accuracy provided by the C4.5 decision is better.

\[
\text{PART decision list}
\]

\begin{align*}
\text{Ease.and.convenient} & \land \text{Time.saving} \land \text{Affordable} \iff 3: \text{Yes (185.0/4.0)} \\
\text{Ease.and.convenient} & \iff 3 \\
\text{Low.quantity.low.time} & > 1 \land \text{Ease.and.convenient} \iff 1 \land \text{GenderMale} \iff 0: \text{No (28.0)} \\
\text{Ease.and.convenient} & > 3 \land \text{More.restaurant.choices} > 2 \land \text{Good.Tracking.system} \iff 4 \land \text{GenderMale} \iff 0 \land \text{Delay.of.delivery.person.getting.assigned} \iff 4: \text{Yes (13.0)} \\
\text{GenderMale} & \iff 0 \land \text{Age} \land \text{More.restaurant.choices} > 2: \text{Yes (17.0)} \\
\text{Low.quantity.low.time} & > 1 \land \text{Time.saving} \iff 4 \land \text{Ease.and.convenient} \iff 1 \land \text{Wrong.order.delivered} \iff 4: \text{No (30.0/1.0)} \\
\text{Influence.of.time} & > 0 \land \text{Order.Time} \land \text{Time.weekend (Sat & Sun)} \iff 0 \land \text{Late.Delivery} \iff 4: \text{Yes (12.0)} \\
\text{Self.cooking} & > 3: \text{No (5.0)} \\
\text{Age} & \iff 25: \text{Yes (2.0)} \\
\text{: No} & (2.0) \\
\text{Number of Rules:} & 9
\end{align*}

Figure 8. Rule-based classifier

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>PART</th>
<th>RandomForest</th>
<th>CART</th>
<th>C4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.02713</td>
<td>0.045304</td>
<td>0.004845</td>
<td></td>
</tr>
<tr>
<td>RandomForest</td>
<td>0.77657</td>
<td>0.072438</td>
<td>0.031980</td>
<td></td>
</tr>
<tr>
<td>CART</td>
<td>0.03673</td>
<td>0.02140</td>
<td>0.040459</td>
<td></td>
</tr>
<tr>
<td>C4.5</td>
<td>1.00000</td>
<td>0.37712</td>
<td>0.42723</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kappa</th>
<th>PART</th>
<th>RandomForest</th>
<th>CART</th>
<th>C4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.06748</td>
<td>0.14927</td>
<td>0.02931</td>
<td></td>
</tr>
<tr>
<td>RandomForest</td>
<td>1.00000</td>
<td>0.21675</td>
<td>0.09679</td>
<td></td>
</tr>
<tr>
<td>CART</td>
<td>0.11409</td>
<td>0.07706</td>
<td>-0.11997</td>
<td></td>
</tr>
<tr>
<td>C4.5</td>
<td>1.00000</td>
<td>0.42192</td>
<td>0.79425</td>
<td></td>
</tr>
</tbody>
</table>

Figure 9. Comparison between the classification models based on p-value

5. CONCLUSION

In this study, we used several prediction models to determine whether a customer would purchase again from the online food delivery platforms. The ability to do so provides a strong predictive tool for online food delivery providers to have a better understanding of their customers, and to improve their services accordingly. Building the right prediction mode, which combines high
prediction accuracy with sound reasoning, can assist decision-makers in reaching accurate conclusions about the major determinants of customer satisfaction, hence increasing the likelihood of repeat purchases. Past research has considered the implementation of prediction models on purchasing decisions. However, a limited number of studies have incorporated the use into the industry of online food delivery. In this study, we used CART and C4.5 decision trees, a random forest, and a rule-based classifier. The four models performed outstandingly in predicting the purchasing decision, but the C4.5 decision tree performed the best, by providing an accuracy of 91.67%.

Among other algorithms, the C4.5 algorithm is a decision tree algorithm that can be used to build rules that are easy to understand and fast. The approach can also provide a basic model subsystem that can be utilized to support a decision-making system. The C4.5 decision tree has an improved tree pruning strategy that lowers misclassification errors in the training data set owing to noise and too much information. Add to that, it can handle missing attribute values as well as handling different types of data. However, it is only used for small datasets where all or a fraction of the entire dataset must be kept in memory permanently. As a result, its suitability for mining massive databases must be examined. In addition, an improved version of the traditional prediction models must be developed to enhance their accuracy and the time taken to derive the tree. The pruning strategy of C4.5 may allow the trimming of nodes with high value information. Thus, adding enhancements and treatments to the selection of the nodes to be trimmed can increase the output accuracy.
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ABSTRACT

This paper proposes a new lightweight handshake protocol implemented on top of the Constrained Application Protocol (CoAP) that can be used in device discovery and ensuring the IoT network security by autonomously managing devices of any computational complexity using whitelisting and blacklisting. A Physical Unclonable Function (PUF) is utilized for the session key generation in the proposed handshake protocol. The CoAP server performs real-time device discovery using the proposed handshake protocol, and anomaly detection using machine-learning algorithms to ensure the security of the IoT network. To the best of our knowledge, the presented PUF-based handshake protocol is the first to perform blacklisting and whitelisting. Whitelisted IoT devices not displaying anomalous behavior can join and remain in the IoT network. IoT devices that display anomalous behavior are autonomously blacklisted by the CoAP server and are either disallowed from joining the IoT network or are removed from the IoT network. Simulation results show that amongst the five machine learning algorithms studied, the stacking classifier displays the highest overall anomaly detection accuracy of 99.98%. Based on the results of the network simulation performed, the CoAP server is capable of blacklisting malicious IoT devices within the network with perfect accuracy.
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1. INTRODUCTION

IoT has gained immense mind share in both academic and industry alike over the past several years. In our everyday lives, IoT enables devices to be aware of their surroundings, efficiently communicate, and ultimately create a better environment for the people [1]. Devices from the same owner effectively forms a smart environment for that owner where each device can communicate and effectively combine their strengths to overcome their weaknesses [2]. To be able to recognize and utilize the potential of IoT, secure discovery and access control is essential [2]. However, these devices have differing computational complexities, and not all of them are equipped with means to prevent themselves from malicious malware. Many IoT devices are manufactured with inherent security vulnerabilities [3]. These vulnerabilities often pose a risk for the security of an entire IoT network that includes vulnerable devices[4]. In a centralized IoT
network, it is often the responsibility of the central entity to ensure the availability and security of the network [5].

This paper proposes a lightweight and secure handshake protocol that is computationally inexpensive and suitable for detection of IoT devices of any computational complexity for the purpose of device discovery and device management in an IoT network. A Physical Unclonable Function (PUF) is used in securely generating a session key by the IoT device. An autonomous anomaly detection, whitelisting and blacklisting approach is proposed to prevent unwanted or malicious devices from joining, re-joining, or remaining in the IoT network. IoT network simulation results are provided of the proposed handshake protocol, where the CoAP server in the network performs real-time autonomous anomaly detection using pre-trained machine learning (ML) algorithms. To the best of our knowledge, the handshake protocol proposed in this paper is the first to address both the computational complexity and security challenges of IoT devices in the device discovery utilizing PUFs and a whitelisting and blacklisting approach in autonomously ensuring IoT network security. The contributions of this paper are as follows.

1. A new lightweight handshake protocol implemented on top of CoAP that utilizes PUFs to generate the secure session key, in addition to a whitelisting and blacklisting approach in ensuring IoT network security is proposed. To the best of our knowledge, this is the first PUF-based handshake protocol that performs blacklisting and whitelisting. The computationally inexpensive property of PUFs allows even the most basic IoT devices to access an IoT network by using the handshake protocol.

2. The proposed protocol allows central or distributed authorities of the IoT network to establish negotiated communications, provide novel services, and autonomously prevent undesired devices from joining, re-joining, or remaining in the IoT network using whitelisting and blacklisting.

3. This paper proves that the proposed handshake protocol is secure against our threat model, including Man in the Middle (MITM), forgery and replay based attacks, with a security analysis.

4. The paper presents an IoT network simulation to test the effectiveness of the proposed handshake protocol. The simulation includes a CoAP server that performs real-time anomaly detection using pre-trained machine learning algorithms. The paper also provides different machine learning classifiers that can be used and presents a detailed discussion and analysis of which classifier is preferable.

5. Based on the analysis and network simulation performed, the handshake protocol proposed in this paper can easily be adapted to real-life IoT networks.

The remainder of this work is structured as follows. Section 2 presents the existing approaches and related work. Section 3 presents a description and the security analysis of the proposed handshake protocol in detail. Section 4 presents the experimental work performed, namely the network simulation and its results. Finally, Section 5 discusses the conclusions of this work.

2. RELATED WORK

This section provides a summary of related work and discusses the differences between the proposed handshake protocol.

In the Transport Layer Security (TLS) protocol, session keys are randomly generated by the client [6]. This approach is prone to replay and forgery attacks, which is dependent on how the client generates the random string. Compared to the TLS protocol, the proposed handshake protocol in this work offers a more lightweight and secure approach to mutual authentication by
generating session keys using a PUF and utilizing a whitelisting and blacklisting approach in autonomously ensuring IoT network security using machine learning.

An approach to using PUFs to address the problems of low computational power of IoT devices is proposed in [7]. This work shows in detail the benefit of using PUFs to establish a secure session with IoT devices by comparing their proposed protocol with other existing solutions such as Datagram Transport Layer Security (DTLS) handshake protocol and User Datagram Protocol (UDP). The results indicate that with the use of PUFs, the authentication process results in a reduction in power of up to 45% by also using 12% less memory, compared with the existing solutions listed before. The authors propose a method of detecting artificially generated challenge-response pairs (CRPs) by using neural networks that their proposed verifier (server) uses to authenticate the nodes. By employing this technique, the server can detect malicious nodes that try to authenticate with the server by using replayed CRPs. However, the protocol can only authenticate existing and trusted nodes in the network; it does not utilize whitelisting or machine learning techniques for autonomous blacklisting of suspicious devices as proposed in this paper. Thus, it is not suitable for general and public use since it constrains the system from allowing new nodes to join the network. In contrast, the protocol presented in this paper, while keeping a record of previously explored nodes, allows new nodes to join the network and uses whitelisting and blacklisting techniques in ensuring the security of the IoT network.

Lightweight key exchange protocols that use pre-shared secret symmetric keys are proposed in [8]-[9]. These protocols assume that one or more symmetric keys are readily available to the client and the server before the handshake protocol begins. However, this is not a secure or scalable approach since it requires every new client to obtain the shared keys a beforehand and is prone to forgery and brute force attacks. In comparison, the proposed handshake protocol generates a secure session key on-the-fly without requiring pre-shared symmetric keys, as well as utilizing whitelisting and blacklisting in ensuring the network security.

Lightweight key exchange protocols using mutual authentication are proposed in [10]-[11]. These protocols use PUFs not only for generating session keys, but also for registration and authentication purposes. However, these protocols do not study autonomous blacklisting techniques in ensuring the network security. The protocols store long-term keys to authenticate the server or a device, a process which requires extensive computation and data storage. Given the limited computational capability of IoT devices, the proposed protocol in this paper tries to minimize the computation required from the IoT nodes for server authentication. Thus, the proposed protocol in this paper authenticates the server with the help of a Certificate Authority (CA). However, using CA has its downsides as it requires the assumption that the CA will always be available since the protocol cannot be completed otherwise. Using CA for authentication also increases the communication flow required to perform the handshake. The proposed protocol in this paper performs the key exchange with 7 communication steps, whereas the protocol proposed in [11] only needs 3 communication steps for a registered user. However, unlike these PUF-based authentication and key exchange protocols, the protocol presented in this paper lets any user to initiate the key exchange without client registration or client verification processes.

Similar handshake protocols are proposed in [12]. These protocols also utilize the low computational complexity of PUFs for IoT devices and provide detailed analysis in terms of computation, memory, and communication overhead. The results in [12] show that using PUFs for secure session generation is a suitable solution for IoT devices. Another protocol proposed in [13] can generate a secure session between IoT devices. This protocol uses a trusted and pre-authenticated server for secure session generation, similar to the handshake protocol proposed in this paper, which uses a CA for server authentication. Results in [13] are also in agreement with the previous related work on showing the effectiveness of using PUFs instead of using existing
solutions. However, even though authors of [12] state that their proposed protocols can be adapted to real-life use cases, they do not provide a real experimental setup or a real-time simulation to prove this statement. In contrast, this paper provides the results and details of a real-time network simulation using the handshake protocol proposed to show that it can easily be adapted to real life use cases.

[14] proposes a secure PUF based authentication and identity-based key exchange protocol suitable for a distributed IoT network. It differs from this work in that a certificate-less identity-based key exchange approach is used, and that it does not study whitelisting and blacklisting in ensuring the network security.

[15] proposes a lightweight mutual authentication protocol based on a new public key encryption scheme that uses the encryption scheme to transmit challenges and check whether the recipient can respond accordingly. The protocol is shown to have a performance significantly better than existing RSA and ECC based protocols. It does not require the use of a CA for authentication, as proposed in this paper. Additionally, whitelisting and blacklisting using ML techniques in ensuring the network security are not studied.

In [16], a new lightweight mutual two-factor authentication mechanism is proposed, where an IoT device and server authenticate each other and establish a key exchange using PUFs and a hashing algorithm. The main difference between this paper is that a CA is not utilized in mutual authentication, and whitelisting and blacklisting in ensuring the network security is not considered.

[17] and [18] propose variations of the Datagram Transport Layer Security (DTLS) handshake protocols for IoT networks. [17] proposes a simplified version of the Datagram Transport Layer Security (DTLS) handshake protocol suitable for IoT devices for a general scenario of end-to-end communications based on software-defined networking (SDN). A controller is utilized in generating a symmetric key dynamically, then encrypting and distributing the key to two communicating IoT devices. Certificate verification is shifted from the IoT device to the more powerful controller, where the controller replaces the DTLS server to make a cookie exchange with the DTLS client. The computational overhead and the energy consumption in the IoT devices and the overall duration of the handshake protocol are shown to reduce. [18] separates the DTLS protocol into the handshake phase and the encryption phase, which is shown to enhance the performance in both the device and the network by using a way to delegate the DTLS handshake phase. The proposed scheme supports secure end-to-end communication despite using delegation. However, neither paper utilizes whitelisting or blacklisting methods in ensuring the network security, as proposed in this paper.

[19] proposes a different fingerprinting approach for keeping a log of previously known clients and detect malware and other malicious processes trying to initiate a secure connection using the TLS handshake protocol before the secure session is established. The fingerprinting technique proposed in [19] uses the initial unencrypted hello message sent by the clients after the TCP connection is established. Since this message is unencrypted, TLS fingerprinting extracts metadata presented in the message and generates a fingerprint string using a pre-defined schema. After generating a fingerprint, the server then maps it to the client by keeping a dictionary of known fingerprint to client mappings. By doing so, the server can detect previously known or blacklisted clients trying to initiate a connection and take actions accordingly. However, it is stated that the TLS fingerprinting technique is not sufficient per se to profile clients effectively. A single fingerprint may map to tens or hundreds of unique clients. Thus, the TLS fingerprinting itself is often a poor indicator and additional information is required to increase its performance. The handshake protocol presented in this paper uses PUFs for both client fingerprinting and
session key generation. In order to verify the identity of a client, the server may log the challenges and the session keys used to create sessions and authenticate clients by sending the logged challenges. Since the clients in the proposed handshake protocol use their PUFs to generate the session keys, the client is expected to generate the same session key given the same challenge where only a specific client can create that unique session key due to how PUFs work. This approach is both more precise compared to [19], and it does not require additional information about the client for fingerprinting. Hence, it is more lightweight than TLS fingerprinting technique in [19] which puts additional computational overhead on the server.

3. HANDSHAKE PROTOCOL

CoAP is a specialized internet application layer protocol that allows constrained nodes to communicate with the Internet or with each other in a lightweight way suitable for IoT devices [20],[21], [22], [23]. CoAP provides a request, and response-based interaction model between nodes, while supporting built-in discovery of services and resources. It is designed to easily interface with HTTP to be used on the Web. The key features of CoAP that encouraged us to implement the proposed handshake protocol on top of it includes, but are not limited to [23]:

1. Web protocol fulfilling machine-to-machine (M2M) requirements in constrained environments.
2. Asynchronous message exchanges.
3. Low header overhead and parsing complexity.

PUF is a physical object that for a given input (challenge) produces an unclonable output (response) that serves as a unique identifier for that specific object [24]. The response generated by the PUF can also be called as the digital fingerprint of that object. This concept is often achieved by a semiconductor device such as a microprocessor.

The inimitable feature gives PUFs an advantage over other hardware-based security concepts as even if the attacker has physical access to the device, they cannot clone its intrinsic properties [24]. Thus, PUFs enable us to perform device identification and authentication in a secure manner. It is also stated in [24] that PUFs provide a low-cost alternative when compared with the conventional methods for cryptographic key generation, making them a suitable solution for low complexity IoT devices. The handshake protocol presented in this paper utilizes PUFs to generate the secure session key.

3.1. System and Adversary Model

3.1.1. System Model

The ideal model proposed in this paper assumes that the protocol is used to serve all devices ranging from high complexity power to lightweight IoT devices. The proposed ideal model scheme is depicted in Figure 1. The IoT devices generate the network traffic with the CoAP server after establishing the secure session using the proposed handshake protocol. The malicious devices are assumed to be able to listen every message within the network traffic and can also connect to the main server like other devices. All devices perform the key exchange protocol to achieve secure communication with the server. After concluding the handshake protocol, devices proceed to use the CoAP for secure communication. The proposed model does not assume initially trusted devices, so any device that can provide the necessary information during the key exchange protocol obtains a secure key to communicate. On the other hand, devices must verify the legitimacy of the server by sending the server’s certificate to the CA during the handshake.
protocol. This verification process is assumed to be secure and encrypted between the device and the CA and its security is not within the scope of this paper.

This delegated approach for IoT devices provides efficiency and consistency, which is crucial for use cases that require both communicational integrity and low computational power such as secure payment from IoT devices. The server adds to the IoT network the devices that successfully complete the handshake protocol. The server also performs autonomous real time anomaly detection on the IoT network traffic. Anomalous network traffic, which may pose a threat to the network, is detected by the server and the devices that produce the anomalous traffic are removed from the IoT network and recorded into the blacklist. Further network traffic from the devices within the blacklist is declined by the server.

The proposed model provides a secure and lightweight solution for IoT device communication on CoAP. The key exchange message sizes are kept within the boundaries of the CoAP protocol. The model uses asymmetric encryption and decryption once to establish a secure communication channel with symmetric keys.

3.1.2. Adversary Model

The attacker model provided in [25] is assumed in this paper. The attacker can listen, replay, and create messages in the network, where the goals of the attacker are as follows:

- To generate or obtain the key used in the session.
- To acquire device information.
- To obtain the confidential information shared within the communication.

The aim is to provide a secure connection to any device that successfully performs the key exchange protocol. Therefore, the denial of service and jamming attacks are out of the scope for the key exchange protocol analysis.

3.2. Protocol Description

This section presents the proposed handshake protocol in detail. The protocol allows IoT devices to establish a secure session for communication by utilizing asymmetric encryption and physical unclonable functions. Clients and servers that follow the protocol can securely generate a one-time session key to achieve end-to-end encryption for secure communication. Definition of acronyms used within this section are provided in Table 1.

The server makes a lookup on the blacklist for the $C_{ID}$ received from the client. If the $C_{ID}$ is not blacklisted, the server generates a random nonce $SN$ and XOR’s this with the $CN_0$ to generate $ch$. The server then sends a response to the client’s initial hello message by a hello message of its own including $SN$, $ch$, and its $sc$. Upon receiving the server’s hello message, the client first XORs
the NS and the ch to reconstruct its $CN_0$ and check if the server received and used $CN_0$ when generating $ch$. If the client cannot reproduce its own $CN_0$ from the ch and NS, the server is not trusted and the client terminates the protocol immediately, otherwise the protocol proceeds as normal. After obtaining the $sc$, the client checks its legitimacy through the CA. The client sends out a message containing the $sc$ to the certificate authority along with $NC_I$, to show that the communication between the client and the CA is live. The CA responds to the client by sending out a message saying either OK or NOK. If the client receives NOK from the CA, the server is not trusted and the client terminates the protocol immediately, otherwise if the client receives an OK, this means that the server is trusted, and the protocol may proceed to the session key generation phase. The communication between the client and the CA is assumed to be secure (e.g., TLS, pre shared key), and the security between the CA and the client is not within the scope of this paper. After the client confirms the identity of the server through CA, it will now generate the $K_S$ by using the ch. The client uses its PUF to generate the $K_S$. The client directly uses the ch as an input for the PUF, generating a one-time and non-replicable session key $K_S$.

Table 1. Definitions and acronyms.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>Certificate Authority</td>
</tr>
<tr>
<td>$C_{ID}$</td>
<td>Client ID</td>
</tr>
<tr>
<td>$CN_0$</td>
<td>First Client Nonce</td>
</tr>
<tr>
<td>$CN_I$</td>
<td>Second Client Nonce</td>
</tr>
<tr>
<td>$SN$</td>
<td>Server Nonce</td>
</tr>
<tr>
<td>$ch$</td>
<td>Challenge</td>
</tr>
<tr>
<td>$sc$</td>
<td>Server Certificate</td>
</tr>
<tr>
<td>$S_{ID}$</td>
<td>Session ID</td>
</tr>
<tr>
<td>$K_M$</td>
<td>Private Key</td>
</tr>
<tr>
<td>$K_P$</td>
<td>Public Key</td>
</tr>
<tr>
<td>$K_S$</td>
<td>Session Key</td>
</tr>
<tr>
<td>$N_8$</td>
<td>8 Bytes Nonce</td>
</tr>
<tr>
<td>$D_i$</td>
<td>Device Information</td>
</tr>
</tbody>
</table>
The client then extracts the $K_P$ from the $sc$ and sends the $K_S$ by encrypting it with the $K_P$ of the server. To prevent replay attacks, the client also includes the $ch$ inside this message. The server then decrypts the session key by using its $K_M$. At this point the server also generates a $S_{ID}$ by feeding the sum of $C_{ID}$, $ch$ and $K_S$ to the SHA256 function. To ensure that the $S_{ID}$ is unique every time, the server also inserts a random numeric value with a length of 8 bytes to the end of the output given by the SHA256 function. After obtaining the $K_S$ the server sends out a finished message to the client, encrypted with the $K_S$. This finished message includes the newly generated $S_{ID}$, to prevent replay attacks. This point is very important as the client will decrypt the finished message of the server to confirm that the server received the $K_S$, but more importantly that the server decrypted the message 5. If message 6 cannot be decrypted by the client using the $K_S$, this may signal that the server either cannot decrypt the message 5 and is an untrusted server who does not have access to the $K_M$, or either the message 5 or 6 has been tampered with. In either of these cases, the protocol is terminated and must be restarted from the beginning. If, however, message 6 can be decrypted by the client using the $K_S$ it sends out a final finished message back to the server which includes its device type and Operating System (OS), and the secure session is generated, and secure symmetric encryption is achieved. The ensuing session is continued using the $K_S$ as the symmetric key.

3.3. Security Analysis

Based on the model described, the security analysis of the proposed protocol is provided in the Section. The likelihood of an attacker breaking the security guarantees of the protocol to achieve his malicious goals is examined, where the analysis is based on the following assumptions:

1. The signature scheme used by the protocol participants (server and client) and the CA is secure (it is impossible for the attacker to forge a signature without the private key).
2. Both the server and client nonce is only picked twice with inconsequential probability.
3. It is not possible to clone or copy the session key generation function used by an arbitrary client.
4. The communication between the client and the CA is secure.

Based on these assumptions, the proposed handshake protocol provides five guarantees.

3.3.1. Guarantee 1

If the protocol is completed successfully, a private session key is generated which is only known by the server and the client. For an attacker to gain access to the session key, the message 5 which is carrying the encrypted session key created by the client must be decrypted. This message is encrypted by the server’s public key and can only be decrypted using the server’s private key. The only way for the attacker to decrypt this message is by creating the server’s private key. An attacker can never access the private key by assumption 1, so assuming the attacker cannot retrieve the physical storage of the server where the private key is stored, the attacker cannot decrypt the session key.

3.3.2. Guarantee 2

For both the client and the server, the protocol guarantees that mutual authentication is achieved. If an attacker creates a fake server, to proceed with the handshake protocol, he is required to provide the clients trying to connect his server with a signed certificate. Since a client confirms the identity of the server through the certificate authority, the two ways an attacker can pose as the real server is by creating or replaying an OK message in message 4 after the client presents the attacker’s certificate in message 3. The assumption 4 states that the session between client
and the certificate authority is secured. The attacker cannot create message 4 for an illegitimate certificate because message 4 is encrypted with unique session keys only known by the real server and the client. If the attacker replays the message 4, an arbitrary client receiving the message 4 will not obtain an OK message after decrypting it with its unique session key, because the encrypted OK/NOK message is unique for every client.

### 3.3.3. Guarantee 3

The protocol guarantees that a secure and unique session key is generated for each session. The attacker has two options for obtaining the session key: creating the message 5 or replaying the message 5. To replicate the session key for creating the message, the attacker needs the same key generation function and its unique parameters. These parameters are client nonce, server nonce and the timestamp information. Client nonce information is shared in messages 1 and 2. In the case of an attacker capturing both messages and obtaining client and server nonce, the attacker still cannot retrieve any information regarding the timestamp since the timestamp information is never shared in the protocol. By assumption 3, even when the attacker has the client nonce, server nonce and timestamp information, the attacker cannot replicate the key generation process because a PUF is used by the client to generate the session key. For a replay attack to work, the adversary must force both the client and the server to choose nonces to generate the same server challenge. The assumption 2 states that the probability of getting the same nonce values twice is negligible. Hence, the replayed challenge value cannot match with the current session challenge. Therefore, by replaying message 5, the attacker cannot get the expected response in message 6.
For the client, the protocol guarantees that the generated session is with the trusted server. After sending the encrypted session key to the server in message 5, client now listens for a message that is encrypted with the session key. If this message results in the string “finished” after decryption, client confirms that the server has the session key. An attacker trying to act as the server has two options: replaying the message or creating the message and sending it to the client. Each session has a unique session key that is sent encrypted through message 6. If the attacker replays the captured message 6, an arbitrary client will not obtain the “finished” message after decryption for the similar reasons explained in proof 3. Therefore, the Attacker cannot complete the key exchange protocol using a replay attack. To create message 6 the attacker needs the session key. The attacker cannot recreate the session because of assumption 3, the client generates the session key using a PUF. PUF is a physical entity, which resides within the client and its behavior can never be replicated by the attacker. Therefore, if the client receives message 6, then the sender is guaranteed to be the trusted server and the real sender of the message.
3.3.5. Guarantee 5

If the server receives the encrypted finished message, the client proves that it can use the session key it sent in the message 5. After sending the message 6, the server listens to an encrypted message from the client that reads as “finished” after decryption. An attacker trying to pose as the client has 2 options: replaying the or creating the message 7. Each session has a unique session key encrypted message 6. If the attacker replays the captured message 7, the server will not obtain the “finished” message after decryption for the same reasons explained in proof 3. Therefore, the Attacker cannot complete the key exchange protocol using a replay attack. To create the message 7 the attacker needs the session key. By assumption 3, the attacker can never recreate the session key. Thus, the attacker cannot create the encrypted “finished” message. If the server successfully gets this message, it guarantees that the client which sent the session key can also use it.

4. Experimental Work

This section will present information and discussion of the IoT network simulation performed to measure the effectiveness of the proposed handshake protocol in detail. The network simulation includes a central CoAP server and 30 IoT nodes. By utilizing the device information obtained through the handshake protocol, the server rejects certain devices and only allows devices which satisfy certain specifications to enter to the network. By performing autonomous real-time anomaly detection using machine-learning, the server aims to detect anomalous or malicious network traffic and block further network traffic generated by suspected malicious nodes. This section will provide the dataset used to train the classifiers, while also comparing five different machine learning classifiers, which were considered based on their performance and suitability for real-time anomaly detection. This section will also discuss the simulation environment, results obtained from the simulation, as well as how the preferred classifier performed on the simulation.

4.1. The Dataset Description

The IoTID20 dataset is used as the main source of data [26]. The data is generated from a common smart home setup where victim and attacking devices are present. The IoTID20 data contains over 625,000 instances which consists of 80 network features and 3 label features which can be seen below as:

- Binary: Normal, Anomaly
- Category: Normal, DoS (Denial of Service), Mirai, MITM (Man in the Middle), Scan
- Subcategory: Normal, Syn Flooding, Brute Force, HTTP Flooding, UDP Flooding, ARP Spoofing, Scan Host Port, Scan OS

[26] states that the most important benefit of the IoTID20 data is that it replicates a modern approach of IoT device communication, and it is among the few publicly available IoT intrusion detection datasets. The features present in the data is ranked using the Shapira-Wilk algorithm to measure the regularity of the distribution of instances with respect to the feature. They argue that more than 70% of the features ranked above 0.50 and state that these high ranked features will improve the classification capability of detection algorithms and techniques. To generate the data to be used for the network simulation, 20,000 instances were randomly chosen from each of the five main categories. To use the data within the network simulation, additional features were added which are not used by the classifiers during the training phase, and the dataset is revised to be compatible with the CoAP protocol.
4.2. Machine Learning Techniques for Autonomous Anomaly Detection

Machine learning is used for autonomous real-time anomaly detection in this work. Usage of machine learning classifiers for intrusion and anomaly detection for network security is thoroughly researched in the past decade [27], [28]. The classifiers studied in this paper include:

- Random Forest (RF)
- Decision Tree (DT)
- Stacking
- K-Nearest Neighbors (KNN)
- Gaussian Naïve Bayes (GNB)

DT, KNN and GNB classifiers are preferred due to their suitability for intrusion and anomaly detection [28], [29]. RF and Stacking classifiers are also included in this paper because they perform relatively well on the IoTID20 data as presented in [26]. The stacking classifier is used in this paper as the ensemble classifier.

4.2. Performance Evaluation of the Classifiers

The performance of each classifier on the test data can be seen from Table 2 and Table 3. It can clearly be seen that from the five different classifiers trained, the random forest, decision tree and the stacking classifiers performs the best on the IoTID20 data. The performance of the KNN classifier is similar with the RF and DT classifiers. However, it is stated in [30] that the KNN is not applicable for critical real time systems where high amounts of training samples are present. Furthermore, since the classification of a new instance $x$ requires the calculation of all the distances between $x$ and the training data in the KNN algorithm, it comes with a significant computational cost. Finally, the GNB classifier performed the worst considering the performances of other classifiers, as can be observed from Figure 3, Table 2 and Table 3.

Considering only the best performing three algorithms, namely the RF, DT and stacking classifiers, for the network simulation purposes, the stacking algorithm was preferred in this paper. Although the stacking algorithm is an ensemble classifier and it requires more computational power and resources for training, the difference in performance between the stacking algorithm and other better performing classifiers cannot be neglected. Moreover, from Figure 3, it is observed that the stacking algorithm is by far the best classifier for detecting scan port OS attacks on the IoTID20 data, outperforming other classifiers drastically.

Table 2. Macro avg. performances of the classifiers trained on category as target label.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest (RF)</td>
<td>0.90</td>
<td>0.93</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>Decision Tree (DT)</td>
<td>0.90</td>
<td>0.93</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>Stacking</td>
<td>0.91</td>
<td>0.93</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>K-Nearest Neighbor (KNN)</td>
<td>0.87</td>
<td>0.91</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>Naïve Bayes (GNB)</td>
<td>0.56</td>
<td>0.66</td>
<td>0.56</td>
<td>0.56</td>
</tr>
</tbody>
</table>
Table 3. Macro avg. performances of the classifiers trained on subcategory as target label.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest (RF)</td>
<td>0.82</td>
<td>0.73</td>
<td>0.74</td>
<td>0.71</td>
</tr>
<tr>
<td>Decision Tree (DT)</td>
<td>0.85</td>
<td>0.78</td>
<td>0.77</td>
<td>0.74</td>
</tr>
<tr>
<td>Stacking</td>
<td>0.89</td>
<td>0.86</td>
<td>0.85</td>
<td>0.84</td>
</tr>
<tr>
<td>K-N Neighbor (KNN)</td>
<td>0.78</td>
<td>0.71</td>
<td>0.72</td>
<td>0.69</td>
</tr>
<tr>
<td>Naïve Bayes (GNB)</td>
<td>0.48</td>
<td>0.46</td>
<td>0.43</td>
<td>0.40</td>
</tr>
</tbody>
</table>

The classification duration is also considered when choosing the classifier to use during the network simulation. The stacking algorithm takes 0.06 ms to classify a single instance, whereas the decision tree classifier takes only 0.01 ms. This is to be expected due to the stacking classifier being computationally more expensive, but the difference between the two is quite negligible for the network simulation performed in this paper. However, if the number of IoT devices were to increase considerably in the network, the CoAP server could experience problems detecting anomalous network traffic using the stacking algorithm in real time. In such a case decision tree classifier should be preferred to stacking classifier.

4.3. Network Simulation

The network simulation which uses the proposed handshake protocol presented in this paper is implemented on Python 3.7. To simulate the distributed network a single central CoAP server, another server to act as the CA, and 30 IoT devices as the client nodes were used. The IoT devices range from simple and lower complexity devices such as smart cameras, controller and hubs, smoke alarms and printers, to more complex devices such as laptops, PCs, phones, and tablets. Each of these devices are given a unique client ID as required within the handshake protocol. The simulation assumes that none of these devices are previously known by the CoAP server, and all of them are required to perform the handshake protocol with the server to join the IoT network securely.

A total of 30 IoT devices are used to simulate the IoT network. Information and the assigned roles about these devices (see Table 4 and Table 5).
Table 4. Low complexity IoT devices used within the network simulation.

<table>
<thead>
<tr>
<th>Device Name</th>
<th>Type</th>
<th>OS</th>
<th>ID</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon Echo</td>
<td>Controller/Hubs</td>
<td>Nan</td>
<td>1</td>
<td>Victim</td>
</tr>
<tr>
<td>Belkin Motion Sensor</td>
<td>Energy Management</td>
<td>Nan</td>
<td>2</td>
<td>Victim</td>
</tr>
<tr>
<td>LIFX Light Bulb</td>
<td>Energy Management</td>
<td>Nan</td>
<td>3</td>
<td>Victim</td>
</tr>
<tr>
<td>iHome Power Plug</td>
<td>Energy Management</td>
<td>Nan</td>
<td>4</td>
<td>Victim</td>
</tr>
<tr>
<td>Belkin Switch</td>
<td>Energy Management</td>
<td>Nan</td>
<td>5</td>
<td>Victim</td>
</tr>
<tr>
<td>TP Link Power Plug</td>
<td>Energy Management</td>
<td>Nan</td>
<td>6</td>
<td>Victim</td>
</tr>
<tr>
<td>Netatmo Camera</td>
<td>Cameras</td>
<td>Nan</td>
<td>7</td>
<td>Victim</td>
</tr>
<tr>
<td>Nest Drop Camera</td>
<td>Cameras</td>
<td>Nan</td>
<td>8</td>
<td>Victim</td>
</tr>
<tr>
<td>Samsung Smart Camera</td>
<td>Cameras</td>
<td>Nan</td>
<td>9</td>
<td>Victim</td>
</tr>
<tr>
<td>TP Link Camera</td>
<td>Cameras</td>
<td>Nan</td>
<td>10</td>
<td>Victim</td>
</tr>
<tr>
<td>HP Envy Printer</td>
<td>Appliances</td>
<td>Nan</td>
<td>11</td>
<td>Victim</td>
</tr>
<tr>
<td>Pixstar Photo Frame</td>
<td>Appliances</td>
<td>Nan</td>
<td>12</td>
<td>Victim</td>
</tr>
<tr>
<td>Triby Speaker</td>
<td>Appliances</td>
<td>Nan</td>
<td>13</td>
<td>Victim</td>
</tr>
<tr>
<td>Withthings Sleep Sensor</td>
<td>Health-Monitor</td>
<td>Nan</td>
<td>14</td>
<td>Victim</td>
</tr>
<tr>
<td>Blipcare BP Meter</td>
<td>Health-Monitor</td>
<td>Nan</td>
<td>15</td>
<td>Victim</td>
</tr>
<tr>
<td>Netatmo Weather Station</td>
<td>Health-Monitor</td>
<td>Nan</td>
<td>16</td>
<td>Victim</td>
</tr>
<tr>
<td>Nest Smoke Alarm</td>
<td>Health-Monitor</td>
<td>Nan</td>
<td>17</td>
<td>Victim</td>
</tr>
<tr>
<td>Withthings Scale</td>
<td>Health-Monitor</td>
<td>Nan</td>
<td>18</td>
<td>Victim</td>
</tr>
</tbody>
</table>

Table 5. High complexity IoT devices used within the network simulation.

<table>
<thead>
<tr>
<th>Device Name</th>
<th>Type</th>
<th>OS</th>
<th>ID</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samsung Galaxy Tablet</td>
<td>Tablet</td>
<td>Android</td>
<td>19</td>
<td>Victim</td>
</tr>
<tr>
<td>Android Phone</td>
<td>Phone</td>
<td>Android</td>
<td>20</td>
<td>Victim</td>
</tr>
<tr>
<td>Laptop</td>
<td>PC</td>
<td>Ubuntu</td>
<td>21</td>
<td>Victim</td>
</tr>
<tr>
<td>MacBook</td>
<td>PC</td>
<td>Mac OS</td>
<td>22</td>
<td>Victim</td>
</tr>
<tr>
<td>Android Phone 2</td>
<td>Phone</td>
<td>Android</td>
<td>23</td>
<td>Victim</td>
</tr>
<tr>
<td>iPhone</td>
<td>Phone</td>
<td>iOS</td>
<td>24</td>
<td>Victim</td>
</tr>
<tr>
<td>MacBook 2</td>
<td>PC</td>
<td>Mac OS</td>
<td>25</td>
<td>Victim</td>
</tr>
<tr>
<td>iPhone 2</td>
<td>Phone</td>
<td>iOS</td>
<td>26</td>
<td>Malicious</td>
</tr>
<tr>
<td>iPhone 3</td>
<td>Phone</td>
<td>iOS</td>
<td>27</td>
<td>Malicious</td>
</tr>
<tr>
<td>MacBook 3</td>
<td>PC</td>
<td>Mac OS</td>
<td>28</td>
<td>Malicious</td>
</tr>
<tr>
<td>Laptop 2</td>
<td>PC</td>
<td>Windows</td>
<td>29</td>
<td>Malicious</td>
</tr>
<tr>
<td>Laptop 3</td>
<td>PC</td>
<td>Windows</td>
<td>30</td>
<td>Malicious</td>
</tr>
</tbody>
</table>

After generating a secure session with the CoAP server using the proposed handshake protocol, each device starts generating a network traffic. The devices were split into malicious/anomalous and benign devices as stated before. Each packet sent by the IoT devices were chosen from within the test data as discussed within the dataset section. Each device picks a random packet information to send from within its assigned instances in the test data. For ease of implementation and simulation, the information about the packets picked and sent by the devices are known by the CoAP server. This information is used by the server to perform real time anomaly detection using the trained stacking classifier as discussed before.

The CoAP server adopts a whitelisting approach. In the presented setup, higher complexity devices such as PCs, phones, laptops, and tablets are the whitelisted devices. As such, after the CoAP server receives the type and OS information of each device during the handshake protocol, the connection of devices which does not satisfy the whitelist policy described before are declined. Thus, the devices which satisfy the above conditions can generate a secure session with the CoAP server and are registered to the IoT network. Currently the type of a device and its
respective OS is enough to be added into the IoT network. However, more specific whitelist policies can easily be added to tend to different scenarios if needed.

\[ f(x) = \frac{\lambda^x}{x!} e^{-\lambda} \]

The network traffic each individual IoT device generates within the simulation follows a Poisson distribution. The Poisson distribution expresses the probability of a given number of events occurring in a fixed amount of time. It assumes that these events occur independently with a constant average rate. It is widely used for network and communication traffic simulations [31]. Poisson distribution can be expressed using the equation above where \( x \) denotes the number of occurrences and \( \lambda \) denotes the expected number of occurrences. A Poisson distribution with \( \lambda=3 \) packets sent per second by each client is used for the network simulation in this paper. It is important to mention that the \( \lambda \) can be any value as long as the CoAP server can handle the generated network traffic.

It is to be noted that the packet collision, loss, and faulty packets are omitted during the network simulation for convenience. The number of packets received by the CoAP server at each second throughout a 3-minute simulation can be seen from Fig. 4. The initial increase in the number of packets seen at the start of the simulation is due to each device performing the handshake protocol before being accepted to the IoT network. Due to the whitelisting policy, the connection of devices with IDs 1-18 are declined by the server during the handshake protocol. Thus, only the other 12 devices can join the IoT network and begin generating the network traffic. The number of packets at each second converges to around 36 as expected from 12 devices generating a network traffic based on a Poisson distribution with \( \lambda=3 \) packets sent per second.

![Figure 4. Number of packets received by the CoAP server at each second.](image)

The CoAP server feeds the information about each packet within the IoT network traffic into the classifier for autonomous anomaly detection in real time. The binary performance of the classifier, which can be seen from Table 6, is measured as the classifiers ability to detect whether a packet is an anomaly or not. From Table 6, it is shown that the classifier performs almost perfectly when detecting anomalous packets, with a false negative rate of only 0.038%. The classifier classified some packets in the benign network traffic as anomalous, which can be seen from the misclassified instances detected from victim devices, yielding a false positive rate of 1.702%. The overall accuracy of the classifier in the binary setting is 99.98%, misclassifying only
67 packets out of 6591 packets in the IoT network simulation. The CoAP server inside the proposed network simulation setup was able to blacklist all the malicious devices with perfect accuracy whereas none of the benign devices were blacklisted by accident.

Table 6. Performance of the classifiers on detecting anomalous packets correctly from each device.

<table>
<thead>
<tr>
<th>Device ID</th>
<th>Total Packets</th>
<th>Misclassified Packets</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>562</td>
<td>10</td>
<td>98.22%</td>
</tr>
<tr>
<td>20</td>
<td>558</td>
<td>15</td>
<td>97.31%</td>
</tr>
<tr>
<td>21</td>
<td>573</td>
<td>10</td>
<td>98.25%</td>
</tr>
<tr>
<td>22</td>
<td>556</td>
<td>9</td>
<td>98.38%</td>
</tr>
<tr>
<td>23</td>
<td>513</td>
<td>7</td>
<td>98.63%</td>
</tr>
<tr>
<td>24</td>
<td>557</td>
<td>8</td>
<td>98.56%</td>
</tr>
<tr>
<td>25</td>
<td>552</td>
<td>7</td>
<td>98.73%</td>
</tr>
<tr>
<td>26</td>
<td>553</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>27</td>
<td>537</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>28</td>
<td>549</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>29</td>
<td>540</td>
<td>1</td>
<td>99.81%</td>
</tr>
<tr>
<td>30</td>
<td>541</td>
<td>0</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 7. Performance of the classifiers on correctly classifying packets from each device.

<table>
<thead>
<tr>
<th>Device ID</th>
<th>Total Packets</th>
<th>Misclassified Packets</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>562</td>
<td>10</td>
<td>98.22%</td>
</tr>
<tr>
<td>20</td>
<td>558</td>
<td>15</td>
<td>97.31%</td>
</tr>
<tr>
<td>21</td>
<td>573</td>
<td>10</td>
<td>98.25%</td>
</tr>
<tr>
<td>22</td>
<td>556</td>
<td>9</td>
<td>98.38%</td>
</tr>
<tr>
<td>23</td>
<td>513</td>
<td>7</td>
<td>98.63%</td>
</tr>
<tr>
<td>24</td>
<td>557</td>
<td>8</td>
<td>98.56%</td>
</tr>
<tr>
<td>25</td>
<td>552</td>
<td>7</td>
<td>98.73%</td>
</tr>
<tr>
<td>26</td>
<td>553</td>
<td>47</td>
<td>91.50%</td>
</tr>
<tr>
<td>27</td>
<td>537</td>
<td>42</td>
<td>92.17%</td>
</tr>
<tr>
<td>28</td>
<td>549</td>
<td>59</td>
<td>89.25%</td>
</tr>
<tr>
<td>29</td>
<td>540</td>
<td>51</td>
<td>90.55%</td>
</tr>
<tr>
<td>30</td>
<td>541</td>
<td>55</td>
<td>90.57%</td>
</tr>
</tbody>
</table>

The classifiers performance on correctly classifying each packet can be seen from Table 7. Comparing both Table 6 and Table 7, since there is no additional classification of normal packets, the number of misclassified instances for victim devices remain the same. However, there are significantly more misclassified instances of the malicious devices. However, this does not mean that the classifier fails to detect anomalous packets, but rather fails to classify the type of the anomalies.

Considering both Table 6 and Table 7, the ability to detect the anomalous packets in the network traffic is enough for the CoAP server to maintain the security of the IoT network, and the classification of anomalies is not a high priority. Therefore, it can be said that the stacking classifier performs quite remarkably with an overall accuracy of 99.98%. Since the accuracy of the classifier is very high, a blacklisting approach can be used by the CoAP server to prevent malicious devices from generating network traffic within the IoT network.

Current limitations of the proposed system model include the assumption of secure verification between the IoT devices and the CA for server authentication. The model assumes a secure communication between the two which may be achieved through other handshake protocols like
TLS or a long term pre-shared secret which is inserted into the IoT devices and the CA. Both assumptions have their downsides in the proposed model. TLS uses traditional session key generation and public key encryption, which requires high computational power and hence not suitable for all IoT devices. Similarly, using a long term pre-shared secret is not suitable for the proposed use case and system model. Since any device capable of completing the proposed handshake protocol may enter the IoT network, distributing the pre-shared secret to the new devices poses a challenge.

The deficiencies of the proposed network simulation setup include the behavior of the malicious IoT nodes. The attacker IoT nodes within the network simulation generate high amounts of malicious network traffic which makes it relatively easy for the server to detect the malicious nodes since the classifier used for autonomous anomaly detection has a high performance as presented before. This may not be the case in a real-life scenario where the malicious devices actively try to impersonate benign devices by generating small amounts of malicious network traffic to avoid detection. In such a case, the proposed network simulation setup may be improved to include a more comprehensive trust-score based approach adopted by the CoAP server.

5. CONCLUSIONS

In this work, a secure, lightweight handshake protocol, designed to work on top of CoAP for the autonomous device discovery and management of IoT devices of any complexity is proposed. The protocol makes use of a PUF for session key generation, as well as whitelisting and blacklisting methods for ensuring the network security. To the best of our knowledge, the presented PUF-based handshake protocol is the first to perform blacklisting and whitelisting. Anomaly detection using machine-learning techniques is utilized for blacklisting. An in-depth security analysis of the proposed handshake protocol is provided, where the resilience of the protocol against forgery, replay and MITM attacks is shown with simulation results. The paper also provides and discusses on a network traffic simulation carried out using the proposed handshake protocol. By gathering the specifications of IoT nodes, the CoAP server can decide to only allow nodes join or remain in the IoT network that satisfy certain specifications using whitelisting and blacklisting methods. Additionally, a comparison of various machine learning algorithms performances and their fitness for real-time anomaly detection is provided. Amongst the five machine learning algorithms studied, the stacking algorithm is shown to display the highest level of accuracy of 99.98% in detecting anomalous data in the network. Based on the results of the network simulation performed, the CoAP server inside the proposed setup was able to blacklist all the malicious devices within the IoT clients with perfect accuracy.

Future work includes a comprehensive trust-score based blacklisting approach to further improve the performance of the proposed protocol. This improvement can make it easier for the server to detect malicious devices that impersonate benign devices by generating smaller amounts of malicious network traffic.
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ABSTRACT

Nowadays, artificial intelligence applications are increasingly integrated into every aspect of our lives. One of the newest applications in artificial intelligence and natural language is text generation, which has received considerable attention in recent years due to the advancements in deep learning and language modeling techniques. Text generation has been investigated in different domains to generate essays and books. Writing poetry is a highly complex intellectual process for humans that requires creativity and high linguistic capability. Several researchers have examined automatic poem generation using deep learning techniques, but only a few attempts have looked into Arabic poetry. Attempts to evaluate the generated poems coherence in terms of meaning and themes still require further investigation. In this paper, we examined character-based LSTM, Markov-LSTM, and pre-trained GPT-2 models in generating Arabic praise poems. The results of all models were evaluated using BLEU scores and human evaluation. The results of both BLEU scores and human evaluation show that the Markov-LSTM has outperformed both LSTM and GPT-2, where the character-based LSTM model gave the lowest yields in terms of meaning due to its tendency to create unknown words.
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1. INTRODUCTION

The developments of artificial intelligence have made it possible to compare the capabilities of machines with human abilities, such as the ability to generate texts of various forms [1]. The developments of artificial intelligence have made it possible to compare the capabilities of machines with human abilities, such as the ability to generate texts of various forms [1]. One of these texts is poetry, which is artistic literature that uses aesthetic and rhythmic language style to convey meanings or evoke emotions that affect the person who reads or hears [2]. Poetry can be used to express a specific feeling, situation, or scene or describe qualities of a character or place. It is one of the essential aspects of language in the world. Moreover, it is important to introduce the history and culture of the people, especially the Arab community. Their history, customs, and social principles are held over in this art. It also indicates the strength and durability of their language [3].

Poetry generation is one of the most interesting yet challenging Natural Language Processing (NLP) tasks. Several researchers seek to build models to generate textual data in different domains. One of the domains that were recently examined is poem generation. Several attempts were made in the NLP to generate poems in different languages, but many challenges were
encountered due to the meaning of the generated poem being unclear and understandable [4] or the structure of the poem being so chaotic and not thematic. Furthermore, other researchers focused on a specific type of poem or the style of specific writers [5] (see Section 2 for more details).

This work aims to take up this challenge and develop three different models to generate Arabic praise poems. LSTM, Markov-LSTM, and Pre-trained GPT-2 were chosen in this research due to their promising performance in other text generation tasks. We also evaluate the performance of the models against each other. This paper is organized as follows: Section 2 gives details about related work. Section 3 presents the used dataset. Section 4 describes the methodology for Arabic poem generation, which includes the pre-processing, and the proposed approaches to be compared. Section 5 presents the used evaluation criteria and analysis of the obtained results. Finally, Section 6 shows conclusions and future work.

2. RELATED WORK

Several studies that looked into generating poems and stories were considered in this research to benefit from the previous experiences in the same field. A number of these studies are represented in this section.

Authors in [4] built a model to generate coherent Chinese poetry in meaning with a flexible clear description of the topic for which the poem was created. The model was evaluated on three poetry domains which are quatrain, iambic, and chinoiserie lyric. Working Memory Model has been used as a method to create a poetry line by taking the previous line into account. The previous line is stored in local memory to be combined with the following line. A Topic Trace (TT) mechanism has been created to record the topics in a more explicit way. The poetry experts compared the results of this model with other approaches. The model received higher scores which indicates that the model generated poems with better quality and cohesion. Moreover, this model can create different types of poetry. The mechanism of TT helped increasing performance; however, there is still a gap between the generated poetry and human poetry.

Talafha and Rekabdar's [6] work was the first to propose an Arabic poem generation model using deep learning algorithms. The model contains two parts: The first part is a Bi-directional Gated Recurrent Unit (Bi-GRU) to generate the first line. The second part is a modified Bi-GRU encoder-decode. The proposed approach uses a hybrid model that combines a TextRank algorithm and a word embedding technique to extract keywords. FastText approach used to build the word-level embedded model. The dataset contains 80,506 verses from 20,106 Arabic poems that expressed love and religion. Quantitative evaluation using BLEU scores shows that the proposed model outperforms other deep learning approaches. On the other hand, the results of qualitative evaluation by humans show that the proposed model gives higher scores in terms of Coherence, Meaning, and Poeticness compared to other approaches in the same area.

Another study [5] developed a model called "poet without emotions" using deep learning algorithms for generating Arabic poems simulating the poems of the poet Nizar Qabbani. The model has built using Long Short-Term Memory (LSTM) networks that are a modified Recurrent Neural Network (RNN) version, making it more convenient to remember memory data. The model trained on 10,000 verses of Nizar Qabbani poems that are text sequences with the same length. So, the most generated poetic text by this model contains one verse of poetry. The accuracy of the generated poetic text reached 93%, which is a fairly good result. As Gharbi [5] states that, "it is an acceptable result if we take into account the simplicity of the used structure, the training and data formatting processes, in addition to the volume of the training text, compared to traditional text generation methods."
While [7] proposed a story generation model called “Story Scrambler” using RNN and LSTM. The model has given a sequence of input, which is considered a window. After that, the model had to predict the following word using the SoftMax activation function then the window updated. There were two types of input the first one is two stories with different content, and the second input is two stories with the same content but different narration. The model tested on various numbers of RNN layers, batch size, and input sequence length. It obtained minimal train loss of 0.01 when the size of RNN was 512 with three layers, the batch size was 100, and the input sequence length was 50. Moreover, it was discovered through experiments when increasing the number of layers beyond three and the batch size beyond 100 results in overfitting. The model evaluated by humans, and the accuracy of it was 63%.

Astigarraga et al. [8] proposed a model to generate poetry in the Basque language using two Markov chains. Poetry is one of the exhibitions of traditional Basque culture, especially in events and competitions. The model generates poems in the style of an existing author in less than a minute. Two different datasets were used to train the model. The first one was the Txirrita dataset, which has 2127 verses of poetry by a famous Txirrita. The second one was the Mixed dataset, which has 18913 lines compilation of sentences collected from Basque newspaper and poetry sung. Besides, some linguistic tools have been used to generate verse, such as rhyme search to find words that rhyme with the given word. Also, Latent Semantic Analysis (LSA) method has been used to measure the semantic relationship between pairs of words and sentences. The poem result will consist of four lines, each has thirteen syllables long, and all of them sharing a rhyme. The evaluation metric was only 2-gram because the system goal was to produce a poem somewhat different from the dataset. However, human evaluation is needed to assess poems. Therefore, four peoples familiar with the poems evaluated the generated poems. Each of them analyzed twenty poems, ten from each dataset. Their impression was positive, stating that they were well-formed poems, although not of human-produced quality. But they also found that the internal coherence of the whole poem was pretty poor. Furthermore, they stated that poems created from the Txirrita dataset seemed more natural and closer to the style of the Basque poems compared with the Mixed dataset.

From the previous studies, we found that most of the researches that are concerned with building a model to generate poems is limited to both English and Chinese languages. There is a lack of research that generates Arabic poems. Also, none of the previous studies were specialized in generating praise poems in the Arabic language.

### 3. Dataset

The dataset in this research was collected from praise poems written by different Muslim poets who were born and lived during different eras and in several countries, such as AL-Arjani, who lived in the Andalusian era, Ibn Al-Khayyat, who lived in the Mamluk era. The dataset consisted of 34,466 verses that have been collected manually from the AL-diwan website [9], which includes a large number of poems in various fields such as Ghazal poetry. There were also many different fields/aspects of praise poetry, including praising people such as Prophet Muhammad peace be upon him, tribes such as Quraysh. Also, countries such as Iraq and Egypt. This is an example of a poem that praise Prophet Muhammad peace be upon him:

أجد منذ خير الخلق ذاً وجوهَة
وجد عن سوى ما سُبُكَ بكِهَدة
وأنشد هوي فيه إكليل ومُؤنة
منحت رسول الله بُعد وأعدة
ومقدَّرة في البدء والعود أعظم.
4. Methodology

As shown in Figure 1, the followed methodology to generate praise poems consists of four phases. In this section, these phases are discussed in more detail.

![Figure 1. The phases of the methodology.](image)

4.1. Data pre-processing

In this phase, we performed dataset pre-processing by removing or modifying data that is incorrect, incomplete, irrelevant, or duplicate. We removed unrelated characters or symbols such as punctuation marks, line space, $, #, brackets, parentheses, and other unrelated characters from the dataset. Table 1 represents an example from the input before and after processing.

<table>
<thead>
<tr>
<th>Before processing</th>
<th>After processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>غير الرياح التي في التيه تنزلق</td>
<td>غير الرياح التي في التيه تنزلق</td>
</tr>
<tr>
<td>هنا مدائح حسن و على شفتي</td>
<td>هنا مدائح حسن و على شفتي</td>
</tr>
<tr>
<td>من ذا يُسَطَّب في الإنسان جوهرة؟</td>
<td>من ذا يُسَطَّب في الإنسان جوهرة؟</td>
</tr>
</tbody>
</table>

4.2. Proposed Methods

In this work, three approaches for text generation (praise poems generation in particular) are proposed, which are the character-based LSTM model, Markov-LSTM model, and GPT-2 pre-trained model. In this section, the models are discussed in more detail.
4.3. Character-based LSTM model

The first proposed model is the character-based LSTM model. It is implemented by using the Keras library\(^1\) and composed of three layers. The first layer is the embedding layer that takes integers indices (which stand for specific characters) and turns them into dense vectors of 256 dimensions. Before inputting the data to this layer, we map all existing characters in the dataset to a numerical representation. The second layer is an LSTM layer with 1024 units. LSTM is a type of RNN that is capable of handling long-term dependency and vanishing gradient problem. RNN models can be useful to model time series data or sequential data such as natural language text [10]. The third layer is a dense layer with size outputs equals to vocab size. This model takes the input as a sequence of characters, and the length of this sequence is 200 characters, and tries to predict the next character at each time step. For example, if the input is the sequence shown in Figure 2 (A), and in this case, the model expects the letter "ر" and the output to be as shown in Figure 2 (B). The problem can be regarded as a classification issue at this point. The model at this time step will predict the class of the next character based on the previous LSTM state and the current input. Therefore, the categorical cross-entropy loss function is used, and it is employed across the last dimension of the predictions. This model is compiled with Adam optimizer. The string length of the input through the training is 200 characters, but the model can be run on start strings of any length. An example of the generated verses by using this model is shown and analysed in Section 5.

\[\text{Figure 2. An example of the input-output of character-based LSTM model.}\]

4.4. Markov-LSTM Model

The second model in this study generates Arabic poems using the Markov-LSTM model. Markov models were used in several fields. One of them is in text generation [11] and shows promising results in short text generation. Markov-LSTM depends on the probability of the next word based on the current [11]. This model uses Markovify functions to generate verses based on every word probability. So, if the current word is "وإني" and the probability of the word "لما" to come after it is 20%, where the word "حين" has the probability of 25%. Then the word "حين" will be chosen and so on. The first word in each verse was chosen randomly. Any verses result from the Markovify functions that contain the word "الله" (Allah) was removed to avoid inappropriate use of this word. Furthermore, the result verses were encoded and used as input to the LSTM model. The LSTM model is composed of four layers to generate a poem. LSTM has long-term memory.

\(^1\)https://keras.io/
so that it is better to predict the properties of the next verse, such as rhyme scheme. So, the appropriate new verse of the poem can be selected each time by the LSTM method from all previous verses generated by Markovify. An example of the generated verses by using this model is shown and analysed in Section 5.

4.5. Pre-trained GPT-2 Model

The third model focuses on fine-tuning a pre-trained GPT-2 model. GPT-2 is a large-scale unsupervised language model produced by Open-AI. It was trained on 40GB of Internet text to predict the next word. Due to the concern of Open-AI about malicious technical applications, Open-AI is not releasing the trained model. Instead, Open-AI launches a much smaller model as an experiment in responsible disclosure [12]. There are three versions of GPT-2 are released, which are the small version (124 Million Parameters), the medium version (355 Million Parameters), and the large version (774 Million Parameters). Moreover, larger models are more knowledgeable, but these models take a longer time for fine-tuning and text generation [12]. For this work, the small version of the GPT-2 model is fine-tuned on the dataset to generate praise poems. Because our dataset with a size of 2.01 BM and that less than the minimum recommended size (10 MB) to use the medium version of GPT-2. We fine-tune this model by using the gpt-2-simple package that is a Python package, and it wraps existing model fine-tuning. Also, it makes text generation easier and allowing for prefixes to force the text to start with a given phrase. The input data to this model is a single text file as the model requires. We use the Finetune function to fine-tune the pre-trained GPT-2 model on our datasets. We set the parameters for the Finetune function as following: The steps parameter was set to 2000. The restore From parameter set to "fresh", to begin training from the base GPT-2. The learning rate parameter for the training is set to1e-4 by default. Also, we use the Generate function to generate text after fine-tuning this model on our datasets. This function has an important parameter which is the temperature. The higher the temperature, the syntactically incorrect and the unique the text. We set it to 0.7 as the minimum recommended value (recommended to keep the temperature value between 0.7 and 1.0) [13]. An example of the generated verses by using this model is shown and analysed in Section 5.

5. RESULT AND DISCUSSION

In this section, the results and evaluation of the three models that were used to generate Arabic poems will be represented.

5.1. Quantitative Evaluation

The BLEU scores were used to evaluate models, which indicate the identity of the generated text and the reference text. It has many ways of measuring, such as 1-gram, 2-gram, 3-gram, and 4-gram. Each gram represents the number of words that will be taken from both texts and compared to each other. The value of BLEU ranges from 0 to 1. The higher the BLEU value, the higher the similarity between the generated sentence and the reference sentence. The BLEU scores are calculated by the following equation [14]:

\[
BLEU = \text{BP. exp} \left( \sum_{n=1}^{N} w_n \log p_n \right)
\]  

(5.1)

Table 2 represents a sample of the outputs for all models. The verses of the Character-based LSTM model were inconsistent and had no meaning because the model predicted a letter by letter. It creates new words that are not present in the dataset or the Arabic language dictionary.
Also, we noticed that sometimes the generated text reproduces the exact verses in the dataset. The Markov-LSTM model verses have common characteristics with the previous model, except that sometimes it changes one word when taking a verse from the dataset. The generated verse is better than the Character-based LSTM model because it does not create new unknown words. The verse of the Pre-trained GPT-2 model was close to the Markov-LSTM model in terms of relational coherence and logic.

Table 2. Models' output

<table>
<thead>
<tr>
<th>Model name</th>
<th>The generated verses in Arabic</th>
<th>The generated verses in English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Character-based LSTM</td>
<td>وَأَحَسَّنَتْ مِنكَ لَمْ تَرُزُّ قَطِعٍ عَيْنِي وَأَعْظُمْ غَرَّةٍ مَّعَازِلُنَّ في حَقٍّ أَشْتَدَّتْ بِهَا</td>
<td>My eyes did not see better than you (seed text), nor did they see greater than your face. And in Iraq if she astray because the huge love (metaphor). He is dismissing in the right way that you take it. They are chaste by it (word of chaste written with misspelling). Place on Ayamen (Ayamen is the plural of word of right in Arabic), jeans, and it is Syrian (these unrelated words to each other). It is fast as the spread of a thin white cloud over the darkness of the night.</td>
</tr>
<tr>
<td>Markov-LSTM</td>
<td>إذا قيلَ هَل سارَ فَاِقلِقني أنشدت مدحي فيك من فنون المعاني عَدائِبَ لا تَنفَكَّ عَينَي إِلَى جَدُّت بعد الحياة إذا التذكّار حباني وَلا تَعْتَزِي غَيرِ ما يَعْتَزُي أنتِ إِلاِّ فِي مَقامِ الشُكرِ يا رَبِ اشْفَعْني أوْتِرْنِي</td>
<td>If it is said he walked, worry me I sang praise in you from the arts of meanings Wonders do not open my eyes To a grave after life, if the souvenir revives me And do not apologize except for what is meant You are only in the place of thanks giving, O Lord, preemptive me or see me.</td>
</tr>
<tr>
<td>Pre-trained GPT-2</td>
<td>وَأَحَسَّنَتْ مِنكَ لَمْ تَرُزُّ قَطِعٍ عَيْنِي وَلَمْ أَجِرْ قَومٍ يَخافُ الذُبابَ بِهَا وَنَزَّهُ مِن حَيثُ لانتِزارُ أَخرَفُ فَكَم بُعدٍ غَيرِ القَولِ فيما خُلِقوني تَوارَى أَنْهُ عَنِ الأَعمارِ وَحَلَّه وما إِذا حَلَّ قَلبَ المُقَلَّدِ في كَرَمٍ</td>
<td>And better than you, my eyes did not see(seed text) And I did not reward a people that feared flies for it And he pure from where Lantizar is senile How much a dimension of unspoken from what they created me He hid as from the ages and resolved it And whether the heart is resolved of the imitator in the vineyard</td>
</tr>
</tbody>
</table>

Table 3 shows the average BLEU-1 scores of all models. From the Character-based LSTM model and Pre-trained GPT-2 model scores, they noticed that several new words were created not from the dataset since the ratio of 1-gram is not high. The Markov-LSTM model had a high score on the 1-gram which means the model does not generate new words that are not in the dataset, but it used some consecutive words as in the dataset.
### 5.2. Qualitative Evaluation

The BLEU scores do not evaluate the quality of generated poems, such as meaning and coherence. So, it is required to get a human evaluation in this field of research. Besides, human evaluation is hard because they have different opinions and tastes in poems. In this work, three poems were chosen randomly from each model to evaluate them by two experts. The evaluation was based on four criteria which are: meaning, coherence, rhyme, and rhythm. Each criterion takes a score from zero to five (zero is the worst). Table 4 shows the result of human evaluation.

As shown in the result, the Markov-LSTM model got higher scores in terms of meaning, coherence, and rhyme compared with the other two models.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Model name</th>
<th>Meaning</th>
<th>Coherence</th>
<th>Rhyme</th>
<th>Rhythm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Character-based LSTM</td>
<td>0.5</td>
<td>0.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Markov-LSTM</td>
<td>1</td>
<td>0.75</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Pre-trained GPT-2</td>
<td>0.5</td>
<td>0.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

### 6. Conclusion and Future Work

In this paper, three models are presented for generating Arabic poems in the field of praise. Three models were built, which are Character-based LSTM, Markov-LSTM, and pre-trained GPT-2. The results of the Markov-LSTM model were better than the other two models based on the BLEU-1 score. As for the consistency of the verses, and the clarity of their meaning there is no wide difference between it and the pre-trained GPT-2 model. The generated poems still lacked some grammatical rules and logical sequences of words and their interconnection with each other. In the future, we aim to reduce the runtime and increase the number of verses in the dataset. Finally, improve the grammatical rules of the lines that the models generate.
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ABSTRACT

This work focuses on the symmetric alpha stable processes with continuous time frequently used in modeling the signal with indefinitely growing variance when the spectral measure is mixed: sum of a continuous measure and discrete measure. The objective of this paper is to estimate the spectral density of the continuous part from discrete observations of the signal. For that, we propose a method based on a sample of the signal at a periodic instant. The Jackson polynomial kernel is used for construct a periodogram. We smooth this periodogram by two spectral windows taking into account the width of the interval where the spectral density is non-zero. This technique allows to circumvent the phenomenon of aliasing often encountered in the estimation from the discrete observations of a process with a continuous time.
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1. INTRODUCTION

Stable alpha processes have been of interest to several research authors for their multiple applications when we have random signals with variance indefinitely increase. The harmonizable process is an important example of a symmetric \( \alpha \)-stable process, and its proprieties have been considered by numerous authors like [1]-[10] to name a few.

In particular, stable symmetric processes find their place in various applications and in various fields such as: physics, biology, electronics and electricity, hydrology, economies, communications and radar applications, ...ect. See: [11]-[22]. This work considers a symmetric alpha stable harmonizable process \( X = \{X(t) : t \in \mathbb{R}\} \). Alternatively \( X \) has the integral representation:

\[
X(t) = \int \exp\left[i(t\lambda)\right] d\xi(\lambda)
\]

(1)

where \( 1 < \alpha < 2 \) and \( \xi \) is a complex valued symmetric \( \alpha \)-stable random measure on \( \mathbb{R} \) with independent and isotropic increments. The measure defined by \( m(A) = |\xi(A)|^\alpha \) (see [4]) is called "control" measure or spectral measure.” The spectral density function was already estimated in different cases: by E.Masry and S.Combanis [4] when the time of the process is continuous, by Sabre [23] when the time of the process is discrete and by R. Sabre [24]-[25] when the time of the process is p-adic.
This work considers a general case where we suppose that the spectral measure is the sum of an absolutely continuous measure with respect to Lebesgue measure and a discrete measure:

\[ d\mu(\lambda) = \phi(x)dx + \sum_{i=1}^{q} c_i \delta_{w_i} \]

where \( \delta \) is a Dirac measure, \( \phi \) is nonnegative integrable and bounded function. \( c_i \) is an unknown positive real number and \( w_i \) is an unknown real number. Assume that \( w_i \neq 0 \). The function \( \phi \) is called the spectral density. Discrete measure is due to random repeated value jumps during experimental measurements. The spectral density \( \phi \) represents the distribution of the energy carried by the signal.

Our goal is to establish a non-parametric estimate of the spectral density \( \phi \) from discrete observations of \( X(t) \). This is motivated by the fact that, in practice, it is not obvious to observe the process on continuous interval of time. Indeed, we sampled the process at instants \( t_n \), equally distant, i.e., \( t_n = n\tau, \tau > 0 \). It is known that aliasing of \( \phi \) occurs. For more details about aliasing phenomenon, see [26]. To avoid this difficulty, we suppose that the spectral density \( \phi \) is vanishing for \( |\lambda| > \Omega \) where \( \Omega \) is a nonnegative real number. From some smoothing, we construct an estimate depending on \( \Omega \) and we show that it is asymptotically unbiased and consistent.

Briefly, we indicate the organisation of this paper: the outline in this paper is as follows: we present in the second section two technical lemmas, the preiodogram and show that this periodogram is asymptotically unbiased estimated but not consistent. In the third section, we smooth this periodogram by two chosen spectral windows to estimate the spectral density at jump points. We show that the smoothing periodogram is a consistent estimator.

2. THE PERIODOGRAM AND ITS PROPRIETIES

First, we introduce some basic notations and properties of the Jackson's polynomial kernel. Let \( N \) is the size of sample of \( X \). Let \( k \) and \( n \) are the numbers satisfying:

\[ N - 1 = 2k(n - 1) \quad \text{with} \quad n \in N \quad k \in N \cup \left\{ \frac{1}{2} \right\} \quad \text{if} \quad k = \frac{1}{2} \quad \text{then} \quad n = 2n_i - 1, \quad n_i \in N. \]

The Jackson's polynomial kernel is defined by:

\[ |H_N(\lambda)|^\alpha = |A_N H^{(N)}(\lambda)|^\alpha \]

where

\[ H^{(N)}(\lambda) = \frac{1}{q_{k,n}} \left( \sin \frac{n\lambda}{2} \sin \frac{\lambda}{2} \right)^{2k} \quad \text{with} \quad q_{k,n} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left( \sin \frac{n\lambda}{2} \sin \frac{\lambda}{2} \right)^{2k} d\lambda. \]
where \( A_N = (B_{\alpha,N})^{-1} \) with \( B_{\alpha,N} = \int_{-\pi}^{\pi} |H^{(N)}(\lambda)|^\alpha d\lambda. \)

We give the following lemmas which are used in the rest of this paper. Their proofs are given in [23].

**Lemma 2.1** There is a non-negative function \( h_k \) such as:
\[
H^{(N)}(\lambda) = \sum_{m=-k(n-1)}^{k(n-1)} h_k \left( \frac{m}{n} \right) \cos(m\lambda)
\]

**Lemma 2.2** Let
\[
\gamma \in ]0, 2[,
\]
then
\[
B'_{\alpha,N} = \int_{-\pi}^{\pi} \left| \frac{n\lambda}{2} \right|^{2k\alpha} d\lambda \quad \text{and} \quad J_{N,\alpha} = \int_{-\pi}^{\pi} |u|^{\alpha} |H_N(u)|^\alpha du,
\]
where
\[
\gamma \in ]0, 2[.
\]

In this section, we give a periodogram and we develop its properties. Assume that the process \( X(t) \), defined in (1), is observed at instants \( t_j = j\tau, \ j = 1, 2, \ldots N \) and \( \tau = \frac{2\pi}{\omega} \), where \( \omega \) is a real number strictly greater than \( 2\Omega \). We define the periodogram \( \hat{I}_N \) on \( ]-\Omega, \Omega[ \) as follows:
\[
\hat{I}_N(\lambda) = C_{p,\alpha} |I_N(\lambda)|^p, \quad 0 < p < \frac{\alpha}{2}
\]
where
\[
I_N(\lambda) = \left[ \tau \right]^\alpha A_N \Re \left[ \sum_{n=k(n-1)}^{n+k(n-1)} h_k \left( \frac{n}{n} \right) \exp(-in\tau\lambda) \right] X(n\tau + k(n-1)\tau),
\]
and the normalisation constant $C_{p,\alpha}$ is given by
\[ C_{p,\alpha} = \frac{D_p}{\mathcal{F}_{p,\alpha}[C_{\alpha}]^p}, \]
where
\[ D_p = \int_{-\infty}^{\infty} \frac{1 - \cos(u)}{|u|^{p+\alpha}} \, du \quad \text{and} \quad F_{p,\alpha} = \int_{-\infty}^{\infty} \frac{1 - e^{-|u|\alpha}}{|u|^{p+\alpha}} \, du.

Lemma 2.3

The characteristic function of $I_N(\lambda) = E \exp[irI_N(\lambda)]$, converges to
\[ \exp(-C_{\alpha}\tau |r|^\alpha \psi_{N,1}(\lambda) + \psi_{N,2}(\lambda)). \]

where
\[
\psi_{N,1}(\lambda) = \int_{-\pi}^{\pi} |H_N(y - \tau\lambda)|^\alpha \phi\left(\frac{y}{\tau}\right) \, dy \quad \text{and} \quad \psi_{N,2}(\lambda) = \sum_{i=1}^{\infty} C_i |H_N(w_i - \tau\lambda)|^\alpha
\]

Proof

By substituting (1) in the expression of $I_N$, we have:
\[
I_N(\lambda) = \frac{1}{\tau^\alpha} A_N Re \left[ \sum_{n=-\lambda(n-1)}^{\infty} h_k \left(\frac{n}{\tau}\right) \exp\{i[n\tau(\lambda - u)]\} \exp\{i\tau\kappa(k-1)\} d\xi(u) \right].
\]

It follows from [1] and the definition of the Jackson polynomial kernel that the characteristic function is the form:
\[
E \exp[irI_N(\lambda)] = \exp(-C_{\alpha}\tau |r|^\alpha \psi(\lambda)).
\]

where $\psi_N(\lambda) = \psi_{N,1}(\lambda) + \psi_{N,2}(\lambda)$ with
\[
\psi_{N,1}(\lambda) = \int_{-\pi}^{\pi} |H_N(v - \tau\lambda)|^\alpha \phi\left(\frac{v}{\tau}\right) \, dv \quad \text{and} \quad \psi_{N,2}(\lambda) = \sum_{i=1}^{\infty} C_i |H_N(w_i - \tau\lambda)|^\alpha
\]

We can write
\[
\psi_{N,1}(\lambda) = \int_{-\pi}^{\pi} |H_N(v - \tau\lambda)|^\alpha \phi\left(\frac{v}{\tau}\right) \, dv = \sum_{j=\tau+1}^{\infty} H_N(v - \tau\lambda)^\alpha \phi\left(\frac{v}{\tau}\right) \, dv.
\]

Putting $v = y - 2\pi j$ and using the fact that $H_N$ is $2\pi$-periodic, we obtain
\[
\psi_N(\lambda) = \sum_{j\in\mathbb{Z}} \int_{-\pi}^{\pi} |H_N(y - \tau\lambda)|^\alpha \phi_j(y) \, dy, \quad \text{where} \quad \phi_j(y) = \phi\left(\frac{y - 2\pi j}{\tau}\right).
\]

Let $j$ be an integer
such that \(-\Omega < \frac{y-2\pi j}{\tau} < \Omega\). Using the fact that \(\pi \Omega < \pi\) and \(|y| < \pi\), we get \(|j| \leq \frac{\pi \Omega}{2\pi} + \frac{1}{2} < 1\) and then \(j = 0\). Consequently:

\[
\psi_{N,1}(\lambda) = \int_{-\pi}^{\pi} |H_y(y-\tau \lambda)|^p \phi \left( \frac{y}{\tau} \right) dy.
\]

(3)

**Theorem 2.4** Let \(-\Omega < \lambda < \Omega\) then

\[
E \left[ \hat{I}_N(\lambda) \right] = \left[ \psi_N(\lambda) \right]^p.
\]

**Proof**

As in [4], we use the following equality: for all real \(x\) and \(0 < p < 2\),

\[
|x|^p = D_p^{-1} \int_{-\infty}^{\infty} \frac{1 - \cos(xu)}{|u|^{p+1}} du = D_p^{-1} \text{Re} \int_{-\infty}^{\infty} \frac{1 - e^{iu}}{|u|^{p+1}} du,
\]

(4)

replacing \(x\) by \(N\), we obtain

\[
\hat{I}_N(\lambda) = \frac{1}{F_{p,\alpha}[C_\alpha]^{p/\alpha}} \text{Re} \int_{-\infty}^{\infty} \frac{1 - \exp\{iuI_N(\lambda)\}}{|u|^{p+1}} du.
\]

(5)

Using (6) and the definition of the \(F_{p,\alpha}\), we get

\[
E\hat{I}_N(\lambda) = \frac{1}{F_{p,\alpha}[C_\alpha]^{p/\alpha}} \int_{-\infty}^{\infty} \frac{1 - \exp\{-C_\alpha |u|^\alpha \psi_N(\lambda)\}}{|u|^{p+1}} du.
\]

3. **Smoothing Periodogram**

In order to obtain a consistent estimate of \(\left[ \phi(\lambda) \right]^p\), we smooth the periodogram via spectral windows depending on whether \(\tau \lambda\) is a jump point or not \((\tau \lambda \neq w_i)\).

\[
f_N(\lambda) = \begin{cases} f_N^{(1)}(\lambda) & \text{if } \tau \lambda \notin \{w_1, w_2, \ldots, w_n\} \\ f_N^{(2)}(\lambda) - c f_N^{(1)}(\lambda) & \text{else} \end{cases}
\]

where

\[
f_N^{(1)}(\lambda) = \int_{-\pi}^{\pi} W_N^{(1)}(\lambda-u)\hat{I}_N(u)du \quad \text{and} \quad f_N^{(2)}(\lambda) = \int_{-\pi}^{\pi} W_N^{(2)}(\lambda-u)\hat{I}_N(u)du.
\]
The spectral windows \( W_N^{(1)} \) and \( W_N^{(2)} \) are defined by: \( W_N^{(1)}(x) = M_N^{(1)}W(M_N^{(1)}x) \) and \( W_N^{(2)}(x) = M_N^{(2)}W(M_N^{(2)}x) \) with \( W \) is an even nonnegative, continuous function, vanishing for \( |\lambda| > 1 \) such that \( \int_{-1}^{1} W(u)du = 1 \). The bandwidths \( M_N^{(1)} \) and \( M_N^{(2)} \) satisfying:

\[
\begin{align*}
\lim_{N \to +\infty} M_N^{(i)} &= 0, \\
\lim_{N \to +\infty} \frac{M_N^{(i)}}{N} &= 0,
\end{align*}
\]

for \( i = 1, 2 \), and such that

\[
W(M_N^{(2)}\theta) = W(M_N^{(1)}\theta) \forall \theta \in \left[ -\frac{1}{M_N^{(1)}}, \frac{1}{M_N^{(1)}} \right].
\]

We first show that \( f_N(\lambda) \) is an asymptotically unbiased estimator of \( [\varphi(\lambda)]^{\alpha} \) for \( -\Omega < \lambda < \Omega \) and \( \tau \lambda \notin \{w_1, w_2, \ldots, w_q\} \).

**Theorem 3.1**

Let \( -\Omega < \lambda < \Omega \), such that \( \tau \lambda \notin \{w_1, w_2, \ldots, w_q\} \). Then, \( E[f_N(\lambda)] - [\varphi(\lambda)]^{\alpha} = o(1) \).

If \( \varphi \) satisfies the hypothesis

\[
|\varphi(x) - \varphi(y)| \leq \text{cste}|(x - y)^\gamma|,
\]

with \( \gamma < 2k\alpha - 1 \), then,

\[
E[f_N(\lambda)] - [\varphi(\lambda)]^{\alpha} = \begin{cases} 
O\left(\frac{1}{n^{(2k\alpha-1)}} + \frac{1}{M_N^{(1)}\gamma}\right) & \text{if } \lambda \neq 0 \\
O\left(\frac{1}{n^{(2k\alpha-1)}} + \frac{1}{M_N^{(1)}\gamma} + \frac{1}{n^{2k\alpha-1}}\right) & \text{if } \lambda = 0
\end{cases}
\]

**Proof**

By the definition of the spectral window, we have:

\[
E[f_N(\lambda)] = \int_M^{(1)} M_N^{(1)} W\left[M_N^{(1)}(\lambda - u)\right] E\left[\hat{I}_N(u)\right] du.
\]

Let \( M_N^{(1)}(\lambda - u) = \nu \) and from (11), we obtain:

\[
E[f_N(\lambda)] = \int_{-1}^{1} W(\nu) \left[ \psi_N\left(\frac{\lambda - \nu}{M_N^{(1)}}\right) \right]^{\alpha} dv.
\]

Using the fact that \( \int_{-1}^{1} W(u)du = 1 \) and the inequality (4), we get:
\[ |E[f_N(\lambda)] - [\phi(\lambda)]| \leq \int_{-1}^{1} W(v) \left| \psi_N \left( \lambda - \frac{v}{M_N^{(1)}} \right) - \phi(\lambda) \right|^{p} \] 

Since \( \frac{p}{\alpha} < 1 \), we obtain

\[ \left| \psi_N \left( \lambda - \frac{v}{M_N^{(1)}} \right) - \phi(\lambda) \right|^{p} \leq \left| \psi_{N,1} \left( \lambda - \frac{v}{M_N^{(1)}} \right) - \phi(\lambda) \right|^{p} + \left| \psi_{N,2} \left( \lambda - \frac{v}{M_N^{(1)}} \right) \right|^{p} \]

We now examine the limit of \( \lambda - \frac{v}{M_N^{(1)}} \). From (3) we get:

\[ u - \tau \left( \lambda - \frac{v}{M_N^{(1)}} \right) = y \]

Let \( u - \tau \left( \lambda - \frac{v}{M_N^{(1)}} \right) = y \), we obtain:

\[ \psi_{N,1} \left( \lambda - \frac{v}{M_N^{(1)}} \right) = \int_{y}^{\pi} |H_N(y)|^{\alpha} \phi \left( \lambda - \frac{v}{M_N^{(1)}} + \frac{y}{\tau} \right) dy \]

\[ = \sum_{j \in \mathbb{Z}} \int_{(2j+1)\pi}^{(2j+1+1)\pi} |H_N(y)|^{\alpha} \phi \left( \lambda - \frac{v}{M_N^{(1)}} + \frac{y}{\tau} \right) dy. \]

(8)

Let \( y - 2j\pi = s \). Since \( |H_N(s)|^{\alpha} \) is \( 2\pi \)-periodic function, we get

\[ \psi_{N,1} \left( \lambda - \frac{v}{M_N^{(1)}} \right) = \sum_{j \in \mathbb{Z}} \int_{-\pi}^{\pi} |H_N(s)|^{\alpha} \phi \left( \lambda - \frac{v}{M_N^{(1)}} + \frac{s}{\tau} + \frac{2\pi j}{\tau} \right) ds. \]

Since the function \( \phi \) is uniformly continuous on \([-\Omega, \Omega]\) and the fact that \( |H_N|^{\alpha} \) is a kernel, the right hand side of the last equality converges to

\[ \sum_{j \in \mathbb{Z}} \phi \left( \lambda + \frac{2\pi j}{\tau} \right). \]

Let \( j \) be an integer such that \( -\Omega < \frac{\tau \lambda + 2\pi j}{\tau} < \Omega \). The definition of \( \tau \) implies that \( |\tau \lambda| < \tau \Omega < \tau \). It is easy to
see that $|j| < 1$ and then $j = 0$. Since $H_N^{(1)}$ is a kernel, we obtain that

$$\psi_{N,1} \left( \frac{\lambda - \frac{v}{M_N^{(1)}}}{\alpha} \right)$$

converges to $\phi(\lambda)$. On the other hand, since $w_i$ is different from $\tau$ and from the lemma 2.2, we get

$$\psi_{N,2} \left( \frac{\lambda - \frac{v}{M_N^{(1)}}}{\alpha} \right) = \left[ 2\pi \left( \frac{2}{\pi} \right)^{\frac{2\alpha}{n^{2\alpha-1}}} \right]^{-1} \frac{1}{cte} \sum_{i=1}^{q} c_i, \text{ where } cte = \inf \sin \left( \frac{\lambda - \frac{v}{M_N^{(1)}}}{2} \right).$$

Therefore,

$$\psi_{N,2} \left( \frac{\lambda - \frac{v}{M_N^{(1)}}}{\alpha} \right) = O \left( \frac{1}{n^{2\alpha-1}} \right).$$

Thus, we have

$$E[f_N(\lambda)] - [\phi(\lambda)]^p = o(1).$$

The rate of convergence: We assume that the spectral density $\phi$ satisfies the hypothesis $H$. We denote by $F = |Bias(f_N(\lambda))| = |E[f_N(\lambda)] - [\phi(\lambda)]^p|$. It follows that

$$F \leq \frac{p}{2\alpha} \int_{-1}^{1} W(v) \left[ \psi_N \left( \frac{\lambda - \frac{v}{M_N^{(1)}}}{\alpha} \right)^{\frac{p-1}{\alpha}} + [\phi(\lambda)]^{\frac{p-1}{\alpha}} \right] \psi_N \left( \frac{\lambda - \frac{v}{M_N^{(1)}}}{\alpha} \right) - [\phi(\lambda)]^p dv.$$
\[
\int_{-1}^{1} W(v) |\Delta(v, \phi)| dv \leq 2^r C_1 \left| \frac{1}{M_N^{(1)}} \right|^r \int_{-1}^{1} W(v) |v|^{r} dv
\]

\[
+ 2^r C_1 \tau^r \int_{-1}^{1} W(v) \int_{\frac{\pi}{M_N^{(1)}}}^{\frac{\pi + \tau}{M_N^{(1)}}} |H_N(t)|^{2r} dt dv
\]

The second integral of the right hand side is bounded as follows:

\[
\int_{\frac{\pi}{M_N^{(1)}}}^{\frac{\pi + \tau}{M_N^{(1)}}} |H_N(t)|^{2r} dt \leq \int_{0}^{\pi} |H_N(t)|^{2r} dt
\]

\[
+ \int_{-\pi}^{0} |H_N(t)|^{2r} dt
\]

\[
+ \int_{\frac{\pi}{M_N^{(1)}}}^{\frac{\pi + \tau}{M_N^{(1)}}} |H_N(t)|^{2r} dt.
\]

(9)

The function \(|H_N(t)|\) is even, then the first and the last integrals in the right hand side of (9) are equal. Since \(M_N\) converges to zero and \(\tau\lambda < \Omega < \pi\), for a large \(N\) we have:

\[
\int_{-\pi}^{\pi} |H_N(t)|^{2r} dt \leq (2\pi)^{r} \int_{-\pi}^{\pi} |H_N(t)|^{2r} dt
\]

\[
\leq \frac{(2\pi)^{r}}{B_{\alpha,N}} \frac{|\tau\lambda| + \frac{\tau}{M_N^{(1)}}}{\sin \left( \pi + |\tau\lambda| + \frac{\tau}{M_N^{(1)}} \right)}^{2\alpha r}
\]

From the lemma 2.1, we obtain,

\[
\int_{-\pi}^{\pi} |H_N(t)|^{2r} dt = \begin{cases} 
O \left( \frac{1}{h^{2\alpha-1}} \right) & \text{if } \lambda \neq 0, \\
O \left( \frac{1}{M_N^{(1)} h^{2\alpha-1}} \right) & \text{if } \lambda = 0,
\end{cases}
\]

Thus, the result follows.
**Theorem 3.2.** Let \( \lambda \) a real number belonging to \( ]-\Omega, \Omega[ \), and \( \tau \lambda = w \). Choose \( k \) such that
\[
\lim_{N \to \infty} \frac{(M_N^{(1)})^{2k\alpha}}{n^{2k\alpha-1}} = 0
\]
Then,
\[
E[f_N(\lambda)] - [\phi(\lambda)]^{\alpha} = o(1)
\]

i) \[
E[f_N(\lambda)] - [\phi(\lambda)]^{\alpha} = o(1)
\]

ii) If \( \phi \) satisfies the hypothesis
\[
|\phi(x) - \phi(y)| \leq cste |(x - y)|^{-\gamma}, \quad \text{with} \quad \frac{\gamma + 1}{2k} < \alpha < 2
\]
then
\[
E[f_N(\lambda)] - [\phi(\lambda)]^{\alpha} = \begin{cases}
O \left( \frac{1}{(M_N^{(2)})^{\gamma}} + \frac{(M_N^{(1)})^{2k\alpha}}{n^{2k\alpha-1}} \right) & \text{if } 0 < \gamma \leq 1 \\
O \left( \frac{1}{M_N^{(2)}} + \frac{(M_N^{(1)})^{2k\alpha}}{n^{2k\alpha-1}} \right) & \text{if } 1 < \gamma \leq 2
\end{cases}
\]

**Proof:**

From the definition of the estimator, we have
\[
E[f_N(\lambda)] = \int_{-\pi}^{\pi} W_N^{(2)}(\lambda - u) - \frac{M_N^{(2)}}{M_N^{(1)}} W_N^{(1)}(\lambda - u) \frac{p}{1 - \frac{M_N^{(2)}}{M_N^{(1)}}} [\psi_N(u)]^{\alpha} du
\]

\[
E[f_N(\lambda)] = \int_{-\pi}^{\lambda - \frac{1}{M_N^{(1)}}} + \int_{\lambda - \frac{1}{M_N^{(1)}}}^{\lambda + \frac{1}{M_N^{(1)}}} + \int_{\lambda + \frac{1}{M_N^{(1)}}}^{\pi} = E_1 + E_2 + E_3
\]

\[
\lambda - u = v, \quad E_2 = \int_{-\pi}^{\frac{1}{M_N^{(1)}}} \frac{M_N^{(2)}}{M_N^{(1)}} \frac{W[M_N^{(2)} v] - W[M_N^{(1)} v]}{1 - \frac{M_N^{(2)}}{M_N^{(1)}}} [\psi_N(v)]^{\alpha} dv.
\]

Put for a large \( N \).

Therefore \( E_2 = 0 \)
\[ E_1 = \frac{M^{(2)}_N}{1 - \frac{M^{(2)}_N}{M^{(1)}_N}} \int_{-\pi}^{\lambda - \pi} W[M^{(2)}_N(\lambda - u)]\left[\psi_N(u)\right]^p du - \frac{M^{(2)}_N}{1 - \frac{M^{(2)}_N}{M^{(1)}_N}} \int_{-\pi}^{\lambda - \pi} W[M^{(1)}_N(\lambda - u)]\left[\psi_N(u)\right]^p du \]

Put \( M^{(2)}_N(\lambda - u) = v \) in the first integral and \( M^{(1)}_N(\lambda - u) = w \) in the second integral and for a large \( N \), we have \( M^{(1)}_N(\lambda + \pi) > 1 \) and \( M^{(2)}_N(\lambda + \pi) > 1 \). As \( W \) is null outside of \([-1, 1]\), for large \( N \), the second integral of \( E_1 \) is zero. Therefore,

\[ E_1 = \frac{1}{1 - \frac{M^{(2)}_N}{M^{(1)}_N}} \int_{\lambda - \pi}^{\lambda - \pi} W(v)\left[\psi_N\left(\lambda - \frac{v}{M^{(2)}_N}\right)\right]^p dv. \]

(10)

\[ E_3 = \frac{M^{(2)}_N}{1 - \frac{M^{(2)}_N}{M^{(1)}_N}} \int_{-\pi}^{\lambda - \pi} W(M^{(2)}_N(\lambda - u))\left[\psi_N(u)\right]^p du - \frac{M^{(2)}_N}{1 - \frac{M^{(2)}_N}{M^{(1)}_N}} \int_{-\pi}^{\lambda - \pi} W(M^{(1)}_N(\lambda - u))\left[\psi_N(u)\right]^p du \]

Putting \( M^{(2)}_N(\lambda - u) = v \) in the first integral and \( M^{(1)}_N(\lambda - u) = w \) in the second integral, we obtain

\[ E_3 = \frac{1}{1 - \frac{M^{(2)}_N}{M^{(1)}_N}} \int_{\lambda - \pi}^{\lambda - \pi} W(v)\left[\psi_N\left(\lambda - \frac{v}{M^{(2)}_N}\right)\right]^p dv - \frac{1}{1 - \frac{M^{(2)}_N}{M^{(1)}_N}} \int_{-\pi}^{\lambda - \pi} W(w)\left[\psi_N\left(\lambda - \frac{w}{M^{(1)}_N}\right)\right]^p dw. \]

For large \( N \) we have, \( M^{(2)}_N(\lambda - \pi) < -1 \) and \( M^{(1)}_N(\lambda - \pi) < -1 \).

\[ E_3 = \frac{1}{1 - \frac{M^{(2)}_N}{M^{(1)}_N}} \int_{\lambda - \pi}^{\lambda - \pi} W(v)\left[\psi_N\left(\lambda + \frac{v}{M^{(2)}_N}\right)\right]^p dv. \]

(11)

It is easy to show that for a large \( N \)
\[
\frac{1}{M_N^{(2)}} \int_{M_N^{(1)}}^1 W(v) dv = \frac{1}{2}.
\]

(12)

\[
\left| E[f_N(\lambda)] - \left[ \phi(\lambda) \right]^p \right| = \left| E_1 + E_3 - \left[ \phi(\lambda) \right]^p \right| \leq \left| E_1 - \frac{1}{2} \left[ \phi(\lambda) \right]^p \right| + \left| E_3 - \frac{1}{2} \left[ \phi(\lambda) \right]^p \right|
\]

From (10) and (12), for a large \( N \), we have

\[
\left| E_1 - \frac{1}{2} \left[ \phi(\lambda) \right]^p \right| \leq \frac{1}{1 - \frac{M_N^{(1)}}{M_N^{(2)}}} \int_{M_N^{(1)}}^1 W(v) \left| \psi_{N,1} \left( \lambda - \frac{v}{M_N^{(2)}} \right) + \psi_{N,2} \left( \lambda - \frac{v}{M_N^{(2)}} \right) - \phi(\lambda) \right|^p dv
\]

As \( p < 1 \), we obtain

\[
\left| E_1 - \frac{1}{2} \left[ \phi(\lambda) \right]^p \right| \leq \frac{1}{1 - \frac{M_N^{(1)}}{M_N^{(2)}}} \int_{M_N^{(1)}}^1 W(v) \left| \psi_{N,1} \left( \lambda - \frac{v}{M_N^{(2)}} \right) - \phi(\lambda) \right|^p dv + \frac{1}{1 - \frac{M_N^{(1)}}{M_N^{(2)}}} \int_{M_N^{(1)}}^1 W(v) \left| \psi_{N,2} \left( \lambda - \frac{v}{M_N^{(2)}} \right) \right|^p dv.
\]

On the other hand,

\[
\int_{M_N^{(1)}}^1 W(v) \left| \psi_{N,1} \left( \lambda \pm \frac{v}{M_N^{(2)}} \right) - \phi(\lambda) \right|^p dv \leq \int_0^1 W(v) \left| \psi_{N,1} \left( \lambda \pm \frac{v}{M_N^{(2)}} \right) - \phi(\lambda) \right|^p dv
\]

For all \( \lambda \) belonging to \( [-\pi, \pi] \), \( \psi_{N,1} \left( \lambda \pm \frac{v}{M_N^{(2)}} \right) \) converges to \( \phi(\lambda) \), uniformly in \( v \in [-1, 1] \). Therefore, converge to zero.
\[
\psi_{N,2} \left( \lambdai \pm \frac{v}{M_N^{(\alpha)}} \right) \leq \sum_{m=1}^{q} \frac{a_m}{B_{\alpha,N}'} \frac{1}{\sin \left[ \frac{1}{2} \left( \pm \frac{\tau v}{M_N^{(\alpha)}} M_N^{(\alpha)} - w_m \right) \right]^{2\kappa}}.
\]

Since \( \tau \lambda = w_i \),
\[
+ \frac{a_i}{B_{\alpha,N}'} \frac{1}{\sin \left[ \frac{1}{2} \left( \pm \frac{\tau v}{M_N^{(\alpha)}} \right) \right]^{2\kappa}}.
\]

\[
\lim_{N \to \infty, v \in [-1,1]} \sup \frac{1}{\sin \left[ \frac{1}{2} \left( w_i \pm \frac{\tau v}{M_N^{(\alpha)}} - w_m \right) \right]^{2\kappa}} = \frac{1}{\sin \left[ \frac{1}{2} \left( w_i - w_m \right) \right]^{2\kappa}}.
\]

For all \( m \neq i \),

Thus, for large \( N \), we get

\[
\sum_{m=1}^{q} \frac{a_m}{B_{\alpha,N}'} \frac{1}{\sin \left[ \frac{1}{2} \left( \pm \frac{\tau v}{M_N^{(\alpha)}} M_N^{(\alpha)} - w_m \right) \right]^{2\kappa}} = O \left( \frac{1}{n^{2\kappa-1}} \right).
\]

From the lemma 2.1, we obtain

\[
\sup_{v \in [0,1]} \left| \frac{\tau v}{M_N^{(\alpha)}} \right| = \frac{\tau}{M_N^{(\alpha)}} < \pi
\]

On the other hand, for large \( N \), we have \( \tau v \). Consequently

\[
\frac{a_i}{B_{\alpha,N}'} \frac{1}{\sin \left[ \frac{1}{2} \left( \pm \frac{\tau v}{M_N^{(\alpha)}} \right) \right]^{2\kappa}} \leq \frac{\pi^{2\kappa}}{\tau^{2\kappa}}.
\]

As \( \frac{\tau}{M_N^{(1)}} \leq \frac{\tau v}{M_N^{(2)}} \leq \frac{\tau}{M_N^{(1)}} \), we obtain

The lemma 2.2 gives
\[
\frac{a_i}{B'_{\alpha,N}} \sin \left[ 1 \left( \frac{\tau v}{M_N^{(1)}} \right) \right] = O \left( \frac{(M_N^{(1)})^{2\alpha}}{n^{2\alpha-1}} \right).
\]

(14)

Thus, we get
\[
\frac{2^p}{1 - \frac{M_N^{(1)}}{M_N^{(1)}}} \int_{M_N^{(2)}} W(v) \psi_{\alpha,2} \left( \tau \lambda \pm \frac{\tau v}{M_N^{(2)}} \right) dv = O \left( \frac{1}{n^{(2\alpha-1)p^{2\alpha}}} + \frac{(M_N^{(1)})^{2\alpha}}{n^{2\alpha-1}} \right).
\]

(15)

Choosing \( M_N^{(1)} \) such that \( \frac{(M_N^{(1)})^{2\alpha}}{n^{2\alpha-1}} \) converges to 0. For example \( M_N^{(1)} = n^b \) with \( 0 < b < 1 - \frac{1}{2 \kappa \alpha} \). Thus, \( \lim_{N \to \infty} E[f_N(\lambda)] - [\phi(\lambda)]^{\alpha} = 0. \)

**Theorem 4.2** Let \( -\Omega < \lambda < \Omega \) such that \( \phi(\lambda) > 0 \). Then, \( \text{var}[f_N(\lambda)] \) converges to zero.

If \( M_N^{(1)} = n^c \) with \( \frac{1}{2 \kappa \alpha^2} < c < \frac{1}{2} \), then \( \text{var}[f_N(\lambda)] = O \left( \frac{1}{n^{(1-2c)}} \right). \)

**Proof** Consider the case where \( \tau \lambda \notin \{w_1, w_2, \ldots, w_q\} \). It is clear that the variance of \( f_N \) can be written as follows:

\[
\text{var}[f_N(\lambda)] = \int_{\mathbb{R}} W_N^{(1)}(\lambda - u)W_N^{(1)}(\lambda - u') \text{cov} \left[ \hat{I}_N(u), \hat{I}_N(u') \right] du du'.
\]

By using the fact that \( W \) is zero for \( |\lambda| > 1 \), for large \( N \), we get

\[
\text{var}[f_N(\lambda)] = \int_{-1}^{1} \text{cov} \left[ \hat{I}_N \left( \frac{\lambda - x_i}{M_N} \right), \hat{I}_N \left( \frac{\lambda - x_i}{M_N} \right) \right] W(x_i)W(x_i') dx_i dx_i'.
\]

We define two subsets of the \([-1,1]^2\) by:

- \( L_1 = \{(x_i, x_i') \in [-1,1]^2; \ |x_i - x_i'| > \sigma_N \}, \)
- \( L_2 = \{(x_i, x_i') \in [-1,1]^2; \ |x_i - x_i'| \leq \sigma_N \}, \)

\( \sigma_N \) is the standard deviation of the \( x_i \).
where $\sigma_N$ is a nonnegative real, converging to 0. We split the integral into an integral over the sub region $L_2$ and an integral over $L_1$: 

$$\text{var}\left( \frac{x_i}{N} \right) = \int_{L_2} + \int_{L_1} = J_1 + J_2.$$ 

By Cauchy-Schwartz inequality and theorem 3.1, we obtain 

$$J_1 \leq C \int_{|x_i - x_j| < \sigma_N} W(x_i)W(x_j)dx_i dx_j,$$ 

where $C$ is constant. Thus, we obtain 

$$J_1 = O(\sigma_N). \quad (16)$$

It remains to show that $J_2$ converges to zero. For simplicity, we define 

$$\lambda_1 = \lambda - \frac{x_i}{M_N}; \quad \lambda_2 = \lambda - \frac{x_j}{M_N},$$ 

and 

$$C(\lambda) = \text{cov}\left[ \hat{I}_N\left( \lambda - \frac{x_i}{M_N} \right), \hat{I}_N\left( \lambda - \frac{x_j}{M_N} \right) \right].$$

We first show that $C(\lambda)$ converges to zero uniformly in $x_i, x_j \in [-1, 1]$. Indeed, from lemma 2.3, we have 

$$E\hat{I}_N(v) - \hat{I}_N(v) = E_{p, \alpha}[C_\alpha]^{-p/\alpha} \int_{-\infty}^\infty \frac{\text{Re}\left( e^{imN(v)} \right) - e^{-C_\alpha |m|^p \psi_N(v)} }{|m|^{1+p}} \, du.$$ 

Thus, the expression of the covariance becomes 

$$C(\lambda) = F_{p, \alpha}^{-1} C_\alpha 2^p \int_{\mathbb{R}^2} E \left[ \prod_{k=1}^2 \cos\left( u_k J_N(\lambda_k) \right) \right]$$ 

$$- \exp \left\{ -C_\alpha \sum_{k=1}^2 \left| u_k \right|^{1/p} \psi_N(\lambda_k) \right\} \frac{du_1 du_2}{\left| u_1 u_2 \right|^{1+p}}$$

The following equality: $2 \cos x \cos y = \cos(x + y) + \cos(x - y)$, implies that 

$$E\left[ \prod_{k=1}^2 \cos\left( u_k J_N(\lambda_k) \right) \right] = \frac{1}{2} \exp \left[ -C_\alpha \int \left( \tau \right) \sum_{k=1}^2 u_k H_N(\tau \lambda_k - \tau v) d\mu(v) \right]$$ 

$$+ \frac{1}{2} \exp \left[ -C_\alpha \int \left( \tau \right) \sum_{k=1}^2 (-1)^{k+1} u_k H_N(\tau \lambda_k - \tau v) d\mu(v) \right].$$

By substituting the expression for $C(\lambda)$ and changing the variable $u_2$ to $(-u_2)$ in the second term, we obtain...
\[
C(\lambda) = F_{\rho,\alpha} C_{\alpha} \frac{2\rho}{\pi} \int_{R^2} \left( e^{\rho - \lambda} - e^{-\rho - \lambda} \right) \frac{du du_2}{|u u_2|^{1+\rho}},
\]
(17)

\[
K = C_{\alpha} \int_{R} \left( \tau^\alpha \sum_{k=1}^{2} u_k H_N(\tau \lambda_k - \tau\nu) \right) d\xi(\nu)
\]

where

\[
K' = C_{\alpha} \sum_{k=1}^{2} \left| u_k \right|^\alpha \int_{R} |H_N(\tau \lambda_k - \tau\nu)|^\alpha \xi(\nu) dv
\]

Since \( K, K' > 0 \),

\[
|e^{-\rho - \lambda} - e^{\rho - \lambda}| \leq \left| K - K' \right| \exp \left( \left| K - K' \right| - \left| K \right| K \right)
\]

we obtain:

\[
\left| K - K' \right| \leq 2C_{\alpha} |u|^\alpha Q_N(\lambda_1; \lambda_2),
\]

where

\[
Q_N(\lambda_1; \lambda_2) = \int_{-\Omega}^{\Omega} \left| H_N(\tau \lambda_1 - \tau u) \right|^\alpha \left| H_N(\tau \lambda_2 - \tau u) \right|^\alpha d\xi(u)
\]

Now, let us show that \( Q_N(\lambda_1; \lambda_2) \) converges to zero. Indeed, since \( \phi \) is bounded on \([-\Omega, \Omega]\), we have

\[
Q_N(\lambda_1; \lambda_2) \leq \sup(\phi) \int_{-\Omega}^{\Omega} \left| H_N(\tau \lambda_1 - \tau u) H_N(\tau \lambda_2 - \tau u) \right|^\alpha du
\]

\[
+ \sum_{i=1}^{q} C_i \left| H_N(\tau \lambda_1 - \tau w_i) H_N(\tau \lambda_2 - \tau w_i) \right|^\alpha
\]

(18)

From the definition of \( H_N \), we can write

\[
\int_{-\Omega}^{\Omega} \left| H_N(\tau \lambda_1 - \tau v) H_N(\tau \lambda_2 - \tau v) \right|^\alpha dv = \int_{-\Omega}^{\Omega} \frac{1}{B_{n,N}} \left| \sin \left( \frac{n}{2} \tau \lambda_1 - \tau v \right) \right|^{\alpha n} \left| \sin \left( \frac{n}{2} \tau \lambda_2 - \tau v \right) \right|^{\alpha n} dv.
\]

**a) First step:**

We show that the denominators of the first and second terms under the last integral do not vanish for the same \( v \), so we suppose that \( v \) exists, belonging to \([-\Omega, \Omega]\) and \( z, z' \in \mathbb{Z} \) such as:

\( \tau \lambda_1 - \tau v = 2z\pi \) and \( \tau \lambda_2 - \tau v = 2z'\pi \). Since \( \lambda_1 \neq \lambda_2 \), then \( z \) and \( z' \) are different.

\[
z - z' = \frac{\pi}{2} (\lambda_1 - \lambda_2)
\]

Therefore, \( |z - z'| \leq \frac{1}{w} |\lambda_1 - \lambda_2| \). As \( \lim_{N \to \infty} |\lambda_1 - \lambda_2| = 0 \),

consequently, for a large \( N \) we get:

\[
|z - z'| \leq \frac{1}{2}.
\]

Thus, we obtain a contradiction with the fact that \( z \) and \( z' \) are different integers.
b) Second step

We assume there exist \( q \) points, \( V_1, V_2, \ldots, V_q \in [-\Omega, \Omega] \) such as:

\[
\text{for } j = 1, 2, \ldots, q \quad \tau \lambda_j - \tau V_j \in 2\pi \mathbb{Z} \quad \text{then} \quad \frac{\lambda_j}{w} - \frac{V_j}{w} \in \mathbb{Z}, \quad \text{and we assume that there exist } q' \text{ points} \quad V'_1, V'_2, \ldots, V'_q \in [-\Omega, \Omega] \quad \text{such that for } i = 1, 2, \ldots, q' \quad \frac{\lambda_i}{w} - \frac{V_i}{w} \in \mathbb{Z}. \quad \text{Showing that,}
\]

\[
|V_j| \not\in \Omega, \quad |V'_i| \not\in \Omega \quad \text{for } 1 \leq j \leq q \quad \text{and} \quad 1 \leq i \leq q'. \quad \text{Indeed,} \quad -1 < \frac{\lambda - \Omega}{w} < 0 \\
0 < \frac{\lambda + \Omega}{w} < 1 \quad \text{because} \quad w > 2\Omega. \quad \text{Hence} \quad \frac{\lambda - \Omega}{w} \not\in \mathbb{Z} \quad \text{and} \quad \frac{\lambda + \Omega}{w} \not\in \mathbb{Z}. \quad \text{For a large } N, \quad \text{we get}
\]

\[
0 < \left[ \frac{\lambda}{w} \right]_E < 1, \quad \text{where} \quad \left[ x \right]_E \text{ is the integer part of } x. \quad \text{Hence,} \quad \frac{\lambda_j}{w} \not\in \mathbb{Z} \quad \text{and} \quad \frac{\lambda_i}{w} \not\in \mathbb{Z}. \quad \text{Similarly, it can be shown that}
\]

\[
\frac{\lambda_j}{w} + \frac{\Omega}{w} \not\in \mathbb{Z}. \quad \text{Thus,} \quad |V_j| \not\in \Omega \quad \text{and} \quad |V'_i| \not\in \Omega.
\]

c) Third step

We classify \( V_j \) and \( V'_i \) by increasing order:

\[-\Omega < V_{j_1} < V_{j_2} < \ldots < V_{j_q}, \quad \text{and we write the integral in the following manner:}
\]

\[
\int_{-\Omega}^{\Omega} \left| \frac{\sin \left[ \frac{n}{2} (\tau \lambda_i - \tau V) \right]}{\sin \left[ \frac{1}{2} (\tau \lambda_i - \tau V) \right]} \right|^k dv = I_1 + \sum_{i=1}^{q} I_{2,i} + \sum_{i=1}^{q} I_{3,i} + I_4
\]

where
where $\delta(N)$ is a nonnegative real number converging to zero and satisfying:

$$-\Omega < V_h - \delta(N) < V_h + \delta(N) < V_j - \delta(N) < V_j + \delta(N) < \ldots < V_{q+q} - \delta(N) < V_{q+q} + \delta(N) < \Omega,$$

and

$$\delta(N) < \left| \frac{\lambda_1 - \lambda_2}{2} \right|.$$ 

First, we show that the first integral converges to zero. We know that for a large $N$, we have $\lambda_i < \Omega$. For simplicity without loss of generality, we assume that for all $i$, $\tau \lambda_i - \tau V_j = 2k_i \pi$ with $k_i \in \mathbb{Z}$. Similarly, we can show the result if we rather assume that $\tau \lambda_2 - \tau V_j = 2k_i \pi$ with $k_i \in \mathbb{Z}$. Since there is no $v$ between $-\Omega$ and $V_h - \delta(N)$ on which the denominators are vanishing,

$$I_1 \leq \frac{1}{\inf \left[ \sin \left( \frac{\pi \delta(N)}{2} \right)^{ka}, \sin \left( \frac{\pi (\lambda_1 + \Omega)}{2} \right)^{ka} \right] \inf \left[ \sin \left( \frac{\pi (\lambda_2 - V_h + \delta(N))}{2} \right)^{ka}, \sin \left( \frac{\pi (\lambda_2 + \Omega)}{2} \right)^{ka} \right]}.$$ 

By substituting $V_h$ in the last inequality, we obtain

$$\left| \sin \frac{\pi (\lambda_2 - V_h + \delta(N))}{2} \right| = \left| \sin \frac{\pi (\lambda_2 - \lambda_1 + \delta(N))}{2} \right|^{ka}. \text{ For a large } N, \text{ we have}$$
\[
\frac{\tau |\lambda_2 - \lambda_1 + \delta(N)|}{2} \leq \pi \frac{\tau \delta(N)}{2} < \pi - \frac{\tau \delta(N)}{2}. 
\]

On the other hand, two cases are possible:

1. \(\lambda_2 - \lambda_1 > 0\), then we have \(|\lambda_2 - \lambda_1 + \delta(N)| = \lambda_2 - \lambda_1 + \delta(N) > \delta(N)\)

2. \(\lambda_2 - \lambda_1 < 0\), since \(\lambda_2 - \lambda_1 > 2\delta(N)\), we have

\(|\lambda_2 - \lambda_1 + \delta(N)| = \lambda_1 - \lambda_2 - \delta(N) > \delta(N)\).

Therefore,

\[
\frac{\tau \delta(N)}{2} < \frac{\tau |\lambda_2 - \lambda_1 + \delta(N)|}{2} < \pi - \frac{\tau \delta(N)}{2}. 
\]

For a large \(N\), we have \(\tau \delta(N) < 2\pi - \tau(\lambda_1 + \Omega)\) and \(\tau \delta(N) < 2\pi - \tau(\lambda_2 + \Omega)\). Then,

\[
\frac{\tau \delta(N)}{2} < \frac{\tau(\lambda_1 + \Omega)}{2} < \pi - \frac{\tau \delta(N)}{2} \quad \text{and} \quad \frac{\tau \delta(N)}{2} < \frac{\tau(\lambda_2 + \Omega)}{2} < \pi - \frac{\tau \delta(N)}{2}. 
\]

Consequently,

\[
I_1 \leq \frac{V_{\lambda_1} - \delta(N) + \Omega}{\sin \frac{\tau \delta(N)}{2}}. 
\]

For the integral \(I_{2,j}\), we bound the first fraction under integral by \(n^{\alpha}\):

\[
I_{2,j} \leq n^{\alpha} \int_{V_{\lambda_j} - \delta(N)}^{V_{\lambda_j} + \delta(N)} \frac{1}{\sin \left[ \frac{1}{2} (\tau \lambda_j - \tau v) \right]} d\nu 
\]

By substituting for \(V_{\lambda_j}\) in the last inequality and putting \(v = u - \frac{2k\pi}{\tau}\), we get

\[
I_{2,j} \leq n^{\alpha} \int_{\lambda_j - \delta(N)}^{\lambda_j + \delta(N)} \frac{1}{\sin \left[ \frac{1}{2} (\tau \lambda_j - \tau u) \right]} du. 
\]

Since \(|\lambda_j - u| < \delta(N)\), it is easy to note that:

\[
|\lambda_2 - u| \geq |\lambda_2 - \lambda_1| - |\lambda_1 - u| \geq |\lambda_2 - \lambda_1| - \delta(N) > \frac{|\lambda_2 - \lambda_1|}{2}
\]

Since \(\delta(N)\) converges to zero, for a large \(N\), we have

\[
0 < \frac{|\lambda_2 - \lambda_1|}{4} < \frac{|\lambda_2 - \lambda_1|}{2} < \frac{|\lambda_2 - \lambda_1| + \delta(N)}{2} < \pi. 
\]

Consequently:
\[ I_{2,i} \leq \frac{2\delta(N)n^{\kappa}}{\inf \left[ \frac{\sin |\lambda_2 - \lambda_1|}{4}, \sin \frac{|\lambda_1 - \lambda_2|}{2} \right]} \cdot \sqrt{\frac{\sin |\lambda_2 - \lambda_1|}{4}} \]

where
\[ \frac{|\lambda_2 - \lambda_1|}{M_N} \geq \frac{x_i - x_j}{M_N} . \]

Then, for a large \( N \), we have
\[ \frac{3\tau}{2} |\lambda_2 - \lambda_1| < 2\pi . \]

Therefore,
\[ \tau \left| \frac{\lambda_2 - \lambda_1}{4} \right| < \tau \left| \frac{\lambda_2 - \lambda_1 + \tau\delta(N)}{2} \right| < \pi - \tau \left| \frac{\lambda_2 - \lambda_1}{4} \right| . \]

Thus, we bound the integral as follows:

\[ I_{2,i} \leq \frac{2\delta(N)n^{\kappa}}{\left( \frac{\sin |\lambda_2 - \lambda_1|}{4} \right)^{\kappa}} \]

Since there is no \( V \) between \( V_{i+\delta(N)} \) and \( V_{i+1} - \delta(N) \) on which the denominators are vanishing, we get:

\[ I_{3,i} = \frac{V_{i+1} - V_i - 2\delta(N)}{A \times B} , \]

where

\[ A = \inf \left( \frac{\tau\lambda_1 - \tau V_i - \tau\delta(N)}{2}, \frac{\sin |\lambda_1 - \lambda_2 - \delta(N)|}{2} \right) \]
\[ B = \inf \left( \frac{\tau\lambda_2 - \tau V_{i+1} - \tau\delta(N)}{2}, \frac{\sin |\lambda_2 - \lambda_1 - \delta(N)|}{2} \right) \]

It follows from the hypothesis on \( \delta(N) \) that
\[ \frac{\tau\delta(N)}{2} < \frac{\tau}{2} |\lambda_2 - \lambda_1| - \frac{\tau}{2} |\delta(N)| < \frac{\tau}{2} |\lambda_1 - \lambda_2 - \delta(N)| < \frac{\tau}{2} |\lambda_1 - \lambda_2| + \frac{\tau}{2} |\delta(N)| < \pi - \frac{\tau\delta(N)}{2} . \]

Thus, by using the definition of \( V_i \), we obtain
We use the same way for bounding the other terms and we get:

\[
I_{3,i} \leq \frac{V_{h_{i+1}} - V_{h_i} - 2\delta(N)}{\sin(\delta(N))^{2k\alpha}}.
\]

and we get : Similarly, since there is no \( v \) between \( V_{j_{q+q'}} + \delta(N) \) and \( \Omega \) which the denominators are vanishing, we can show that:

\[
I_4 \leq \frac{V_{h_{i+1}} - V_{h_i} - 2\delta(N)}{E \times F},
\]

where

\[
E = \inf \left\{ \left| \sin \frac{\tau\lambda_1 - \tau\Omega}{2} \right|, \left| \sin \frac{\tau\lambda_1 - \tau V_{h_{q+q'}} - \tau\delta(N)}{2} \right| \right\},
\]

\[
F = \inf \left\{ \left| \sin \frac{\tau\lambda_2 - \tau\Omega}{2} \right|, \left| \sin \frac{\tau\lambda_2 - \tau V_{h_{q+q'}} - \tau\delta(N)}{2} \right| \right\}.
\]

Since \( \delta(N) \) converges to zero, for a large \( N \), we have

\[
\delta(N) < \frac{2}{\tau} \left( \frac{\pi}{2} - \frac{\tau}{2} |\lambda_1 - \lambda_2| \right)
\]

and

\[
\delta(N) < \frac{2}{\tau} \left( \frac{\pi}{2} - \frac{\tau}{2} |\lambda_1 - \lambda_2| \right).
\]

It follows that: We recapitulate, from the previous increases, we obtain

\[
\int_{-\Omega}^{\Omega} \left[ \left| \sin \frac{n}{2} (\tau\lambda_1 - \tau v) \right|^{k\alpha} \right] \left[ \left| \sin \frac{n}{2} (\tau\lambda_2 - \tau v) \right|^{k\alpha} \right] dv \leq \frac{\Omega + V_{h_i} - \delta(N)}{\sin(\delta(N))^{2k\alpha}} + \sum_{i=1}^{q_{q'}} \left| \frac{2n^{k\alpha}}{\sin(\delta(N))^{2k\alpha}} \right|^{k\alpha} + \sum_{i=1}^{q_{q'-1}} \left| \frac{\Omega - V_{h_{i+1}} - \delta(N)}{\sin(\delta(N))^{2k\alpha}} \right| + \left| \frac{\Omega - V_{h_{q+q'}} - \delta(N)}{\sin(\delta(N))^{2k\alpha}} \right|
\]

After simplification, we have
\[
\int_{-\Omega}^{\Omega} \left| \frac{\sin \left( \frac{n}{2} (\tau_1 - \tau v) \right)}{\sin \left( \frac{1}{2} (\tau_1 - \tau v) \right)} \right|^{ka} \left| \frac{\sin \left( \frac{n}{2} (\tau_2 - \tau v) \right)}{\sin \left( \frac{1}{2} (\tau_2 - \tau v) \right)} \right|^{ka} dv \leq \frac{2\Omega - 2(q + q') + 1}{\sin \frac{\tau \delta(N)}{2}} + \frac{2n^{ka} \delta(N)(q + q')(2\pi)^{ka}}{\left| \frac{\tau |x_2 - x_1|}{M_N} \right|^{ka}}.
\]

By bounding the first term on the right hand side of the last inequality and using the following inequality \( |\sin x| \geq \frac{|x|}{\pi} \), we get

\[
\int_{-\Omega}^{\Omega} \left| \frac{\sin \left( \frac{n}{2} (\tau_1 - \tau v) \right)}{\sin \left( \frac{1}{2} (\tau_1 - \tau v) \right)} \right|^{ka} \left| \frac{\sin \left( \frac{n}{2} (\tau_2 - \tau v) \right)}{\sin \left( \frac{1}{2} (\tau_2 - \tau v) \right)} \right|^{ka} dv \leq \frac{2\Omega \pi^{2ka}}{\left( \tau \delta(N) \right)^{2ka}} + \frac{2n^{ka} \delta(N)(q + q')(2\pi)^{ka}}{\left( \frac{\tau |x_2 - x_1|}{M_N} \right)^{ka}}.
\]

It follows from the lemma 2.1

\[
\frac{1}{B'_{a,N}} \int_{-\Omega}^{\Omega} \left| \frac{\sin \left( \frac{n}{2} (\tau_1 - \tau v) \right)}{\sin \left( \frac{1}{2} (\tau_1 - \tau v) \right)} \right|^{ka} \left| \frac{\sin \left( \frac{n}{2} (\tau_2 - \tau v) \right)}{\sin \left( \frac{1}{2} (\tau_2 - \tau v) \right)} \right|^{ka} dv \leq \frac{1}{\pi} \left( \frac{\pi}{2} \right)^{2ka} \left( \frac{2\Omega \pi^{2ka}}{n^{2ka-1} \left( \tau \delta(N) \right)^{2ka}} + \frac{2\delta(N)(q + q')(2\pi)^{ka}}{n^{ka-1} \left( \frac{\tau M_N}{\sigma_N} \right)^{ka}} \right).
\]

In order to obtain the convergence of the last expression to zero, we choose \( \delta(N) = n^{-\beta}, \quad \beta > 0 \), such as

\[
\lim_{n \to \infty} n^{2ka} = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{n^{\beta+ka-1} \left( \frac{\sigma_N}{M_N} \right)^{ka}} = 0.
\]

Thus, from (18) \( Q_N \) converges to zero. On the other hand,

\[
C(\lambda) \leq F_{p,d}^2 C_\alpha \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |K - K'| e^{iK' \cdot \cdot \cdot - K \cdot \cdot \cdot} \frac{du_1 du_2}{|u_1 u_2|^{1+p}},
\]

where \( |K - K'| \leq -C_\alpha \sum_{k=1}^{2} |u_k| \psi_N (\lambda_k) - \tau Q_N (\lambda_1; \lambda_2) \).
We denote by \( \delta_{(N,k')} = \psi_N \left( \lambda_{k'} \right) - \tau Q_N \left( \lambda_1, \lambda_2 \right) \). It follows from (18) and (20) that \( \delta_{(N,k')} \) converges to \( \phi(\lambda) \). Hence,

\[
C(\lambda) \leq F_{p,a}^{2} C_{a}^{2} 2 \tau C_{a} Q_N \left( \lambda_1, \lambda_2 \right) 4 \prod_{k=1}^{2} \int_{-\infty}^{\infty} \exp \left[ -C_{a} (u_{k'})^{2} \sigma_{N} \right] \left[ \delta_{(N,k')} \right] ^{2} \frac{du_{k'}}{1+\sigma_{N}^{2}}.
\]

Putting \( u_{k'} (\delta_{N,k'})^{1/2} = v \), we obtain

\[
C(\lambda) \leq F_{p,a}^{2} C_{a}^{2} 2 \tau C_{a} Q_N \left( \lambda_1, \lambda_2 \right) \left[ \delta_{(N,1)} \delta_{(N,2)} \right] ^{1/2} \left( \int_{-\infty}^{\infty} e^{-C_{a} v^{2}} dv \right) ^{2}.
\]

Since \( \phi(\lambda) > 0 \), \( C(\lambda) \) converges uniformly in \( x, x' \in [-1,1] \) to zero. From (20), we obtain

\[
J_2 = O \left( \frac{1}{n^{2(1-\beta)-1}} + \frac{1}{n^{\beta+k-1}} \right).
\]

Thus, \( \text{var} \left[ f_N(\lambda) \right] \) converges to zero and then, \( f_N(\lambda) \) is an asymptotically unbiased and consistent estimator.

4. CONCLUSIONS

In this paper, we estimate the spectral density of mixed stable process with continuous time when the process is observed at discrete instants. The aliasing phenomenon is avoided by assuming that the spectral is a compact support. This work can be applied in various fields. For example:

- The study of soil cracking where the observed signal is the resistance of the soil. This resistance can have random jumps that are due to the presence of some stones. Thus, the spectral measurement will be composed of two parts, one continuous and the other discrete corresponding to the resistance jumps encountered during the measurement.

- The growth of fruit on a tree can be considered as a continuous distribution, and when there is a fall of a fruit, the other fruits remaining on the tree absorb more energy and their growth will have a jump in value.

The perspective of this work is to optimize the smoothing parameters to have a better rate of convergence. For this purpose, the cross-validation method will be the most appropriate tool.

This work can also be completed by considering a more general case when we observe the process with random errors. In this case, we will use the deconvolution methods, which have proved their efficiency in the presence of random errors.
It would be interesting to give an estimator of the mode of the spectral density representing the frequency where the spectral density reaches the maximum of energy. For that, we must estimate the derivative of the spectral density function.
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ABSTRACT

This paper explains a method used to detect the presence of impulse noise in a set of scanned documents as a part of OCR preprocessing. As the document set is supposed to be processed in large scale, the primary concern of the noise detection method was efficiency within existing project constraints. Following the nature of noise, the method seeks to detect the presence of noise in document margins. The method works in two stages. First stage is margin detection, based on color spectre analysis. Second stage is noise recognition in margin samples, based on a pixel contrast score. The resulting implementation proved efficient both in terms of detection accuracy and algorithmic complexity.
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1. INTRODUCTION

The problem we faced and developed a method to solve is the detection of specific cases of impulse noise in a set of scanned documents. Solution needed to take in account the boundaries of the project which introduced a method fully adapted to the document set and underlying code base. Document set features a large number of business reports, in the order of millions, scanned as PDF files where each page is a separate JPEG file. Pages were scanned in grayscale CCITT Fax format. Data processing program, which the method proposed here is part of, is implemented in Python 3 and uses numpy and OpenCV for other processing steps. These constraints do not affect the essence of the method as the method itself doesn’t use any external functions, but they do dictate the coding style [1].

By inspecting the documents manually, several types of noise were noticed [2, 3]. Impulse noise is uniformly distributed over the document. Stains are mostly present in corners of pages as they originate from stapling the paper. Lines, both horizontal and vertical, appear near the edges. Impulse noise presents the largest problem and is in the focus of the presented method. We have taken into account the other two types of noise, so as to make the presented method resistant to their appearance, as it was noticed that it affects noise detection, as explained later in this paper.

When impulse noise is present, the OCR process introduces errors. A variety of despeckling filters is available and some of them proved good in noise removal in this specific case. In a manually processed sample it was noticed that applying a despeckling filter on noisy documents improves
OCR accuracy, but increases error rate if applied on a clean document. Hence it is necessary to accurately check for noise presence, in order to apply a despeckling filter only where needed.

Our aim was to design a method which reduces both the number of passes and the coverage of each pass as a strategy to save on execution time and complexity. Nature of impulse noise in the dataset allows for noise detection in areas without text, where page margins are a good candidate for sampling. On a uniform background it is possible to detect noise by analysing the color spectre of pixels. Both steps, margin detection and noise detection by color spectre, can be implemented in an efficient manner and within given constraints.

1.1. Related Work

There is a variety of noise detection techniques, as noted in [4,5,6]. Most common way of noise detection is to process the document with a noise removal filter and measure the difference of original vs. the filtered version. If there is no significant difference the document is marked as noise-free, because noise removal didn’t introduce any changes. Drawback of this approach is that there are several passes over the entire document: to apply noise removal filters, to measure the difference, and more, depending on the nature of the detection process.

Document margin detection, in our specific case, is a special case of a more general text detection problem. As neural networks gained popularity, recent research seem to be focused more on general cases like paper and text detection and recognition in videos and images in a natural scene. There is a number of approaches to this problem, which provide decent results. Some of them can be found in [7, 8]. In [7] authors detect four types of text images: document images, scene images, born-digital images and heterogeneous text images. Our case falls into first type. Methods mentioned include: edge extraction and smoothing, clustering pixels with similar color and other methods aimed towards detecting the text region; detecting discriminative features of characters in text; segmenting the image and detecting the blocks which contain text; etc. As the purpose of these methods is to define a boundary in which the text is contained, they are designed in such a way that they need to pass through the entire image, which is the characteristic we wanted to avoid in our specific case.

1.2. Selected Approach

As previously noted, our aim was to detect page margin area and use it to sample the image and detect if noise is present using the color spectre. Having a very specific case of scanned documents, methods that rely on text boundary detection introduce unneeded processing steps as they need to pass through the entire image. We avoided that, and reduced the page processing to 40% of the page area by using the fact that the pages in our set of scanned documents are scanned straight, without rotation, and that the paper covers the entire image, hence eliminating the need to detect the page text boundary.

The proposed method works in two stages. First stage detects document margins using color spectre. Second stage checks if impulse noise is present within margins, as we treat them as an empty area on a document where noise is easily distinguished. Method is implemented as a main function and a set of helper functions. Main function returns boolean, indicating that the provided bitmap contains noise.

This paper is organised as follows: we first explain prerequisites and define an efficiency boundary which should be met in order to improve execution time of the entire process; then we develop both stages of the method. We conclude the paper with test results over a manually
prepared dataset where documents were separated into two groups: with and without noise. Test results prove that the efficiency of the proposed method is within acceptable boundaries.

2. **PREREQUISITES**

Manual inspection of the dataset showed that about 3% of documents contain impulse noise. These documents have to be pre-processed using a filter. We aim to save on execution time in the other 97% of documents by introducing a method which is faster than the noise removal process. Let’s denote execution time of noise removal process as R and noise detection process as D. In case of using only noise removal process, overall execution time would be $T_1 = 1 \times R$. In case of using a detection process, noise removal would be performed only on 3% of samples. Overall execution time in this case is: $T_2 = 1 \times D + 0.03 \times R$. To achieve $T_2 < T_1$, we need $D < 0.97 \times R$. This boundary is used in 6.1. Noise Detection Complexity, to confirm that the proposed method is within acceptable range.

Documents are scanned in portrait orientation, with little to no rotation. Where present, rotation is $< 0.5^\circ$. Page size varies around 3500px in height. Expected displacement of the upper and lower corner of the text area is set to be less than 16px. Each page is scanned as a JPEG picture in RGB format, though they are all in greyscale. Initial unpacking and transformation from PDF file gives us an nxm matrix of byte values, where each value represents a single pixel. Values range from 0-255, 0 being black and 255 being white. Documents seem to be preprocessed during the scanning, as all of them featured black text, there were no greyish and washed-out samples. Documents contain left aligned or justified text and/or tables, with clearly distinguishable margins. Nature of contents dictates uniform formatting. Typical page in the observed dataset is shown in Figure 1. Few cases were found with contents in header area, which doesn’t affect our method as these sections are ignored, so cutting off a part of header or footer, with page number or similar, is acceptable.

Tables are often bordered and OCR showed better results when borders are removed, hence horizontal and vertical line removal is a required step and as such it is not considered as overhead if performed as part of noise detection method. This proved beneficiary in the margin detection stage. Line filtering is performed initially, after the page is loaded into memory as an OpenCV image. We applied a special horizontal and vertical kernel to detect lines and fill them with white pixels [9]. As this is a required pre-processing step for OCR, we do not count it into the noise detection process when we calculate the complexity.
3. MARGIN DETECTION

The method implements detection of left and right margins. We consider these two sufficient for noise detection in second stage. We expect that the outer side of the margin has significantly more light-colored pixels than the inner side. Margin color spectre is created by counting number of pixels for each of 256 levels of gray in bitmap columns. An example of spectre plot is depicted in Figure 2, and it shows the spectre of the first left quarter of a page depicted in Figure 1. Plot is generated using Python’s matplotlib library. Black color indicates 0 values while white color indicates maximum value. Plot is in grayscale representation, which means that spectre values are scaled to [0-255] range. As there is disproportionately more white pixels, white color biases the plot, so to get better plot resolution we put a zero value for white. On Figure 2 we notice a sudden jump around column 350, which corresponds to left margin. x-axis indicates grayscale values (0-black, 255-white). y-axis indicates bitmap column.

As the left and right margins are vertically oriented and taking in account that rotation of text is less than 0.5° we expect that the transition step in color spectre is less than 16px wide, as stated in 2. Prerequisites. In Figure 2 we indeed notice a sharp jump in the darker part of the spectre, on the left side of the plot. Similar follows in the lighter part of the spectre. Gray shades are induced by interpolation and JPEG’s lossy nature. Though this confirms the statement it is the consequence and not the reason and we will focus solely on the darker part of the spectre. With this, we reduced the problem of finding a margin to the problem of detecting a step in the spectre plot.
We see no difference in black and “almost black” pixels, as they both represent a symbol on a page. Spectre color range is reduced to 8 groups, so the first group represents shades from 0-31, second from 32-63 etc. Figure 3. shows the reduced spectre, with the darker part only. It is noticeable, and expected, that most of the non-zero values fall into the first group. We will extract this group as a vector of values, where each value presents a number of pixels coloured 0-31 in a corresponding bitmap column. Figure 4. shows such vectors of left, right, top and bottom margin, in respective order. For the left margin we see a distinct jump around column 350, where the margin is located. We notice that the right margin follows the same pattern, though we expect more oscillations due to uneven text alignment, as text is not necessarily justified and not all lines end exactly at the margin, but we still notice a jump. Top and bottom margins are hard to distinguish as we cannot be certain if a spike is generated by a line of text or a stain, and instead of a single step, we have multiple small steps as there is empty space between lines. This case is harder to address properly and the method efficiency is within acceptable boundaries with left and right margin only, so we can safely ignore these two cases and focus on left and right margin only. Right margin is symmetrical to the left margin. We can apply the same processing for both margins, as long as we take care of the inverted direction of the right margin.
3.1. Step Detection

The problem of finding a margin is now reduced to a problem which is in literature referred to as “step detection”, “step finding” and similar. There are plenty of methods which can be applied, like [10]. As we want to find one single, highest, jump it is possible to use the following steps:

1. Smooth the vector using average filter
2. Calculate a vector of neighbour increments using a 16px slide window
3. Smoothen that vector by cutting off small, below average, values
4. Find the leftmost (rightmost) hill

Average filter takes in account five elements, two on the left, two on the right and the current element. Current element is replaced by the calculated average value. Leftmost and rightmost elements use zero to pad the out-of-bounds vector values.

Neighbour increments are calculated differences between two consecutive vector elements. We expect to have the highest value at the position of step. As the page can be tilted up to 16 pixels, it is possible that the step is spread across these 16 bitmap columns/corresponding vector values. For that reason, we use a slide window to calculate the neighbour increment vector. Instead of using only two consecutive vector elements, we will use previous 8 and next 8, and sum their consecutive differences as a value. This has two useful effects: it will cause further flattening of parts with small oscillations; and it will cause accumulation of consecutive jumps and emphasizing the value in margin position in case of a tilted margin.

Figure 5. shows the original vector in blue, smoothened vector in orange and neighbour increments vector in green. We see negative values which imply drops of vector. As we are looking for the highest increment, we can safely ignore these values and treat them as zero.
Margin position is decided by finding the leftmost hill. We expect it to be the highest, but anticipate that it is possible to have two or more such hills, in case of formatted tabular text, hence the leftmost hill is preferred. It is possible that the neighbour increments vector contains lower hills left of margin position. These need to be removed. Simple and efficient method is to find the average hill height and flatten all the hills below the average. Figure 6. shows the smoothened vector in orange and neighbour increments vector with slide window in green, with all the below-average values trimmed to 0.

Leftmost hill corresponds to the left margin position. Finding a hill is a simple algorithmic task of iterating through an array and finding the first non-zero value which is greater than its left and right neighbour. Same process follows for right margin. We need to invert the vector and take care to calculate the margin position accordingly, as an offset from right page border.

Accuracy of this method was tested by adapting the code to draw vertical lines on detected margin positions over a set of pages. Manual inspection showed that the method detects margins correctly, with acceptable error rate. In additional calibrating, margins were moved 8 pixels to the outside, to ensure that margin area doesn’t contain edges of letters.

4. **Noise Recognition**

When present, noise is spread across the entire page with more or less density and granulation. Noise samples vary from a single black pixel to a small group of pixels. Pixel colors vary from black to grayish, but match the previously used first group of quantized colors, with pixel color ranging 0-31. Lighter pixels do not affect OCR efficiency and can be safely ignored. Noise density varies from sample to sample, but on a single sample it is constant.
By applying the previously described method for margin detection we are able to extract two parts of a document which are (mostly) empty. In an empty area noise is easy to detect by simply counting black pixels and setting a threshold. Problem with threshold is that noise density is not the same in all the documents. Setting a high threshold would produce false negatives in documents with low noise density, while setting a low threshold would produce false positives in pages where there is some hanging text or stains. Another problem which we want to address are stains, which should not be counted as noise, as that would distort the process.

By analysing the documents we found the following characteristic of noise: noise is mostly a group of pixels in the form of a dot of varying size, up to 20 pixels. As measuring sizes of each point would be an "expensive" task in terms of execution time, we defined a metric based on contrast and found a threshold value based on statistics of a sample set of documents. A side effect of this method is that it successfully ignores large stains, as these become statistically irrelevant, and thus avoids distortion by this type of noise.

### 4.1. Measuring Pixel Contrast

Pixel contrast can be expressed and measured in several ways. We have a grayscale image with colors quantized to 8 values which can further be simplified to a monochrome image, as we consider 0-31 as black and the rest as non-black. Contrast of a single pixel is measured by counting how many of 8 surrounding pixels are of the same color. By such measure, a single black pixel on a white background has the highest contrast score of 8. A white pixel on white background has the lowest contrast score of 0, the same as black pixel on a black background – a pixel inside a noisy point or a stain.

Figure 7 shows a zoomed-in part of the margin with noise samples and the same margin after measuring contrast. Contrast values are scaled to match the grayscale spectre, so 0 maps to black and 8 to white. We see that the proposed measure emphasizes edges of noise samples, as this is the area with high contrast.

![Figure 7. (a) Sample of margin (b) Corresponding pixel contrast values](image)

### 4.2. Calculating the Noise Granulation Threshold

Margin dimensions vary around 3500x300px, with roughly 1,000,000 pixels in a margin. Noisy documents feature several hundreds of noise samples. Number itself varies and cannot be considered a candidate for a threshold value. Presence of black pixels is an obvious parameter, and we want to determine if black pixels are grouped into small dots, typical to noise, or a large stain which can be ignored as it is not a case of impulse noise.
Size of a stain dictates the ratio of pixels on the edge and pixels inside the stain. Edge pixels have a higher contrast score, while inner pixels have a contrast score of 0. As noise stains are mostly round we expect that the ratio of edge vs. inner pixels be around 0.5. In case of a noise featuring only single black pixels, the ratio is 1, as 100% of pixels are contrasting, edge, pixels. In case of a noise featuring one large stain, the ratio would be low, as the majority of black pixels are inside the stain. We conclude that the smaller the stain the higher the ratio.

To find the ratio threshold we will process a manually separated set of noisy documents. Processing is performed in the following manner: for each document in sample set detect margins; quantize margins to monochrome, by treating 0-31 as black and 32-255 as white; count black pixels; count contrasting pixels; and calculate the ratio as number of contrasting pixels divided by number of black pixels. Results of this process, applied on a sample set, are listed in Table 1. We see that the average ratio is roughly 0.6, which means that the majority of granulation is such that 60% of pixels are on the edge and 40% on the inside of a stain. Ratio of 0.4 is selected as a threshold value of declaring that a margin is filled with the noise in question.

### Table 1. Black to contrast pixels ratio in margins of a test set

<table>
<thead>
<tr>
<th>Margin</th>
<th>Value</th>
<th>Min</th>
<th>Average</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td>Black pixels</td>
<td>1</td>
<td>1328.36</td>
<td>13134</td>
</tr>
<tr>
<td></td>
<td>Contrasting pixels</td>
<td>1</td>
<td>841.52</td>
<td>7862</td>
</tr>
<tr>
<td></td>
<td>Contrasting/black pixels ratio</td>
<td>0.24</td>
<td>0.78</td>
<td>1.00</td>
</tr>
<tr>
<td>Right</td>
<td>Black pixels</td>
<td>14</td>
<td>10477.92</td>
<td>66678</td>
</tr>
<tr>
<td></td>
<td>Contrasting pixels</td>
<td>14</td>
<td>6198.08</td>
<td>40126</td>
</tr>
<tr>
<td></td>
<td>Contrasting/black pixels ratio</td>
<td>0.42</td>
<td>0.76</td>
<td>1.00</td>
</tr>
</tbody>
</table>

5. **The Noise Detection Method**

In 3. we defined the method for detecting left and right margin. In 4. we defined the method to test whether an empty area contains noise. In this specific set of documents margins can be considered as empty, text-free, areas and used to test if document is noisy. Nature of noise is such that the noise, if present, is uniformly spread across the document. Hence, we expect that both margins have similar noise density and granulation. Margins are not the same width, right margin is usually narrower, so margin width ratio needs to be taken in account. We used the ratio of black pixels to all pixels in a sample. Although expected to be approximately the same, experiments showed that this ratio is mostly between 1.1 – 1.7 but varies up to 3. Reason for this could be gradual noise granulation, where granulation decreases from left to right due to the nature of the error source, which is hard to notice and confirm in visual inspection. Experimental results, with testing over the same set where ratio in condition was set to values in range [1,10] showed that the best error-rate is achieved by setting this ratio upper limit to 3, and that for values > 3 it doesn’t introduce any changes to method accuracy.

Additionally, we expect a specific type of noise, large stains, to appear in the significant number of documents. This type of noise is to some extent ignored in noise recognition methods, as explained above. To further improve the method we split the margins into quarters and each quarter is processed separately. That way we have four sets of parameters for each margin. Margin sections are sorted and only the middle one in each margin is used for reference. Experiments showed better performance in terms of false positives and false negatives after this step was added, as this step effectively bypasses areas with large stains, if such are present.

The obvious prerequisite for noise presence is that both margins contain black pixels. Further analysis of the dataset showed that samples with less than 12 dark pixels in any of the margins are not to be considered noisy, as the noise is sparse enough that it doesn’t interfere with OCR.
Following the noise recognition method previously described, the ratio of contrasting pixels to black pixels has to be at least 0.4.

Considering all these conditions, the noise detection method and the following helper functions pseudocode have the following form:

```plaintext
function isBlack(bitmap, x, y): return (bitmap[x,y] < 32)

function contrast(bitmap, x, y):
    contrastedNeighbours = 0
    for i in (-1,0,1):
        for j in (-1,0,1):
            if x+i>=0 and x+i<bitmap.width and y+j>=0 and y+j<bitmap.height
                and isBlack(bitmap, i, j) != isBlack(bitmap, x+i, y+j):
                    contrastedNeighbours++
    return contrastedNeighbours

function findMargins(bitmap):
    marginWidth = round(bitmap.width / 5)
    leftMarginSpectre = [0] * marginWidth
    rightMarginSpectre = [0] * marginWidth
    for j=0 to bitmap.height:
        for i=0 to marginWidth:
            if isBlack(bitmap, i, j): leftMarginSpectre[i]++
        for i=(bitmap.width-marginWidth) to bitmap.width:
            if isBlack(bitmap, i, j): rightMarginSpectre[i]++
        rightMarginSpectre = reversed(rightMarginSpectre)
    leftMargin = findStep( leftMarginSpectre, marginWidth ) - 8
    rightMargin = bitmap.width - findStep( rightMarginSpectre, marginWidth ) + 8
    return (leftMargin, rightMargin)

function findStep( spectre, n ):
    spectre[-2] = 0, spectre[-1] = 0, spectre[n] = 0, spectre[n+1] = 0
    for i=0 to n:
        spectre[i]=(spectre[i-2]+spectre[i-1]+spectre[i]+spectre[i+1]+spectre[i+2]) / 5
    increments = [0] * n
    incrementsSum = 0, prev8sum = 0, next8sum = 0
    for i=8 to n-8:
        prev8sum += spectre[i]
        prev8sum -= spectre[i-8]
        next8sum += spectre[i+8]
        increments[i] = next8sum - prev8sum
        incrementsSum += increments[i]
    incrementAverage = incrementsSum / (n-16)
    for i=8 to n-8:
        if increments[i] < incrementAverage:
            increments[i] = 0
    for i=1 to n-1:
        if increments[i-1]<increments[i] and increments[i]>increments[i+1]: return i
    return n

function isNoisy(pageBitmap):
    (marginLeft, marginRight) = findMargins(pageBitmap)
    left, right= [ (0,0), (0,0), (0,0), (0,0) ]
    for j=0 to pageBitmap.height:
        for i=0 to marginLeft:
if isBlack(pageBitmap, i, j) :
    left[ floor(j/4) ][0]++
if contrast(pageBitmap, i, j) > 0 :
    left[ floor(j/4) ][1]++
for i=marginRight to pageBitmap.width:
    if isBlack(pageBitmap, i, j) :
        right[ floor(j/4) ][0]++
    if contrast(pageBitmap, i, j) > 0 :
        right[ floor(j/4) ][1]++
sort( left, lambda a,b: a[0]<b[0] )
sort( right, lambda a,b: a[0]<b[0] )
midBlackPixelsLeft, midBlackPixelsRight = left[1][0], right[1][0]
midContrastingToBlackRatioLeft = left[1][1] / left[1][0]
midContrastingToBlackRatioRight = right[1][1] / right[1][0]
ratioDifference = midContrastingToBlackRatioLeft / midContrastingToBlackRatioRight
if ratioDifference < 1: ratioDifference = 1/ratioDifference
if  left[1][0] > 12  and  right[1][0] > 12
    and midContrastingToBlackRatioLeft > 0.4
    and midContrastingToBlackRatioRight > 0.4
    and ratioDifference < 3:
        return true
else
    return false

5.1. Noise Detection Method Complexity

Pseudocode above initially performs one pass over the marginal area, which is set to be 1/5 of the page on the left and right side. After that pass, a color spectre vector is formed and we have four iterations over that vector and a generated increments vector of the same size. After margins are found, we iterate over both margins to calculate needed pixel counts and generate two vectors with four elements each. Sorting these vectors is considered constant, as four elements can be sorted using a fixed set of nested if conditions.

Let’s say we have a bitmap of size nxm. Initial passes take 2*n*m/5 iterations. Then we have 2*4*m/5 iterations over spectre vectors. Finally we have n*m_r+n*m_l, where m_l is left margin width and m_r is right margin width. In the worst case both can be m/5, though we expect less in general case. This gives us 2*n*m/5 + 2*4*m/5 + 2*n*m/5 = 4/5*n*m + 8/5*m. Dominating factor here is 4/5*n*m, where we see that order of the method complexity is 80% of page size. In 2. Prerequisites, we calculated the upper boundary as D<0.97*R, where R is the noise removal process. Noise removal process inherently iterates over entire page so order of complexity of R is n*m. As 0.8*n*m < 0.97*n*m we conclude that the proposed method provides the required efficiency.

6. Experimental Results and Discussion

Accuracy of the proposed method was tested on a manually curated set of actual documents. Test set featured two classes of documents: noisy samples and clean samples. We selected 806 samples, of which 301 were noisy and 505 were clean. Both sets were processed and noise detection results were compared to expected results. This enabled us to count false positives and false negatives. Results are presented in Table 2. We see 7% false negatives and 0.8% false positives. We consider these results acceptable, as we are more concerned to not denoise clean documents, as it introduces errors, while denoising noisy documents is considered an advantage, whatever the denoising rate is. To get the real error rate we need to take in account that noisy documents take 3% of overall documents, which means that the effective error rate is 7% of 3%.
Adjusted error rates are also included in Table 2. and we see that overall error rate is below 1%, which we consider a satisfying result.

Table 2. Test results

<table>
<thead>
<tr>
<th>Set</th>
<th>Samples</th>
<th>Correct</th>
<th>Incorrect</th>
<th>Adjusted error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Count</td>
<td>%</td>
<td>Count</td>
</tr>
<tr>
<td>Noisy</td>
<td>301</td>
<td>280</td>
<td>93%</td>
<td>21</td>
</tr>
<tr>
<td>Clean</td>
<td>505</td>
<td>501</td>
<td>99.2%</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>806</td>
<td>781</td>
<td>96.9%</td>
<td>25</td>
</tr>
</tbody>
</table>

Horizontal table borders and lines in header and footer that are outdented and start inside the margin area proved to be a problematic feature in margin detection, notably on the detection of the left margin. Margin detection relies on color spectre and step detection. As text is, by rule, left-aligned, highest step will most often appear at the place where text starts. Hanging parts of borders and lines will, in that case, fall into margin part of the spectre, and will be treated as noise. Such case could skew the noise detection method and produce a false positive result. Test proved this behaviour and the effect to overall error rate was significant. Line removal is a required step in OCR preprocessing. The order of preprocessing steps doesn’t affect the efficiency of implementation, so it was decided to apply line removal before the noise detection step. If used in general case, our noise detection method would have to include line removal filter as a first step and add the filter’s complexity into noise detection method complexity.

Noise detection method was adjusted so to use left margin only. Initial tests provided good results in terms of low error rate. As this approach processes 50% less page area than initial, future direction of work will be focused on tweaking the noise detection method so to get satisfying error rate and reduce the processing time per page as this is a critical factor in method’s design.

7. CONCLUSIONS

This paper introduced a method of noise detection in a specific surrounding. Project constraints, with large scale document processing being most important, affected the method design in such a way that we focused on achieving the efficiency through adapting to the dataset in question. As a result we got an optimised, efficient solution which satisfies project requirements.

Proposed method works in two stages. First stage detects margins by analysing color spectre of the document. We successfully tweaked the process to reduce the number of iterations over a document and constructed the entire process using elementary operations, which further improves code efficiency. Following the nature of the documents, we were able to reduce the color spectre to one-dimensional vector and perform analyses on that vector in a very efficient manner. Second stage detects presence of noise in margin area. By introducing the contrast metric we managed to perform noise detection in the environment with variable noise granulation and density.

Overall complexity of the method is within acceptable boundaries. Success rate was measured on a manually curated set of documents. Results showed a satisfying accuracy.
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ABSTRACT

Combining images with different exposure settings are of prime importance in the field of computational photography. Both transform domain approach and filtering based approaches are possible for fusing multiple exposure images, to obtain the well-exposed image. We propose a Discrete Cosine Transform (DCT-based) approach for fusing multiple exposure images. The input image stack is processed in the transform domain by an averaging operation and the inverse transform is performed on the averaged image obtained to generate the fusion of multiple exposure image. The experimental observation leads us to the conjecture that the obtained DCT coefficients are indicators of parameters to measure well-exposedness, contrast and saturation as specified in the traditional exposure fusion based approach and the averaging performed indicates equal weights assigned to the DCT coefficients in this non-parametric and non-pyramidal approach to fuse the multiple exposure stack.
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1. INTRODUCTION

The classical approach [13] to fuse multiple-exposure image set involves Laplacian pyramid and finding the characteristic parameters like Saturation, Contrast and Well-exposedness and fusing them using the Gaussian weighting scheme. Later approaches like fusing multiple exposure images with like the ones listed in [2], and transform domain approaches [reference] started to evolve. Pixel based representation of images are possible on paper and traditional display devices. For colour image displays we assign three channels R,G and B channel and assign 8 bit per pixel for each channel. So for every colour channel 256 possible values are formed. Figure 1 depicts the variable exposure stack of the Office images. Figure 2 depicts the generated HDR image. Figure 3 shows the tone-mapped LDR image.

Various HDR formats such as the ones stated below are listed in [39]

1. OPENEXR FORMAT (or EXtended Range format or ‘.exr’ format).
In this work we perform fusion of the transform domain coefficients using a fusion rule. The multiple exposure stack is first transformed into the DCT domain and then an averaging operation is performed of the transform coefficients. This averaged output is then inverse transformed to obtain the fused output. The block variance is allowed to have a statistical distribution, and the DCT coefficients follow a Laplacian nature.[40] this then implies that we exploit the Laplacian nature of the coefficients which follows similar nature of the Laplacian distribution or Laplacian pyramidal decomposition in the spatial domain on which we perform in traditional exposure fusion.
2. CHALLENGES INVOLVED IN HDR IMAGE CAPTURE

Traditional cameras are unable to measure the radiance distribution of the scene and so it becomes unable to capture the full spectral content and dynamic range of the scene. There are inherent limitations in most digital image sensors so as to not make it possible to capture the entire dynamic range of a scene in a single exposure setting. A standard camera records multiple exposures with the right software. Selection of the right pixel to be combined to obtain the fused image is another challenging task.

Inherent assumptions include

1. Capturing device is perfectly linear
2. Each pixel in every exposure needs to be brought into the same irradiance domain
3. Corresponding pixels are averaged across the exposures.
4. Over and under exposed pixels must be excluded

Under practical considerations

1. “Cameras” are not perfectly linear.
2. Registration of various objects in the scene due to camera shake.
3. Moving objects and objects thus the following needs to be considered.
4. Understanding the nature and plotting of the Camera Response Curve Function (CRF)
5. Involving the computations of the irradiance values.
6. Image registration techniques.

The further section discusses in detail the classical HDR imaging technique, by Debevec et. al. [2]. Then we describe the classical exposure fusion technique in the spatial domain involving pyramidal decomposition and Gaussian weighting by Mertens et. al. [1] further ahead evolving to the transform domain approaches and to the current work based on a non-pyramidal and uniform weighting approach based on DCT.

3. CRF BASED HDRI

The photochemical and the electronic reciprocity of the imaging system is exploited by the algorithm. The Hurter-Driffield characteristic curve summarizes the response of the film to variations in exposure. The curve gives a plot of the optical density D of the processed film versus the logarithm of its exposure setting. Exposure setting is obtained as the product of the irradiance E and exposure-value or exposure-time. We obtain a quantity Z which is function of the exposure setting X of a particular pixel. Consider a function f which is a conglomeration of characteristic function of the film and the non-linearities introduced by other processing steps. Initially we should recover this function f, once we have f we can recover exposure at each pixel as

\[ f^{-1}(Z) \]  \hspace{1cm} (1)

The function f is a monotonically increasing function so \( f^{-1}(Z) \) is definable. If we know the exposure time \( \delta(t) \), the irradiance I is obtained as

\[ I = Z/\delta(t) \]  \hspace{1cm} (2)
The irradiance $I$ is proportional to the radiance $L$ of the scene. So consider a set of exposure times $\delta(t_j)$ for a static scene with constant lighting the film reciprocity equation can be written as

$$Z_{ij} = f(I_i \cdot \delta(t_j))$$

(3)

Assuming monotonicity of $f$ we find that $f$ is an invertible function so we can write equation (previous) as

$$f^{-1}(Z_{ij}) = I_i \cdot \delta(t_j)$$

(4)

Taking natural logarithms on both the sides we get

$$ln(f^{-1}(Z_{ij})) = ln(I_i) + ln(\delta(t_j))$$

(5)

Considering $h = f^{-1}(Z)$ we obtain the final equation for the characteristic curve as follows

$$h(Z_{ij}) = ln(I_i) + ln(\delta(t_j))$$

(6)

The curve representing $h$ is called as characteristic curve which is generalized and is independent of the input image set. Minimum two photographs with varying exposure settings are required to calculate the characteristic curve. Finally the irradiance is obtained as

$$ln(I_i) = \left( \frac{\sum_{n=1}^{P} w(Z_{ij}) \cdot [ h([Z_{ij}]) - ln(\delta(t_j))] }{\sum_{n=1}^{P} w(Z_{ij})} \right)$$

(7)

Thus we observe that the CRF based HDRI is computationally intensive and depends on log manipulations.

4. **MERTEN’S CLASSICAL EXPOSURE FUSION APPROACH IN HDR**

A camera of limited dynamic range is able to capture a Output referred image rather than a Scene referred image which is possible through HDR. This approach works basically in the spatial domain. Multiple exposure image set is obtained and each image gets treated by the estimated inverse camera response function (CRF). Weighted pixel blending is carried out to obtain the exposure fused image [1]. Sometimes a Multi Resolution Analysis (MRA) based blending is carried out which being a pyramidal de-composition approach gives rise to visible seams and blur. There also arises a need to go for higher order pyramidal decomposition.

5. **COMPARISON BETWEEN HDR AND LDR ENCODINGS**

A scene referred to an output transformation is a one-way irreversible transformation. This transformation is called by a process called as tone mapping. A typical tone mapping operation is a transformation in which the scene referred pixel is transformed into an output referred pixel. In the HDR image encoding scene referred Ness is given more prominence than an output referred Ness. Scene referred HDR encoding can be always converted to an output referred format but vice-versa is not true. So its a one-way trans formation.
6. HDR Imagery Applications

The following are a list of HDR Imagery applications:

1. Physically based rendering (Global Illumination)
2. Remote sensing:
3. Digital Photography:
4. Image Editing:
5. Digital Cinema (and Video):
6. Virtual Reality (VR):

7. Related Work

Debevec et al. [8] developed a technique in which different exposure images are combined into a single radiance map such that the pixel values are in proportion to the radiance values. Bogoni and Hansen [24] stated an in which the Luma and the Chroma components were decomposed into Laplacian pyramid and Gaussian pyramid respectively. A fusion based on illumination estimation was suggested by [25], Vonikakis et al. The problem of motion blur in longer exposure images was addressed by Tico et. al. [26]. In the method developed by Jinho and Okuda [27] they designed weighting functions that do not dependant on exposure areas. Shen [28] used Generalized random walks to arrive at an optimal solution. Li and Kang [29] suggested a weighted sum fusion approach. Independent Component Analysis (ICA) was used by Mitianoudis and Stathaki [30] to propose their fusion scheme. Fusion involving weighted averaging of the input image stack was proposed in ([5], [6], [7]). Fusion approaches based on the irradiance values and not the intensity values of the pixels was developed in ([8], [9]). Transform based approach are discussed in ([38], [4]). Goshtasby developed a block based fusion approach [10]. Compositing without Matte was developed in [12] and the classical exposure fusion approach in [13] are two other important techniques of compositing. Bi lateral filter based method is suggested in [1]. A Bayesian approach for Matte generation is suggested in [11]. Approaches related to Markov random field [14], boundary location information [15], Poisson Solver based [16] and an optimization approach in [17] are other fully developed techniques. Making use of the fore(back)ground statistics an approach was developed in [18], using motion cues in [19] and through defocus cue in [20]. A generalistic a blending approach is stated in [21].

8. Some Popular HDR Imaging Techniques Used for Comparison in This Work

We now give a brief account of some state of the art HDR imaging techniques which are popular and can be used for comparison with this technique. Ashikmin et al. [31]

developed a technique which approach which maps the HDR image input to the luminance values possible to displayed by the display device, Banterlee et al. [32] presented a luminance zone based approach where every zone is processed by a Tone Mapping Operator (TMO) compatible for each zone. Raman et al. [1] developed a bilateral filter based compositing. Bruce et al. [33] developed a fusion approach based on relative entropy. Lischinski et al. A method based on interactive local adjustment of tonal values was proposed by [34]. Tan et al. [35] provides a logarithmic tone mapping algorithm. Mertens et al. [13] present a parametric classical multiple exposure fusion approach. Reinhard et al. [36] present a traditional tone mapping methodology. In addition we have transform domain approaches [4] and edge preserving Savitsky Golay filtering based approach [37].
9. The Discrete Cosine Transform (DCT)

The Discrete Cosine Transform used mainly in JPEG compression is a block transform. The basic formulation of the DCT was done by Ahmed et al. [46]. DCT exhibits unitary property and is similar to the KarhunenLo`ve Transform (KLT). It has got good energy compaction efficiency and rate distortion function. In the KLT [47] we observe decorrelated transform coefficients and the signal energy is compacted in the first fewest sub-bands. The N x N cosine transform matrix $V = v(k, n)$, also known as the Discrete Cosine Transform (DCT) which is defined as follows for $k = 0$ and $0 \leq n \leq (N - 1)$

$$v(k, n) = \frac{1}{\sqrt{N}}$$

and for $0 \leq k \leq (N - 1), 0 \leq n \leq (N - 1)$

$$v(k, n) = \frac{\sqrt{2}}{\sqrt{N}} \times \cos \frac{\pi(2n+1)k}{2N}$$

The properties of DCT are

1. DCT is not the real part of the unitary Discrete Fourier Transform (DFT)
2. DCT is real orthogonal
3. DCT is a fast transform.
4. Excellent energy compaction efficiency is seen in the DCT for highly correlated data.
5. The basis vectors of DCT are eigenvectors of the symmetric tridiagonal matrix.
6. DCT is very close to the KLT.

10. Regarding Distribution of 2-D Block DCT Coefficients

Pratt (1978) [41] carried out the earlier work on DCT Coefficients, it was conjectured that the DC coefficients are Rayleigh distributed assuming no level shift and the AC coefficients are Gaussian distributed according to the central limit theorem considering each pixel to be statistically independent from another. Tescher (1979) [42] and Murakami, Hatori and Yamamoto (1982) [43] indicated that the AC coefficients are Laplacian distributed, and the DC coefficients are Gaussian distributed. Reininger and Gibson [44] also asserted that DC coefficient follows a Gaussian PDF, and AC coefficients follow a Laplacian PDF. Reininger and Gibson performed the Kolmogorov-Smirnov (KS) test [45] on a 256x256 8-bit PCM grayscale images over multiple modes, and determined the best fit for the different PMFs. Observing the results of the (KS) tests [44] it is concluded that the AC block DCT coefficients follow a Laplacian distribution.

11. Motivation

The drawbacks of fusion in the spatial domain include

1. Brightness changes are vast around the edges.
2. Low pass filtered version is subtracted from the original to get the Laplacian pyramid based decomposition.
3. Pixels with higher frequency that is higher rate of change of illumination are retained.
4. We get reduced number pixels by sub-sampling the edges.
5. Sub-sampling gives disadvantage of approximating the non-edge pixels with the highly varying brightness edge pixels.
6. The weight maps also depict severe variations.
7. There is degradation in the contrast and there are low frequency brightness change in the pixels which are not edge pixels.

Few of the initial steps which are performed to get a low pass filtered version and subtracting it to get the Laplacian decomposition are achieved by the one step DCT transform itself. The finding of the pixel coefficients for compositing the images is simplified due to uniform weights being assigned to each pixel and the averaging operation. We achieve a seamless blending and the results are comparable with standard exposure fusion based approach and NSST based approach.

12. OUR METHOD

The steps involved in our algorithm are as follows

1. Perform the DCT transform of all the images in the image stack.
2. The DCT Coefficients of all these images are averaged out to obtain the resultant final image in the transform domain.
3. The inverse DCT transform of the resultant image in the transform domain is performed to obtain the fused result.

Thus we can note that all the pixels have equal prominence so equal weights are assigned to all the pixels which are captured in the transform domain. The transform coefficients are empowered enough to give prominence in their luma value and chroma values according to the exposure settings.

13. RESULTS AND DISCUSSION

The DCT-based exposure fusion outputs are compared with the techniques described in ([1],[4],[13],[31],[32],[33],[34],[35],[36] and [37]). The PSNR and the SSIM scores are improved. There is a decrease in error i.e. the IMMSE scores. High Q Scores are obtained using the VDP metric [23]. For the following set of images, shown in figures 5, 7, 9, 11 kindly refer to the table 1 shown below for knowing which of the sub-figure was generated using what approach.

Table 1. List of the sub figures indexes, showing results for images generated using various approaches used for comparison in this work.

<table>
<thead>
<tr>
<th>Sub figure index</th>
<th>Results using method described in</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>S G Filter based [37]</td>
</tr>
<tr>
<td>b</td>
<td>Ashikmin et. al. [31]</td>
</tr>
<tr>
<td>c</td>
<td>Banterlee et. al. [32]</td>
</tr>
<tr>
<td>d</td>
<td>Shanmuga et. al. [1]</td>
</tr>
<tr>
<td>e</td>
<td>Bruce et. al. [33]</td>
</tr>
<tr>
<td>f</td>
<td>Lischinski et. al. [34]</td>
</tr>
<tr>
<td>g</td>
<td>Logarithmic et. al. [35]</td>
</tr>
<tr>
<td>h</td>
<td>Mertens et. al. [13]</td>
</tr>
<tr>
<td>i</td>
<td>Reinhard et. al. [36]</td>
</tr>
<tr>
<td>j</td>
<td>NSST Based [4]</td>
</tr>
<tr>
<td>k</td>
<td>Our Method in this paper</td>
</tr>
</tbody>
</table>
The PSNR, SSIM, IMMSE scores and the Q factor score [23] are tabulated in the table 2.

Figure 4. Variable Exposure House Images.

Figure 5. Results generated for House images with approaches mentioned in table 1.

Figure 6. Variable exposure Window Images.

Figure 7. Results generated for Windows images with approaches mentioned in table 1.
Figure 8. Variable exposure Door Image set.

Figure 9. Results generated for Door images with approaches mentioned in table 1.

Figure 10. Variable Exposure Garage Image set.

Figure 11. Results generated for Garage images with approaches mentioned in table 1.
### Table 2. Performance parameters for the DCT-based Exposure Fusion and other state of the art approaches described in ([1],[4],[13],[31],[32],[33],[34],[35],[36]and[37])

<table>
<thead>
<tr>
<th>Image</th>
<th>Method</th>
<th>PSNR</th>
<th>IMMSE</th>
<th>SSIM</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOUSE IMAGE</td>
<td>Ashikmin [31]</td>
<td>66.1274</td>
<td>0.0300</td>
<td>0.9877</td>
<td>98.0525</td>
</tr>
<tr>
<td></td>
<td>Banterlle [32]</td>
<td>70.1584</td>
<td>0.0179</td>
<td>0.9890</td>
<td>98.1235</td>
</tr>
<tr>
<td></td>
<td>BFbased [1]</td>
<td>67.0624</td>
<td>0.0261</td>
<td>0.9878</td>
<td>98.2014</td>
</tr>
<tr>
<td></td>
<td>Bruce [33]</td>
<td>62.8707</td>
<td>0.0523</td>
<td>0.9839</td>
<td>98.1466</td>
</tr>
<tr>
<td></td>
<td>Lischinski [34]</td>
<td>64.7319</td>
<td>0.0375</td>
<td>0.9865</td>
<td>98.0537</td>
</tr>
<tr>
<td></td>
<td>Logarithmic [35]</td>
<td>68.5648</td>
<td>0.0214</td>
<td>0.9885</td>
<td>98.1503</td>
</tr>
<tr>
<td></td>
<td>Mertens [13]</td>
<td>62.8707</td>
<td>0.0523</td>
<td>0.9839</td>
<td>98.466</td>
</tr>
<tr>
<td></td>
<td>Reinhard [36]</td>
<td>63.5942</td>
<td>0.0366</td>
<td>0.9869</td>
<td>98.1023</td>
</tr>
<tr>
<td></td>
<td>SGFilterBased [37]</td>
<td>68.1417</td>
<td>0.0226</td>
<td>0.9883</td>
<td>98.1874</td>
</tr>
<tr>
<td></td>
<td>NSSTBased [4]</td>
<td>63.6711</td>
<td>0.0452</td>
<td>0.9866</td>
<td>98.0366</td>
</tr>
<tr>
<td></td>
<td>DCTBased (Our Method)</td>
<td>71.0176</td>
<td>0.0165</td>
<td>0.9893</td>
<td>98.2925</td>
</tr>
<tr>
<td>DOOR IMAGE</td>
<td>Ashikmin [31]</td>
<td>61.7326</td>
<td>0.0649</td>
<td>0.9838</td>
<td>98.0960</td>
</tr>
<tr>
<td></td>
<td>Banterlle [32]</td>
<td>61.5589</td>
<td>0.0672</td>
<td>0.9834</td>
<td>98.1026</td>
</tr>
<tr>
<td></td>
<td>BFbased [1]</td>
<td>70.6514</td>
<td>0.0170</td>
<td>0.9892</td>
<td>98.2521</td>
</tr>
<tr>
<td></td>
<td>Bruce [33]</td>
<td>61.1196</td>
<td>0.0733</td>
<td>0.9892</td>
<td>98.1909</td>
</tr>
<tr>
<td></td>
<td>Lischinski [34]</td>
<td>58.2465</td>
<td>0.1326</td>
<td>0.9748</td>
<td>98.0905</td>
</tr>
<tr>
<td></td>
<td>Logarithmic [35]</td>
<td>62.4220</td>
<td>0.0589</td>
<td>0.9842</td>
<td>98.169</td>
</tr>
<tr>
<td></td>
<td>Mertens [13]</td>
<td>61.1196</td>
<td>0.0733</td>
<td>0.9822</td>
<td>98.1909</td>
</tr>
<tr>
<td></td>
<td>Reinhard [36]</td>
<td>58.0458</td>
<td>0.1384</td>
<td>0.9737</td>
<td>98.1865</td>
</tr>
<tr>
<td></td>
<td>SGFilterBased [37]</td>
<td>70.89</td>
<td>0.0167</td>
<td>0.9893</td>
<td>98.2389</td>
</tr>
<tr>
<td></td>
<td>NSSTBased [4]</td>
<td>63.8374</td>
<td>0.0438</td>
<td>0.9864</td>
<td>98.1472</td>
</tr>
<tr>
<td></td>
<td>DCTBased (Our Method)</td>
<td>71.0176</td>
<td>0.0165</td>
<td>0.9893</td>
<td>98.2925</td>
</tr>
<tr>
<td>WINDOW IMAGE</td>
<td>Ashikmin [31]</td>
<td>65.4498</td>
<td>0.0333</td>
<td>0.9875</td>
<td>98.0258</td>
</tr>
<tr>
<td></td>
<td>Banterlle [32]</td>
<td>65.4498</td>
<td>0.0333</td>
<td>0.9875</td>
<td>98.0258</td>
</tr>
<tr>
<td></td>
<td>BFbased [1]</td>
<td>67.2379</td>
<td>0.0255</td>
<td>0.9882</td>
<td>98.0855</td>
</tr>
<tr>
<td></td>
<td>Bruce [33]</td>
<td>61.0632</td>
<td>0.0745</td>
<td>0.9810</td>
<td>98.0566</td>
</tr>
<tr>
<td></td>
<td>Lischinski [34]</td>
<td>65.4698</td>
<td>0.0332</td>
<td>0.9875</td>
<td>98.0036</td>
</tr>
<tr>
<td></td>
<td>Logarithmic [35]</td>
<td>66.7944</td>
<td>0.0271</td>
<td>0.9881</td>
<td>98.0285</td>
</tr>
<tr>
<td></td>
<td>Mertens [13]</td>
<td>61.0368</td>
<td>0.0745</td>
<td>0.9810</td>
<td>98.0566</td>
</tr>
<tr>
<td></td>
<td>Reinhard [36]</td>
<td>66.8427</td>
<td>0.0719</td>
<td>0.9881</td>
<td>98.0362</td>
</tr>
<tr>
<td></td>
<td>SGFilterBased [37]</td>
<td>70.6617</td>
<td>0.0170</td>
<td>0.9892</td>
<td>98.1223</td>
</tr>
<tr>
<td></td>
<td>NSSTBased [4]</td>
<td>66.9991</td>
<td>0.0263</td>
<td>0.9883</td>
<td>98.1374</td>
</tr>
<tr>
<td></td>
<td>DCTBased (Our Method)</td>
<td>71.7756</td>
<td>0.0154</td>
<td>0.9894</td>
<td>98.1227</td>
</tr>
<tr>
<td>GARAGE IMAGE</td>
<td>Ashikmin [31]</td>
<td>66.4497</td>
<td>0.0285</td>
<td>0.9880</td>
<td>98.0795</td>
</tr>
<tr>
<td></td>
<td>Banterlle [32]</td>
<td>65.1389</td>
<td>0.0351</td>
<td>0.9871</td>
<td>98.0327</td>
</tr>
<tr>
<td></td>
<td>BFbased [1]</td>
<td>70.0185</td>
<td>0.0182</td>
<td>0.9890</td>
<td>98.2360</td>
</tr>
<tr>
<td></td>
<td>Bruce [33]</td>
<td>63.7948</td>
<td>0.0442</td>
<td>0.9854</td>
<td>98.1752</td>
</tr>
<tr>
<td></td>
<td>Lischinski [34]</td>
<td>67.6633</td>
<td>0.0240</td>
<td>0.9884</td>
<td>98.0466</td>
</tr>
<tr>
<td></td>
<td>Logarithmic [35]</td>
<td>68.7227</td>
<td>0.0210</td>
<td>0.9888</td>
<td>98.0713</td>
</tr>
<tr>
<td></td>
<td>Mertens [13]</td>
<td>63.7948</td>
<td>0.0442</td>
<td>0.9854</td>
<td>98.1752</td>
</tr>
<tr>
<td></td>
<td>Reinhard [36]</td>
<td>67.2374</td>
<td>0.0255</td>
<td>0.9882</td>
<td>98.1057</td>
</tr>
<tr>
<td></td>
<td>SGFilterBased [37]</td>
<td>70.6275</td>
<td>0.0171</td>
<td>0.9891</td>
<td>98.2424</td>
</tr>
<tr>
<td></td>
<td>NSSTBased [4]</td>
<td>63.6227</td>
<td>0.0455</td>
<td>0.9862</td>
<td>98.1145</td>
</tr>
<tr>
<td></td>
<td>DCTBased (Our Method)</td>
<td>70.8156</td>
<td>0.0168</td>
<td>0.9891</td>
<td>98.2364</td>
</tr>
</tbody>
</table>

### 14. CONCLUSIONS

Thus we have developed a method for performing fusion of multiple exposure images using the DCT-based transform domain approach and studied the results. The results favor the use of DCT-based multi-exposure image fusion for the High Dynamic Range Imaging problem.
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\textbf{ABSTRACT}

The information explosion makes it easier to ignore information that requires social attention, and news games can make that information stand out. There is also considerable research that shows that people are more likely to remember narrative content. Virtual environments can also increase the amount of information a person can recall. If these elements are blended together, it may help people remember important information. This research aims to provide directional results for researchers interested in combining VR and narrative, enumerating the advantages and limitations of using text or non-text plot prompts in news games. It also provides hints for the use of virtual environments as learning platforms in news games. The research method is to first derive a theoretical derivation, then create a sample of news games, and then compare the experimental data of the sample to prove the theory. The research compares the survey data of a VR game that presents a story in non-text format (Group VR), a game that presents the story in non-text format (Group NVR), a VR game that presents the story in text (Group VRIT), and a game that presents the story in text (Group NVRIT) will be compared and analyzed. This paper describes the experiment. The results of the experiment show that among the four groups, the means that can make subjects remember the most information is a VR news game with a storyline. And there is a positive correlation between subjects' experience and confidence in recognizing memories, and empathy is positively correlated with the correctness of memories. In addition, the effects of "VR," "experience," and "presenting a story from text or video" on the percentage of correct answers differed depending on the type of question.
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1. INTRODUCTION

Telling stories is an indispensable method of human communication. Stories can express emotions, teach methods, and provide experiences. Therefore, the research of narrative theory is essential for any media production.

Virtual reality, in addition to providing viewers with immersive and novel experiences, is even more interactive than other media. News games, on the other hand, span two areas: news reporting and video games, which are fictional experiences base on real-world sources. Although there are already examples of VR news, such as "Project Syria" and "Hunger in LA" [1], [2]. But VR news games still have a lot of room for development in terms of narrative.
As media renewal continues, the amount of information people is faced with is increasing, and along with convenience comes the following problems:

- Social problems that can only be solved by attracting the attention of public opinion are likely to be buried in the vast amount of information, and will not leave a lasting impression.
- The current media environment makes it easy to forget details of information.
- When the same type of information is repeatedly presented, the public's sensitivity to that information decreases and their emotional response gradually weakens.
- It is clearly felt that the online media is more suitable for the masses than the traditional media. This is likely to cause a feeling of dispersed responsibility. This is the so-called bystander effect [3].

According to neurologist Michael Smith, when people watch narrative images that induce empathy, the brain automatically filters out external influencing factors to focus on learning and cognition, indicating that the human mind wants to know the unknown from a narrative perspective. He believes that without a narrative connection, people cannot stay in the brain for long [4]. There is also considerable research showing that memories of events with a strong narrative component are more likely to be remembered [5]. And many studies have revealed that an immersive virtual reality system can better facilitate situational memory performance [6], [7].

Consequently, research reinforce memory through narrative and immersion, and bring players into an independent worldview in the form of VR games to increase the target ability of information transfer and reduce the psychology of distributed responsibility. To address these issues, this research proposes that using virtual reality technology to gamify narrative news is a way to make news more deeply memorable. At the same time, new questions arise, what kind of narrative techniques would be suitable for news games, and could VR affect the outcome?

Therefore, the main purpose of this research is to explore the above questions. Samples will be created from the perspective of narrative theory, and research will examine which sample's story information is most deeply embedded in the subject's mind.

This research aims to provide directional results for researchers interested in combining VR and narrative, enumerating the advantages and limitations of using text or non-text plot prompts in news games. It also provides hints for the use of virtual environments as learning platforms in news games.

### 2. Methods

The research method is to first derive a theoretical derivation, then create a sample of news games, and then compare the experimental data of the sample to prove the theory.

Research compared the survey data of a VR game that presents a story in non-text format (Group VR), a game that presents the story in non-text format (Group NVR), a VR game that presents the story in text (Group VRIT), and a game that presents the story in text (Group NVRIT) will be compared and analyzed.

This paper describes the experiment. Specifically, university students will be surveyed, and 30 students in each group will experience the sample. After the experience, they will be asked to fill out a questionnaire and data will be collected. Finally, the collected data will be analyzed and conclusions will be drawn by comparing them with the expected results. All subjects were recruited through convenience sampling and snowball sampling. The original plan was for some
subjects to experience the VR face-to-face with the researchers, but this was all changed to online because of COVID-19 situation. Subjects were asked to download the samples through a link provided by the researcher, experience the samples on their respective devices, and mail answers of a questionnaire. All subjects were aware of and consented to the experiment before it was conducted.

The sample is based on actual events. More than 80% of the text is taken directly from the news interviews. References are to newspaper articles about the incident from 2006 to 2015. These news stories were distributed across diverse media platforms over a long period of time. They were selected as scenarios for the news game because of their integrative nature and the narrative nature required for this experiment.

The synopsis is that the main character was taken to a remote countryside by human traffickers and forced to marry her "husband". The protagonist tried to commit suicide many times without success. She was recruited by the local school as a temporary teacher, and the children and students gave her new hope. A photographer discovered and photographed this, and the incident became known to the public. However, the local government and residents became frustrated with these reports and would not allow the reporter to cover the story, claiming that it exposed human trafficking and the poverty of education, and the school expelled the protagonist. When these facts were uncovered, social discontent rose again, and the local government, under pressure from public opinion, reinstated the protagonist as a teacher.

The sample is divided into four stages, each with one or two enemies and two key items, and the player needs to collect the key items while avoiding enemy pursuit. The enemies are designed to symbolize hostility and the protagonist's fears, such as "husbands," "fear of forced childbirth," and "local government. The key items in each stage are related to the storyline of that stage. In the case of the Group VRIT and Group NVRIT samples, picking up a key item automatically displays text describing the story in the first person of the protagonist, in the case of the Group VR and Group NVR samples, picking up a key item plays a video that is projected full screen, the video is produced in 3ds Max, and the text used in the narration and the text group is the same. Once the items are aligned, the player can move on to the next stage.

The samples in non-VR group are displayed on a traditional screen of PC with a maximum resolution of 1920x1080; VR group use VR headsets and controllers for PC. The subjects in the VR group have full control over navigation and manipulation of objects (key items). Videos for the non-text group were produced using 3ds Max, and the characters are real scale 3D character modeling silhouettes. The same video was used to ensure consistency in the non-text group, given the possible influence of the lens language. The background color of this video is black, and the surroundings are also black when viewed on a VR device, thus creating a fake 360-degree video effect. Since the characters do not come behind the player, the experience is more like watching a play; the difference between the VR group and the NVR group is that the play is viewed on a computer screen and the actors perform the play in front of the subject. In addition to this, the non-text group contains more modality sensory information, such as narration and background music, than the text group.

The questionnaire is divided into four written questionnaires and one recorded questionnaire the written questionnaire consists of basic information, recognition check, correctness check, and empathy check, as shown in Table 1. While the recorded questionnaire consists of subjects telling a story and giving their impressions of the sample. The basic information questionnaire asks the subjects their age, gender, major, gaming experience, experience using VR, and the theme of the sample.
The recognition check and the correctness check use the same 10 questions. The purpose of the recognition check is to find out how much the subjects themselves think they know about the sample story, and their actual cognitive status is not important in this check. In the empathy check, the strength of the empathic emotion for each subject is investigated through a self-report questionnaire.

Table 1. Questionnaire.

<table>
<thead>
<tr>
<th>Basic information</th>
<th>Gender</th>
<th>Game experience</th>
<th>major</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you ever used VR?</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Have you paid attention to the news of female population sales?</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Have you read related articles on this game?</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recognition check</th>
<th>Get it</th>
<th>Maybe Get it</th>
<th>Not sure</th>
<th>Maybe don't get it</th>
<th>Don't get it</th>
</tr>
</thead>
<tbody>
<tr>
<td>Where the protagonist was kidnapped?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who bought the protagonist?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is the attitude of the protagonist’s husband towards her?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What are the protagonists’ means of suicide?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Why the protagonists left the village?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What reminds the protagonist of life’s hopes?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How is the protagonist known to the public?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Why doesn’t the local government want the public to know about the protagonist?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is the attitude of the villagers towards this?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did you understand the ending?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Correctness check</th>
<th>Correct answer +10</th>
<th>score:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full score 100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Empathy check</th>
<th>No feeling →</th>
<th>felt a strong emotion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

: No feeling
: Feeling emotions, but not enough to take action.
: Feels emotional and takes short-term/single/simple actions.
: Feels emotional and takes long-term/continuous/
3. **Experimental Results and Analysis**

3.1. Basic Information

In the research of the experiment, 120 Chinese college students participated, of which, 59 were females and 61 males with a mean age of 20.8 years, age range of 18-24 years, and SD=1.294. The groups were divided, 19 females and 11 males in the NVR group, age range 19-23 years, mean age 20.733 years, SD=1.263; 18 females and 12 males in the NVRI'T group, age range 18-24 years, mean age 20.733, SD=1.263; 13 females and 17 males in the VR group ranging from 19 to 23 years old, mean age 20.833, SD=1.240; and, 9 females and 21 males in the VRIT group ranging from 19 to 24 years old, mean age 20.933, SD=1.314.

The 120 subjects also included 23 from the Department of Science and Engineering, 18 from the Department of Education, 16 from the Department of Management, 15 from the Department of Arts, 13 from the Department of Architecture, 12 from the Department of Literature, 9 from the Department of Economics, 7 from the Department of Sociology, 3 from the Department of History, 1 from the Department of Law, and 1 from the Department of Philosophy. A variety of majors applied. The diversity of subjects' majors is beneficial in getting more diverse perspectives in the recorded survey.

When the subjects self-reported their gaming experience, 87 said they had a lot of gaming experience, 21 said they had normal gaming experience, and 12 said they had little gaming experience. Quite a few of the subjects who considered their gaming experience to be normal and low often watched live game shows, even though they did not play games themselves. On the whole, the subjects have a lot of gaming experience. This also can be seen from the behavior of the subjects. When the sample was given, there was no mention of how to play or operate the game, and as a result, there are no questions asked by the subjects; the subjects sought ways to clear the game from their own game experience. This was one of the reasons why research chose university students as subjects; research deliberately chose targets with a lot of gaming experience and expected more obvious results in terms of recipients filling in the gaps by themselves. In terms of the results, this is the right choice.

3.2. Recognition Check

Fig. 1 shows the percentage and number of times each option was selected in each group. Overall, the NVRI'T group was the most confident in their perception, followed by the NVR group, then the VRIT group, and finally the VR group, with a slight difference from the VRIT group. The NVRI'T group is more confident in their self-perception than expected. Compared to the NVR group, which is also a non-VR format sample, the number of times the "Get it" option was selected exceeded 100 times. When compared to the VRIT group, which presents the story in the same text, the NVRI'T group selected "Get it" more than twice as many times as the same group. The selection patterns of the other three groups are more similar, with most of the selections distributed between "Get it" and "Maybe get it," a certain number of "Not sure," a small number of "Maybe don't get it," and zero selections of "Don't get it." NVRI'T group's choices were concentrated on "Get it", with very few "Maybe get it" and "Not sure" choices compared to the other groups. In the NVRI'T group, the number of choices for "Maybe don't get
it" is zero, and the number of times "Don't get it" was selected is zero. Among all responses, "Don't get it" was selected only in the NVRIT group.

![Pie charts showing selection percentages](image)

Figure 1. The percentage and number of times each option was selected in each group

Of the three groups with similar selection patterns, the NVR group is more confident in their self-perception. The difference in the number of times they selected "Get it" and "Maybe get it" was the largest among the other three groups. The difference in self-perception between the VRIT group and the VR group is not clear. The difference in self-perception between the VRIT group and the VR group is not clear: the two groups chose the same number of "uncertainties," but the VR group was the only group that chose "Maybe get it" more often than "Get it". The VR group also selected "Maybe don't get it" more often than the VRIT group. This indicates that the self-perceived confidence of the VR group is the lowest among all groups.

<table>
<thead>
<tr>
<th></th>
<th>Don't get it</th>
<th>Maybe don't get it</th>
<th>Not sure</th>
<th>Maybe Get it</th>
<th>Get it</th>
</tr>
</thead>
<tbody>
<tr>
<td>VRIT</td>
<td>0</td>
<td>11</td>
<td>57</td>
<td>107</td>
<td>125</td>
</tr>
<tr>
<td>VR</td>
<td>0</td>
<td>17</td>
<td>57</td>
<td>124</td>
<td>102</td>
</tr>
<tr>
<td>NVRIT</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>22</td>
<td>266</td>
</tr>
<tr>
<td>NVR</td>
<td>0</td>
<td>3</td>
<td>30</td>
<td>101</td>
<td>166</td>
</tr>
</tbody>
</table>

Through the experimental records of previous research and additional interviews [10], they found that the average number of years of VR purchase for the VR group was two years, with the highest number of people acquiring VR in 2019. The average time spent using VR was 10 hours per month; they had been using VR devices for longer periods of time, but were more dense when they did use them. In many cases, the same was true for the VRIT group; subjects who said they had not recently played any VR games that particularly interested them had consequently
not taken out their VR devices for nearly six months prior to the experiment. Combining the data from the two VR and non-VR samples reconfirmed that subjects’ self-reported experience with memory was positively correlated. Studies have shown that the more experience you have, the more confident you are in identifying your memories [11]. This is the reason why the NVRIT group was so confident in their self-identification of memories. Even though video media has become more common, text is still the largest medium through which people access information on a daily basis. Regardless of the ability of the visual media to make viewers remember more information, from the perspective of cumulative experience, people always experience more text than video from birth to adulthood.

The research also took into account that the total amount of text in the VRIT and NVRIT samples was small, divided into eight groups, with only 300-500 words in each group. It remains to be seen whether the same results can be obtained with longer texts. Since this experiment was conducted with college students with gaming experience as subjects, the gaming experience and the experience of reading short texts are one of the reasons for the NVRIT group’s confidence in self-awareness.

### 3.3. Correctness Check

The same question is used for the recognition check and the correctness check. There are five levels of correctness depending on the subject’s answer. A high percentage of subjects went beyond the correct answers in certain questions, adding more correct details to their answers. For example, the first question asks where the main character is abducted and sold. The answer is "the train station". Nearly half of the subjects answered not only the train station, but also specific city information. For these answers, the researchers classified them as "more than correct". The answers that matched were considered "correct". Those who gave even slightly wrong answers were placed in the "mostly correct" category and vice versa. Finally, answers that are completely wrong are categorized as "incorrect". Answers that are out of range, but not completely correct, are also classified as "mostly correct."

The score for each level is: "More than correct": 5, "Correct": 4, "Mostly correct": 3, "Somewhat correct": 2, and "Incorrect": 1. The total score is 1500. The group with the highest total score was the VR group with 1248 points. Then came the VRIT group with 1211 points, followed by the NVR group with 1153 points. The last group was the NVRIT group with 1094 points. Fig. 2 shows the total score and the number of times the highest score was obtained for each group. The scores for each question are shown in Table 2, with the highest score for each group shown in bold.
The results also show the following:

For the same data from a non-VR sample, a sample that presents the story through video can make subjects remember the information more accurately than a sample that presents the story through text.

For the same VR sample data, the visual storytelling sample helps subjects remember the information more accurately than the textual storytelling sample.

In the same sample data where the story was presented in text, the VR sample allows subjects to remember the information more accurately.

---

**Table 2. Score for each question**

<table>
<thead>
<tr>
<th></th>
<th>NVRIT</th>
<th>NVR</th>
<th>VRIT</th>
<th>VR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>124</td>
<td>127</td>
<td>124</td>
<td>138</td>
</tr>
<tr>
<td>2</td>
<td>113</td>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>3</td>
<td>112</td>
<td>129</td>
<td>136</td>
<td>141</td>
</tr>
<tr>
<td>4</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>5</td>
<td>93</td>
<td>102</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>112</td>
<td>119</td>
<td>137</td>
</tr>
<tr>
<td>7</td>
<td>105</td>
<td>110</td>
<td>110</td>
<td>94</td>
</tr>
<tr>
<td>8</td>
<td>107</td>
<td>135</td>
<td>117</td>
<td>114</td>
</tr>
<tr>
<td>9</td>
<td>126</td>
<td>102</td>
<td>131</td>
<td>146</td>
</tr>
<tr>
<td>10</td>
<td>94</td>
<td>114</td>
<td>136</td>
<td>139</td>
</tr>
<tr>
<td>Total Score</td>
<td>1094</td>
<td>1153</td>
<td>1211</td>
<td>1248</td>
</tr>
</tbody>
</table>
In the same sample data where the story was presented in video, the VR sample was able to make the participants remember the information more accurately.

The self-reports of the four groups found from the recognition survey are, in order from highest to lowest, "NVRIT> NVR> VRIT> VR". The total result was the exact opposite of the high-low ranking of the correct survey results.

These data validated the prediction that the means of getting subjects to remember the most information among the four groups was the VR news game with a story. When the sample presents the story in text, the VR sample gets subjects to remember the information, and the correct response rate is higher when the story is presented in video than when the sample presents it in text. For those who do not have a VR device, the higher correct response rate of the NVR group indicates that storytelling and gaming also prove that they can reinforce memory.

The NVR group had more questions that received the highest score than the VRIT group. This may mean that, depending on the type of question, "presenting the story in a video" was more effective than in getting the subjects to remember the information correctly.

So, to further analyze the data, the research divided the questions into three types.

I. Questions with a single answer. This is the simplest type of question, requiring only one answer from the subject. Questions 1, 2 and 4 belong to this type.

II. Questions that require multiple answers. This question is similar to the Type 1 question, but the experimenter needs to give more than one answer. Questions 3, 5 and 9 belong to this type.

III. Subjective questions. No clear answer is given in the sample, and the experimenter is required to organize the information by himself/herself and combine it with thinking to come up with an answer. Questions 6, 7, 8 and 10 belong to this type.

The scores are shown in Fig. 3. The first and second types of questions contain three questions, but the third group contains four questions, so the score for the third type of question can only be compared with its internal group.
Figure 3. Scores for each type of question
For questions with a single answer, the scoring order and total score results for each group differed, with the VR group scoring the highest, while the NVR group came in second, ahead of the VRIT group. The NVRIT and NVR groups scored higher than for Type 2 questions, while the VRIT group's score was essentially the same. This result confirms what has been speculated so far: when there is only one answer, presenting the story in a video is slightly more effective in getting the subject to remember the information correctly. Based on the above results, if someone want to convey a single piece of information accurately but cannot meet the requirements of VR, "present the story in text" is the best choice.

Questions that require multiple answers also differ from the total score ranking. The score ranking for this type is VR>VRIT>NVRIT>NVR for non-VR, presenting the story in text is clearly better at getting the subject to remember the information accurately than presenting the story in video. Based on the above results, "presenting the story with text" is more effective than "presenting the story with video" in a non-VR environment for accurately conveying multiple pieces of information.

Question 9, why does the local government not want the public to know about the protagonist? The VR group had a very high percentage of correct answers, with 23 people answering "more than correct" and the remaining 7 also answering correctly. The VR group had more "more than correct" answers, so the criterion for "more than correct" for this question was to give three reasons for the question answer. The VR group had the highest number of "correct" responses. The VR group averaged 83 characters for this question, while the NVR group averaged only 15 characters. This suggests that the immersive nature of VR made the subjects more emotionally involved, promoted emotional empathy, and strengthened their memory [12].

There is also a high rate of questions and errors that are not fully connected to the story. For example, question 5, three suicide methods to ask the main character. Subjects have difficulty remembering all of them, and in most cases only remember two of the means. This is because these means did not cross over much with the subsequent story, especially when compared to question 4, the number of times the main character committed suicide. The subjects remembered the "suicide" episodes in the story well. The memory of "means" that are not related to the plot is much weaker.

The rankings of the subjective question scores and total scores are consistent: the difference between the VRIT and VR groups is small, and the difference between the NVRIT and NVR groups is the largest among the three types. Thus, in the subjective question, if the sample is in VR format, there is little difference in the amount of information correctly remembered between "presenting the story in text" and "presenting the story in video". However, when the sample is in a non-VR format, there is a large difference in the amount of information correctly remembered between "presenting the story with text" and "presenting the story with video".

In order to get a high score on a subjective question, more test takers need to be able to relate to it. From the data, the NVRIT group clearly has a larger gap in scores than the other three groups, and the difference value is the largest among the three types of questions.

3.4. Empathy Check

As shown in Fig. 4, overall, the four groups tend to have basically high starts and low goals. The four levels of empathy are scored on a scale of 1 to 4, from low to high.
The empathy for Stage 1 was the greatest not only because the first stage was the most novel, one study found that information is more memorable when it appears early in the story [13]. In order from highest to lowest, VR>NVRIT>NVR>VRIT.

In Stage 2, the VRIT group has slightly higher empathy, basically the same as the data in Stage 1. In the other groups, empathy is less. However, they are still at the top of the list in the overall data. In order from highest to lowest values, VR>VRIT>NVR=NVRIT.

In Stage 3, empathy for all groups drops significantly. In particular, the VR group not only has the largest drop, but also has lower data than the NVR and VRIT groups. From highest to lowest values, NVR>VRIT>VR>NVRIT. Stage 3 is the least difficult of all the stages, and also the least fearful. This stage, Jing Wa, has a simple color scheme, with simple scenes and color schemes, mainly white and gray, no background music, relatively slow enemy movement, and an important turning point where the protagonist's attitude toward life becomes more positive. The research speculated that this relationship may have caused a significant drop in empathy in the VR group. The researchers asked the NVR group again. The six subjects who chose Level 4 said that they were alarmed because they thought there was likely to be JUMP SCARE in a quiet environment. These six subjects were not fully immersed in the sample, but were more dependent on the game experience to feel tense. This may reflect the lower level of immersion of the NVR group.

In Stage 4, the empathy of the three groups except the VR group continued to decline, but more slowly than the decline in Stage 3. The empathy of the tension in the VR group increased. The order of values from highest to lowest is VR>VRIT>NVR>NVRIT.

### 3.5. Recording

The recording is divided into two parts: the reproduction part and the impression part. Overall, there was little difference in the results between the four groups, basically focusing on fluency levels, with everyone being able to tell a rough story. A small number of subjects skipped certain episodes in the story, but quickly added more. From the results of this research, it appears that all four groups of subjects did well.
The key words that were mentioned more often in the feedback section are as follows:

"Kidnapping, hope, fear, creepy, background music, sound, children, Stockholm syndrome, angry, uncomfortable, heavy, shock, anxious, helpless, scene, suspicious."

Negative emotional keywords such as "scary" appeared more frequently. In order to increase the accuracy of the research, the research consciously set the game in a horror mood because several studies have shown that horror is helpful for memory [14].

4. CONCLUSIONS AND FUTURE DEVELOPMENT

- In descending order of self-report of the four groups in the recognition check: NVRIT>NVR>VRIT>VR.
- Exactly the opposite in the correctness check: VR>VRIT>NVR>NVRIT.
- The ranking for the empathy check is the same as for the correctness survey: VR>VRIT>NVR>NVRIT.
- The recording is divided into the story retelling part, and all groups can finish telling the story smoothly. The keyword "scary" appears frequently in the impression section. The characteristics of the experimental results for each group can be summarized as follows:
  - NVRIT: Among the four groups, the difference in performance between confidence in memory and the information actually remembered is the largest, and the number of "Get it" choices is the largest, which is different from the choice patterns of the other three groups. For questions that require multiple answers, the percentage of correct answers is higher than the NVR group. Empathy can be more successfully elicited by the subjects' experience of playing the game and reading the text. However, as the game progresses, they fall to the bottom of the four groups.
  - NVR: The pattern of confidence in memory is similar to the other three groups, except for NVRIT, which ranks first among them. They rank second in the number of times they receive the highest score on the correctness check, and their performance on the single-answer questions. The downward trend in empathy is relatively modest.
  - VRIT: Test takers' confidence in their memory is slightly better than in the VR group. The difference in scores between the VRIT group and the VR group on the subjective questions of the correctness check is small for this group. The drop in empathy is the most moderate.
  - VR: Of the four groups, the confidence in one's memory is the lowest. In the correctness check, they always rank first, regardless of the type of question. In the empathy check, they are consistently ranked first except for Stage 3. According to the post-experiment interview, the drop to third place is thought to be due to the drop in fear in Stage 3.

Of the four groups, the one that was able to remember the most information was the narrative VR news game. Subjects in this group also tended to be less confident in their own memories. Experiment shows a positive correlation between subjects' experience and their self-reported level of confidence in their memory. Similarly, experience in playing games and reading short texts may be the reason for the lack of confidence in one's memory. Studies have shown that audio enhances memory coding in virtual environments. This is another reason why the VR group always has a higher percentage of correct answers than the other three groups [15]. Non-text samples may yield more multimodal sensory information. However, some studies have shown that reading is also an interactive process [16], and in the case of the group of subjects in the current experiment, they have extensive reading experience. Therefore, the NVRIT group scored higher than the NVR group on the Type 2 question.
Further experiments will be conducted to see if this lack of confidence affects the profile of memory after an extended period of time.

When the sample is presented with a story in text, the VR sample is more likely to remember the information, and the sample presenting the story in video is more likely to answer correctly than the sample presenting the story in text. A number of studies have confirmed that empathy plays a role in the construction of our memories [17], [18]. This, coupled with the fact that it is an experimental result, further proves that the degree of empathy is positively correlated with the correctness of the memory.

Some argue that virtual reality is not ideal for increasing empathy [19] and that the effect of fear on memory cannot be ignored [20]. Taken together with the results of the current experiment, this suggests that immersion in virtual reality does not directly increase empathy, but that immersion can increase the fear of the sample and make them more empathetic in a narrative context. And empathy reinforces the memory that the subject was in the sample.

Studies have shown that people with higher empathy tend to take more helping actions [21]. In other words, the “narrative VR news game” not only helps the recipients to remember the news information better, but also increases their empathy, which makes them more interested in the news.
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ABSTRACT

Object tracking based on ultrasound image navigation can effectively reduce damage to healthy tissues in radiotherapy. In this study, we propose a deep Siamese network based on feature fusion. Whilst adopting MobileNetV2 as the backbone, an unsupervised training strategy is introduced to enrich the volume of the samples. The region proposal network module is designed to predict the location of the target, and a non-maximum suppression-based post-processing algorithm is designed to refine the tracking results. Moreover, the proposed method is evaluated in the Challenge on Liver Ultrasound Tracking dataset and the self-collected dataset, which proves the need for the improvement and the effectiveness of the algorithm.
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1. INTRODUCTION

Respiratory motion negatively affects radiotherapy for liver tumors. Doctors typically enlarge the radiation margin to ensure that the tumor receives adequate radiation. However, enlarging the radiation margin can harm surrounding tissues [[1]]. Generally, patients are instructed to hold their breath during radiation. As completion of the radiotherapy in one breath-holding period is impossible, doctors stop the treatment frequently and retarget the tumor with the radiation source at the start of a new round of radiation treatments [[2], [3], [4], [5]]. This approach is time-consuming and difficult. Implantation of invasive markers was also attempted, but invasive surgery causes additional damage to patients [[6], [7], [8]].

In recent years, ultrasound navigation was utilized to predict the location of tumors in real-time, in which the radioactive source is controlled to follow a tumor’s movement [[9]]. However, the acoustic reflectivity of liver tumors is similar to that of surrounding tissues [[1]], making it difficult to locate the tumor directly based on ultrasound images. Other anatomical structures were used to predict the location of tumors. Among them, liver vessels have an acoustic reflectivity contrasting that of surrounding tissues; thus, liver vessels are typically chosen as targets for ultrasound tracking [[10], [11]].

Previously, matching or registration algorithms were typically employed to track liver vessels [[12], [13], [14]]. Researchers introduced Siamese networks to ultrasound tracking, as such
networks excel in visual object tracking. Liu et al. (2019) proposed the cascaded SiamFC algorithm and designed a two-stage cascaded Siamese network to improve the tracking accuracy of the network, thereby ranking first in the Challenge on Liver Ultrasound Tracking (CLUST) 2015 competition [[15]].

Recently, a network architecture similar to AlexNet was widely applied as the backbone of network[[15], [16], [17], [18]]. This fact inspires us to apply a highly sophisticated architecture to ultrasound tracking. However, two major obstacles exist in the application of a very deep network in ultrasound tracking. Firstly, the lack of annotated data makes training a general model difficult. Secondly, distractors confuse trackers [[15]]. As it shows in Figure 1, the distractors in the left image are more similar to the target in the right image than that in the left image, because the appearance of the target changes, thereby making tracking difficult.

To overcome the two aforementioned problems, an unsupervised training strategy is introduced to expand the volume of the samples. MobileNetV2 is adopted as the backbone of the SiamRPN-based tracker and the output feature of the backbone is fused for better discrimination. A post-processing algorithm based on non-maximum suppression (NMS) is proposed to eliminate distractors.

![Figure 1. Two frames of an ultrasound sequence, in which the green bounding boxes mark the targets, and the red bounding boxes mark the distractors.](image)

In this work, we propose an original tracking algorithm based on feature fusion to solve the aforementioned problems. The contributions of this work are summarized below.

1) A network model based on feature fusion is proposed. Local features and semantic features are integrated to improve the discriminative ability of the algorithm.

2) A training strategy combining supervised and unsupervised methods is proposed. Unsupervised training methods can increase the volume of samples, thereby enabling the algorithm to learn substantial general features.

3) A post-processing algorithm based on NMS is proposed. Spatial information and temporal features are utilized to eliminate distractors, which can improve the accuracy and robustness of the tracker.

In the next section, the development of visual object tracking and ultrasound tracking is reviewed. The proposed method will be introduced in detail in section 3. The experiments and their results are reported in section 4. In section 5, the advantages and limitations are concluded.
2. RELATED WORKS

Visual target tracking is a classic computer vision problem. Tracking algorithms such as sparse coding [[19]], Kalman filters [[20]], mean shift [[21], [22]] and so on model the target then locate the most similar area in the search image. Algorithms using this tracking method are called generative algorithms. Such algorithms generally do not require training, but their performance depends on the parameters set empirically by the researcher. With the introduction of KCF [[23]], discriminative algorithms attracted researchers’ attention. Discriminative algorithms focus on the difference between target and background. Compared with generative algorithms, discriminative algorithms pay attention to negative samples, which leads to better performance. With the increasing numbers of proposed datasets and benchmarks [[24], [25]], deep features based on statistics gradually replaced handcrafted features [[26], [27]]. Deep features are extracted by convolutional neural network (CNN), and weights of network are optimised based on a huge amount of data. Thus, deep features are more robust than handcrafted features. The combination of deep features with discriminative algorithms spawned many remarkable algorithms, such as MDNet [[28]], ECO [[27]], SiamFC [[29]] and SiamRPN++[30], which all achieved SOTA in competitions [[31], [32], [33]].

Ultrasound tracking algorithms combine the characteristics of ultrasound images and are affected by the development of object tracking algorithms for natural images.

A similar process can be seen in ultrasound tracking. Previously, tracking was generally considered as a registration or matching problem in ultrasound sequences [[1]]. Hallack et al. (2015) used LogDemons as a registration framework to solve the problem of target tracking [[12]]. Similarly, Shepard et al. (2017) employed image block matching to track a target [[13]]. Williamson et al. (2017) integrated dense optical flow, template matching, and image intensity information for hybrid tracking [[14]]. The aforementioned algorithms are training-free. However, as most matching and registration tasks are performed offline, such algorithms do not pay attention to real-time performance. Meanwhile, ultrasound tracking also draws on the development of visual object tracking. For example, in 2015, Kondo improved the KCF algorithm for ultrasound tracking [[34]]. Moreover, Shen et al. (2018) and Jeungyoon et al. (2019) adopted a CNN-like architecture to extract features and constructed correlation filters to process the features [[16], [17]]. Gomariz et al. (2018) added prior location information prediction to SiamFC [[18]]. Liu et al. (2019) proposed the cascaded SiamFC algorithm based onSiamFC, which won first place in the CLUST 2015 competition and has yet to be surpassed [[15]].

3. METHOD

The network structure proposed in this study is illustrated in Figure 2. The network uses MobileNetV2 [[35]] as the feature extractor. As the third-, fifth- and seventh-layer features outputted by the network have the same size, they can be stacked easily for feature fusion. Inspired by SiamRPN++ [[30]], a depth wise cross-correlation structure is adopted for the discrimination, and the two branches are designed for precise positioning. The difference between SiamRPN++ and the proposed network structure is that the stacked features are inputted directly into the two branches, which means that convolution layers are utilized to integrate the semantic and local features.
In addition to the network structure, a post-processing algorithm is proposed based on NMS, which plays a positive role in suppressing distractors.

### 3.1. Network Architecture

The proposed network structure uses the pretrained MobileNetV2 as the feature extractor. MobileNetV2 employs deep separable convolutions to construct an inverted residual block that maps the high-dimensional image space to the low-dimensional feature space. This design demonstrates a satisfactory balance between performance and computational cost. Meanwhile, the last few inverted residual blocks of MobileNetV2 output tensors with the same scale, which provide convenience for the feature fusion.

Feature fusion of different depths was proven to be effective for tracking. The stacked features are integrated into the RPN. Compared with SiamRPN++, the adjust layers are removed from the RPN module in the proposed structure. Based on experiments, removal of the adjustment layer can prevent overfitting. The depth-wise correlation layer first convolves the stacked features with a $3 \times 3$ kernel to 256 channels, integrating the feature output to each layer. After the correlation, fully convolutional layers are built as the head modules. The two-branch head modules predict the position and score for each subregion.

### 3.2. Mixed Training Strategy

As the network outputs the classification and regression results, the loss function of the network must consider the output of the two branches, and the loss value of the classification branch adopts a cross-entropy form.

$$L_{cls} = -\frac{1}{N} \sum_{i=1}^{N} [y_i \log(y_i) + (1 - y_i) \log(1 - y_i)].$$

where $L_{cls}$ represents the loss value of the classification branch of the network, $y_i$ is the result marked at coordinate $i$ and $\hat{y}_i$ is the predicted value of the classification branch.

The loss of the regression branch uses $L_1$ loss, as follows:

$$L_{reg} = -\frac{1}{N} \sum_{i=1}^{N} |r_i - \hat{r}_i|.$$
where \( L_{reg} \) represents the loss value of the classification branch of the network, \( y_i \) is the result marked at coordinate \( i \), and \( \hat{y}_i \) is the predicted value of the classification branch.

Finally, the network loss can be written as follows:

\[
L = L_{cls} + L_{reg}. 
\]

Figure 3. Data generated by the unsupervised strategy; the green crosses mark the key points extracted by SURF, and the green circles indicate the one-quarter size of the key points.

As a typical network using padding, the MobileNetV2 network does not have a shift-invariant characteristic. A large range of random shifts must be set during the training phase to prevent the network from collapsing into the center bias.

To increase the generalization ability of the network, unsupervised training is added to the previous training strategy. SURF algorithm is utilized to extract the key points from the ultrasound image then select the high response key points with large feature size and far from the ultrasound image boundary as the training sample. Figure 3 shows the key points extracted by an unsupervised strategy in an ultrasound image. During the training, the regions around the key points are cropped as target images and search images. The samples generated by the unsupervised algorithm and the samples manually labeled are mixed and added to the data loader. Without the unsupervised strategy, the tracker would propose objects likely to be vessels instead of objects likely to be the target. As the objects labeled in the dataset are nearly all vessels, the addition of the unsupervised strategy will prevent the algorithm from overfitting the labeled objects.

### 3.3. Tracking Inference Phase

To estimate the location of the target, the region of interest (ROI) is divided into \( 25 \times 25 \) subregions, and the RPN outputs a score and a location for each subregion. The score represents the probability of the target appearing in the subregion, and the location indicates where the target is most likely to appear in the subregion.
Figure 4 shows the selection of proposals using NMS-based post-processing algorithms. Figure 4(a) shows several proposals generated by RPN. In Figure 4(a), the rectangles represent the subregions, the values annotated in the rectangles indicate the scores of the proposal, the crosses mark the proposed locations. The range and proposal of the same subregion are presented in the same color. Figure 4(b) shows the post-processing algorithm separates different proposals into targets, distractors, and redundant proposals that represent the same object. As there could be several proposals that represent the same objects, the key to improving the accuracy of the tracker is finding the proposal closest to the real target location among them. Inspired by the NMS algorithm, an appropriate algorithm for screening the proposals is designed. Firstly, the low-response proposals are excluded, which are not presented in Figure 4(b). Secondly, the proposals close to the proposal with a maximum response are filtered out, which are marked with red rectangles in Figure 4(b). Finally, the proposal closest to the tracking result of the previous frame is selected as the tracking result of the current frame, which is marked with a green rectangle in Figure 4(b). Those filtered out in the last step are marked in yellow rectangles in Figure 4(b). All rectangles in Figure 4(b) represent the location of the proposals.

NMS-based post-processing strategies can explicitly suppress distractors. When all the proposals have a low response, this strategy ensures that the tracker outputs an appropriate result. As the tracker will extract the ROI based on the result of the previous tracking frame, losing the target would be catastrophic for the subsequent tracking. The proposed method can effectively avoid this problem. Compared with the post-processing strategy based on the Hanning window, the proposed method is more robust.

4. EXPERIMENTS

The trained MobileNetV2 in SiamRPN++ is utilized as the initial weights of the backbone and fine-tune the network with the mixed training strategy mentioned in the previous section. The warm up learning rate is set to make the learning rate decay exponentially from 0.005 to 0.0005 during the training. In addition, the optimizer is SGD.

During the training process, a total of 20 epochs is performed. In the first 10 epochs, only the weights of the RPN are optimized. In the last 10 epochs, the last five inverted residual blocks and the RPN are optimized together. The sizes of the target images and search images are set to $127 \times 127$ and $255 \times 255$. 
Following the standard of the CLUST 2015 and VOT 2015, the locations predicted by the tracker are compared with the ground truth. Criteria are calculated and plots are drawn below.

The proposed method is built with Python. And the experiments are implemented on a computer with an Intel i7 processor, 32 GB of RAM, and an Nvidia GTX 1080 graphic card.

4.1. Data

Experiments are performed on two datasets, which are, the published CLUST 2D Training Dataset and the self-collected dataset.

The CLUST dataset provides 24 2D ultrasound sequences with public annotations. The ultrasound sequences were acquired from patients during free breathing with various equipment, leading to sequences with different temporal and spatial resolutions. Approximately 10% to 13% of the frames in each sequence are annotated. Moreover, multiple targets may be labeled in a sequence. The dataset is annotated manually with the target location by three observers and verified by an additional observer. The ground truth of the dataset is the mean of the three manual annotations.

The self-collected dataset is acquired using a Philips scanner. The self-collected dataset consists of 10 sequences with temporal resolutions from 27 Hz to 30 Hz and spatial resolutions from 0.16 mm \( \times \) 0.16 mm to 0.27 mm \( \times \) 0.27 mm. All the data are annotated following the method of CLUST dataset. When collecting ultrasound sequences for CLUST 2D Training Dataset, coughing and other emergencies sometimes cause discontinuities in the sequence. In the self-collected dataset, those discontinuous sequences are filtered out for better quality.

4.2. Evaluation Criteria

To evaluate the proposed method, two types of experiments are designed, which are, a cross-validation in the CLUST 2D Training Dataset and an evaluation in the self-collected dataset.

Specifically, a sixfold cross-validation in the CLUST 2D Training Dataset is performed. The dataset is divided into six groups. All the models are fine-tuned into five groups then evaluated in the remaining group. In the evaluation in the self-collected dataset, the model is fine-tuned first in the CLUST 2D Training Dataset.

To compare the various trackers comprehensively, two evaluation methods are designed. Following the criteria of the CLUST dataset, the trackers are evaluated in all the sequences with only one initialization \[[[1]]\]. Given annotations \( l_i \) and tracking results \( x_i \) for target \( i \), tracking error \( E_i \) at time \( t \) is calculated as

\[
E_i(t) = ||l_i - x_i||,
\]

where \(||\cdot||\) represents the Euclidean distance. The tracking errors are summarised by the mean, standard deviation, and 95th percentile of the Euclidean distance for all the frames.

Inspired by the criteria of VOT 2015 \[[31]\], an evaluation experiment is designed using a different method. After initialization at the first frame, the tracker is reinitialized when it loses the target. The failures are counted to measure the robustness of the tracker. In addition, the average overlap between the predicted target bounding boxes and annotations is calculated, which is defined as accuracy.
The expected average overlap (EAO) is the average of the expected overlap in an interval $[N_l, N_h]$ of typical sequence lengths. The expected overlap of $N_s$ is calculated by averaging the overlap in all available $N_s$-length sequences. To get the typical sequence length, the probability density function (PDF) of the sequence lengths is computed via kernel density estimation. Figure 5 presents the estimated PDF of the sequence lengths in the self-collected dataset. As it shows, the typical length is in the interval of $[121, 308]$. The probability of the sequence length being a typical length is 50%.

**Figure 5.** Estimated PDF of sequence lengths in the self-collected dataset; the sequence length in the dataset is marked by dotted lines.

### 4.3. Cross Validation in CLUST Dataset

A sixfold cross-validation is performed in the CLUST 2D Training Dataset to compare the performance of the proposed model with that of several representative methods. Figure 6 presents the success plots and precision plots of the proposed method and several representative methods, including SiamRPN++, SiamFC, DiMP18, PrDiMP18, and KYS, and shows that the proposed method generates superior results in terms of overlap success.

**Figure 6.** Success plots and precision plots of the proposed method and several representative methods. All the trackers are evaluated in the CLUST dataset via cross-validation.
Table 1 reports the mean, standard deviation, and 95th percentile of the tracking error of each tracker evaluated in the CLUST dataset via cross-validation. Table 2 shows the accuracy, failure, and EAO of each tracker evaluated in the CLUST dataset via cross-validation. The tables reveal that the proposed method obtains a minimal mean error and maximal accuracy.

Table 1. Mean error (Mean), standard deviation (Std) and 95th percentile (TE95th) of each tracker evaluated in CLUST dataset via cross validation

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Mean (mm)</th>
<th>Std (mm)</th>
<th>TE95th (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method</td>
<td><strong>0.8582</strong></td>
<td>1.7042</td>
<td>1.9410</td>
</tr>
<tr>
<td>SiamRPN++</td>
<td>1.3622</td>
<td>4.7684</td>
<td><strong>1.7851</strong></td>
</tr>
<tr>
<td>SiamFC</td>
<td>1.4086</td>
<td>3.3518</td>
<td>2.5030</td>
</tr>
<tr>
<td>DiMP18</td>
<td>1.3864</td>
<td>3.8717</td>
<td>2.5193</td>
</tr>
<tr>
<td>PrDiMP18</td>
<td>1.5818</td>
<td>4.5768</td>
<td>2.7775</td>
</tr>
<tr>
<td>KYS</td>
<td>1.0856</td>
<td><strong>0.9283</strong></td>
<td>2.5882</td>
</tr>
</tbody>
</table>

Table 2. Accuracy, failure and EAO of each tracker evaluated in CLUST dataset via cross validation

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Accuracy</th>
<th>Failure</th>
<th>EAO</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method</td>
<td><strong>0.8690</strong></td>
<td>7</td>
<td>0.8322</td>
</tr>
<tr>
<td>SiamRPN++</td>
<td>0.8655</td>
<td>8</td>
<td>0.8492</td>
</tr>
<tr>
<td>SiamFC</td>
<td>0.8479</td>
<td>14</td>
<td>0.8120</td>
</tr>
<tr>
<td>DiMP18</td>
<td>0.8449</td>
<td><strong>2</strong></td>
<td><strong>0.8541</strong></td>
</tr>
<tr>
<td>PrDiMP18</td>
<td>0.8564</td>
<td>27</td>
<td>0.7698</td>
</tr>
<tr>
<td>KYS</td>
<td>0.8230</td>
<td><strong>2</strong></td>
<td>0.8207</td>
</tr>
</tbody>
</table>

4.4. Evaluation of Trackers in Self-collected Dataset

The trackers are further evaluated by fine-tuning them in the CLUST dataset then evaluating them in the self-collected dataset. Figure 7 presents the success plots and precision plots of the proposed method and several representative methods, including SiamRPN++, SiamFC, DiMP18, PrDiMP18, and KYS, and shows that the proposed method demonstrates the best performance.

Figure 7. Success plots and precision plots of the proposed method and several representative methods. All the trackers are trained in the CLUST dataset and evaluated in the self-collected dataset.

Table 3 reports the mean, standard deviation, and 95th percentile of the tracking error of each tracker evaluated in the self-collected dataset. Table 4 shows the accuracy, failure, and EAO of each tracker evaluated in the self-collected dataset. Compared with the other methods, the proposed method obtains the best mean error, accuracy, and EAO.
Table 3. Mean error (Mean), standard deviation (Std) and 95th percentile (TE95th) of each tracker trained in the CLUST dataset and evaluated in the self-collected dataset

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Mean (mm)</th>
<th>Std (mm)</th>
<th>TE95th (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method</td>
<td>0.5745</td>
<td>0.4369</td>
<td>1.4048</td>
</tr>
<tr>
<td>SiamRPN++</td>
<td>0.6298</td>
<td>0.3503</td>
<td>1.2469</td>
</tr>
<tr>
<td>SiamFC</td>
<td>1.1444</td>
<td>2.3535</td>
<td>8.0855</td>
</tr>
<tr>
<td>DiMP18</td>
<td>0.6591</td>
<td>0.4800</td>
<td>1.5631</td>
</tr>
<tr>
<td>PrDiMP18</td>
<td>0.8305</td>
<td>0.5736</td>
<td>1.9257</td>
</tr>
<tr>
<td>KYS</td>
<td>0.7258</td>
<td>0.5895</td>
<td>1.7611</td>
</tr>
</tbody>
</table>

Table 4. Accuracy, failure and EAO of each tracker trained in the CLUST dataset and evaluated in the self-collected dataset

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Accuracy</th>
<th>Failure</th>
<th>EAO</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method</td>
<td>0.8750</td>
<td>0</td>
<td>0.8782</td>
</tr>
<tr>
<td>SiamRPN++</td>
<td>0.8597</td>
<td>0</td>
<td>0.8642</td>
</tr>
<tr>
<td>SiamFC</td>
<td>0.8218</td>
<td>2</td>
<td>0.8214</td>
</tr>
<tr>
<td>DiMP18</td>
<td>0.8567</td>
<td>0</td>
<td>0.8002</td>
</tr>
<tr>
<td>PrDiMP18</td>
<td>0.8357</td>
<td>51</td>
<td>0.3188</td>
</tr>
<tr>
<td>KYS</td>
<td>0.8445</td>
<td>0</td>
<td>0.8494</td>
</tr>
</tbody>
</table>

4.5. Visualisation

The tracking results of the proposed method and SiamRPN++ from the cross-validation in the CLUST dataset are visualized for a representative example. The tracking trail of the trackers is plotted and several frames are posted with tracking results in Figure 8. Frames 0570 to 0652 show a distractor approaching the target, leading SiamRPN++ to drift whilst the proposed method tracks steadily. As shown in Figure 8, the proposed method exhibits superior capability in distinguishing the target from the distractors, thereby benefitting from the NMS-based post-processing.

Figure 8. Tracking trail plot and tracking results of several frames.
Table 5 reveals the speed of the proposed method and several representative methods. The proposed method is the second fastest tracker among all the listed trackers and achieves real-time, with 62.12 FPS.

Table 5. Speed of proposed method and several representative methods

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Speed (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method</td>
<td>62.12</td>
</tr>
<tr>
<td>SiamRPN++</td>
<td>61.14</td>
</tr>
<tr>
<td>SiamFC</td>
<td>105.03</td>
</tr>
<tr>
<td>DiMP18</td>
<td>31.59</td>
</tr>
<tr>
<td>PrDiMP18</td>
<td>19.98</td>
</tr>
<tr>
<td>KYS</td>
<td>17.69</td>
</tr>
</tbody>
</table>

4.6. Ablation Study

In this section, the effects of different network factors are validated. Several trackers composed of different factors are evaluated using the same two methods employed in the previous experiments. Table 6 shows several criteria of each tracker evaluated via cross-validation. Table 7 presents several criteria of each tracker evaluated in the self-collected dataset. The tables reveal that the unsupervised strategy, feature fusion, and NMS post-processing contribute to the satisfactory performance of the proposed method.

Table 6: Network factors, accuracy and failure of several trackers evaluated in CLUST dataset via cross validation

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Unsupervised strategy</th>
<th>Feature fusion</th>
<th>Using NMS</th>
<th>Accuracy</th>
<th>Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>0.8690</td>
<td>7</td>
</tr>
<tr>
<td>The Proposed Method (only trk)</td>
<td>√</td>
<td></td>
<td></td>
<td>0.8340</td>
<td>43</td>
</tr>
<tr>
<td>The Proposed Method (no fuse)</td>
<td>√</td>
<td></td>
<td></td>
<td>0.8655</td>
<td>8</td>
</tr>
<tr>
<td>The Proposed Method (no nms)</td>
<td>√</td>
<td></td>
<td></td>
<td>0.8472</td>
<td>24</td>
</tr>
<tr>
<td>SiamRPN++</td>
<td></td>
<td></td>
<td></td>
<td>0.8655</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 7: Network factors, accuracy and failure of several trackers trained in CLUST dataset and evaluated in self-collected dataset

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Unsupervised strategy</th>
<th>Feature fusion</th>
<th>Using NMS</th>
<th>Accuracy</th>
<th>Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>0.8750</td>
<td>0</td>
</tr>
<tr>
<td>The Proposed Method (only trk)</td>
<td>√</td>
<td></td>
<td></td>
<td>0.8041</td>
<td>0</td>
</tr>
<tr>
<td>The Proposed Method (no fuse)</td>
<td>√</td>
<td></td>
<td></td>
<td>0.8597</td>
<td>0</td>
</tr>
<tr>
<td>The Proposed Method (no nms)</td>
<td>√</td>
<td></td>
<td></td>
<td>0.8746</td>
<td>0</td>
</tr>
<tr>
<td>SiamRPN++</td>
<td></td>
<td></td>
<td></td>
<td>0.8597</td>
<td>0</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper, the obstacles for utilizing a highly sophisticated architecture in ultrasound tracking are analyzed. Firstly, an unsupervised training strategy is introduced to solve the problem of the lack of labeled data. Secondly, an RPN module is employed to predict the possible location of the target. Thirdly, feature fusion and NMS-based post-processing are proposed to improve the algorithm’s robustness to distractors. Finally, an end-to-end network architecture is built with a
unique training strategy. Moreover, a large number of experiments are conducted based on the CLUST and the self-collected dataset, which proves our improvement of the performance of the algorithm.

This work provides a solution to the problem of applying very deep network structures to ultrasound tracking. In addition to the unsupervised training method that solves the lack of samples, other improvements are also proven to refine the accuracy of the algorithm. The proposed method gets accurate tracking results with a speed of 62.12 fps, which is surplus to ensure the real-time performance of the system.

For the lack of utilizing prior knowledge of ultrasound sequences, there is still much room to improve the proposed method. As our algorithm suppresses the distractors with the continuity of the sequence, the problem of distractors is not solved completely. And it also leads to dependence on the continuity of the sequence, which is difficult to guarantee during ultrasound acquisition. In the future, we will combine the characteristics of ultrasound images and the temporal and spatial characteristics of respiratory motion to further improve the accuracy and robustness of the algorithm.
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ABSTRACT

Extractive summarization aims to select the most important sentences or words from a document to generate a summary. Traditional summarization approaches have relied extensively on features manually designed by humans. In this paper, based on the recurrent neural network equipped with the attention mechanism, we propose a data-driven technique. We set up a general framework that consists of a hierarchical sentence encoder and an attention-based sentence extractor. The framework allows us to establish various extractive summarization models and explore them. Comprehensive experiments are conducted on two benchmark datasets, and experimental results show that training extractive models based on Reward Augmented Maximum Likelihood (RAML) can improve the model's generalization capability. And we realize that complicated components of the state-of-the-art extractive models do not attain good performance over simpler ones. We hope that our work can give more hints for future research on extractive text summarization.
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1. INTRODUCTION

Automatic text summarization is one of the challenging and interesting tasks of natural language processing, which can help people to obtain important and relevant information from a large number of documents in a short period. It has gained its popularity due to the importance it has in different information access applications such as search engines, information retrieval, recommendation systems, question answering, etc. When it comes to automatic text summarization, there are two approaches extractive text summarization and abstractive text summarization. While in the extractive summarization approaches the most salient sentences or words from the document are selected and concatenated to form a summary, in the abstractive summarization approaches the sentences in the document are paraphrased to make the summary. Even though the abstractive summarization approaches have made steps in recent years, the extractive approaches are still attractive since they can generate coherent and grammatically correct summaries and are computationally efficient [1]. Thus, in this work, we focus on extractive summarization.

A main requirement for the extractive summarization approach is to have a good method to determine the important contents that represent the important information in the document [2].
Several traditional techniques have been used to extract the important sentences to be included in the summary.

These techniques can be categorized into greed-based [3], graph-based [4], hidden Markov models[5], and constraint optimization[6]. These traditional extractive techniques use human-crafted features and are complicated. Moreover, they mostly fail to build a good representation of the document. This leads them to fail to generate good summaries.

In recent years, deep learning-based models have been used for extractive text summarization. These models can learn from the input text data directly, and they have attained state-of-the-art results. To create representation of the sentences and documents, neural network-based extractive models are basically constructed using recurrent neural networks [1,7], convolutional neural networks [8,9], the combination of convolutional and recurrent neural networks [10,11] or transformers[12]. While there has been great effort dedicated to designing neural network-based extractive summarization models, there is still a need to explore what makes them work well and how they can be improved. Therefore, in this paper, we present a recurrent neural network-based extractive model that consists of a hierarchical sentence encoder and an attention-based sequence-to-sequence sentence extractor. And we closely explore how the choice of sentence encoder can influence the model’s performance.

Since there is little work that has been done on learning approaches for neural extractive summarization, we also examine how different learning approaches can contribute to the performance and generalization of the model. Existing neural-based extractive summarization systems fail to generalize better on the data they have not seen. We introduce the use of the RAML approach to the summarization task with the expectation that it can improve the generalization ability of the model.

The main contributions of this work are: (1) we adopt the RAML optimization approach to the task of extractive summarization; (2) we present two hierarchical neural structures (Avg-Seq_to_Seq and Rnn-Seq_to_Seq) for the extractive summarization task; (3) we perform a multi-domain test, which allows us to better understand how biases in different datasets influence the performance of our models; (4) we analyze the generalization capability of the models on out-of-domain datasets. For example, we train a model on the CNN dataset and test it on the PubMed dataset to see how the model can generalize to other datasets. Additionally, we demonstrate the effect of the position of the sentences on the performance of our models.

The rest of the paper is organized as follows. Section 2 describes the related work. Section 3 demonstrates our model. Section 4 describes our experiments and results. Section 5 demonstrates our discussion. Section 6 concludes our work.

2. RELATED WORK

To identify and select the most important sentences in a document or set of documents to make a summary, researchers have used several methods. These methods can be classified into statistical, graph, machine learning, deep learning-based approaches, etc. In this section, we demonstrate some of these approaches.

2.1. Statistical-Based Summarization Approaches

These approaches mainly use statistical features such as term frequency, sentence position, sentence length, TF-IDF (Term Frequency-Inverse Document Frequency), sentence to centroid
similarity, etc., to score the sentences. Then the sentences with high scores are selected to make the summary. Similarity to centroid sentence was used in [17] to score sentences. In their work TF-IDF is used to get centroid sentence then based on the cosine similarity between each sentence and centroid sentence, each sentence is given a score. Eleven features including document frequency, sentence position, normalized sentence length, proper noun, topic frequency, headline frequency, start cluster frequency, and skip Bi-gram topic frequency are used in [18] to score sentences and then sentences with high scores are selected until reaching the length limit of the summary. One of the advantages of statistical-based approaches is that they do not require training data or complex linguistic processing. And one of the limitations of them is that they can generate summaries with redundant information because similar sentences with high scores can be included in the summary.

2.2. Graph-Based Summarization Approaches

Researchers have also used graph-based summarization approaches to perform extractive summarization. In the graph-based method, sentences are represented using nodes of a weighted graph. And the similarities between sentences are represented using edges. Sentence similarity values are obtained based on the overlapping phrases or words between sentences, then the sentences which have high similarity with the other ones are selected to generate the final summary. Two well-known graph-based approaches are Lex Rank and Text Rank. Text Rank was introduced by Mihalcea [4] to extract sentences and keywords from a single document. LexRank was introduced by Erkan [19] to compute the importance of the sentence based on the idea of eigenvector centrality in the sentence representation graph. Graph-based approaches generate summaries with less redundant information and they do not require annotated corpora. One of the disadvantages of these methods is that they do not take into account the importance of the words. They treat the weights of the words equally equal.

2.3. Machine Learning-Based Summarization Approaches

Different machine learning methods have been used to carry out extractive text summarization task. Some of those methods are Support Vector Machine(SVM) [20], Naïve Bayesian [21], Hidden Markov Models [5], etc. A binary classifier is proposed in [21] to score sentences using Bayes’ rule. In their work, the probability of each sentence to be included in the summary is obtained by using manually crafted features. In [5] hidden Markov model algorithm identifies the likelihood of each sentence to be select for the summary. SVM is used in [20] for query-based summarization to declare appropriate sentences to put in the summary. The advantage of machine learning-based approaches is that they can explore many features and can represent documents in a better way than statistical and graphical approaches but they also need human crafted features to generate summaries with high accuracy and they need large labeled corpora.

2.4. Deep Learning-Based Summarization Approaches

In recent years, deep learning-based approaches have gained popularity over the above-mentioned traditional approaches because they can directly learn from the data. Neural network-based extractive summarization models have achieved state-of-the-art results. For instance, SummaRuNNer [1] uses bidirectional RNNs at the word level to encode sentences and another bidirectional RNNs at the sentence level to predict which sentences are to be extracted. In their work, the sentence extractor generates document representations and calculates distinct scores for novelty, location and salience of the sentences. In [7], authors propose convolutional neural network (CNN)-based model to encode sentences at the word level and design an extractor to predict which sentence should be included in the summary at the sentence level. Authors [13] propose an end-to-end neural extractive summarization model that learns to score and select
sentences jointly. In their work to obtain sentence representations, they use a hierarchical encoder, and then the output summary is obtained by extracting one sentence at a time. Based on the previous works that used hierarchical architectures [7, 13, 15], we also present a recurrent neural network-based model that consists of hierarchical sentence encoder and sequence-to-sequence based sentence extractor.

Although neural extractive summarization models have achieved great performance, most of the existing works, during training of these models use MLE. MLE approach maximizes the likelihood of the ground truth labels and disregards the structure of the output space by taking all the output which do not match the ground truth labels as equally wrong, irrespective of their structural closeness to the ground truth target. This leads to the inconsistency between training and testing objectives (i.e., during training the model learns to maximize the likelihood of the ground truth labels while during testing the objective is to generate the summaries with a high ROUGE score concerning the reference summary). This inconsistency can cause the overfitting of the ground truth labels and leads to poor generalization capability on test datasets. Some researchers have tried to eliminate this inconsistency by optimizing task reward (ROUGE evaluation metric) directly using Reinforcement learning (RL) approaches. For example, authors [10] proposed an approach that optimizes the ROUGE metric globally and use reinforcement learning objective to rank sentences that can be included in the summary. Authors [11] proposed a consistency model that takes syntactic coherence and cross-sentence semantic patterns. They used the RL objective to train their model. In their work, the output of the model and the reward calculated using the ROUGE package are combined to capture the cross-sentence consistent patterns. The limitation of the reinforcement learning approaches is that they suffer from problems of high variance in the gradients and poor sample effectiveness (sampling from a non-stationary model distribution). In this paper, we adopt a learning approach called RAML to the task of extractive summarization with the expectation that it can improve the performance and generalization of our models. RAML approach was proposed by [16] to include task reward into Maximum-likelihood training. It was successfully applied to machine translation task and speech recognition. It combines the straightforwardness and computational effectiveness of MLE with the advantages of maximizing task reward. Unlike MLE that maximizes the log-likelihood of the ground-truth labels, RAML can sample from the exponentiated payoff distribution which permits the estimation of anticipated maximum likelihood. In this paper, we not only train our models based on the MLE approach but also, train them based on the RAML approach.

3. **Neural Network-Based Extractive Summarization Model**

In this paper, we treat the task of extractive summarization as a sequence labeling problem or a classification problem. Given a document \(d\) consists of \(n\) sentences \(d = \{s_1, s_2, s_3, ..., s_n\}\), we aim to generate a summary by predicting the corresponding labels of sequences \(y_1, y_2, y_3, ..., y_n \in \{0, 1\}^n\), where \(y_j = 1\) denotes that the \(j^{th}\) sentence should be included in the summary, otherwise \(y_j = 0\). Based on the extraction probabilities, sentences are selected until reaching the length limit of the output summary. Since each sentence itself is a sequence of words \(s_j = \{w_1, w_2, w_3, ..., w_L\}\), we set word budget \(b \in \mathbb{N}\) to put a constraint on the limit length of the output summary \(\sum_j y_j \cdot L \leq b\). Generally, our proposed model is suitable for a single document. It consists of the following components, as shown in Figure 1.

3.1. **Embedding Layer**

The embedding layer is the first layer in our model. It converts positive integers (indices) of the words in the training dataset into dense vector representations of fixed size. These dense vector representations capture the syntactic and semantic potential meaning of the words. Instead of
training our dense vector representation of the words, we initialize the embedding layer with glove pre-trained word embeddings with 200 dimensions.

### 3.2. Sentence Encoder

The sentence encoder converts the sequence of word embeddings of each sentence into a fixed-length vector. We get sentence representations using two different approaches the first one is by using a Recurrent neural network (Rnn) and another one is simply by averaging word embeddings (Avg). By using the Rnn approach, at each time step, a Bidirectional Recurrent Neural Network (Bi-RNN) runs at the word level of each sentence and then constructs sentence representation $s_j$. We employ a Bidirectional Gated Recurrent Unit (Bi-GRU) [24] as RNN cells. Bi-directional GRU consists of forwarding and backward GRU. Forward GRU reads the word embeddings in a sentence from left to write to generate a sequence of hidden states ($\overline{h}_1, \overline{h}_2, \overline{h}_3, \ldots, \overline{h}_L$). The backward GRU reads word embeddings in the sentence from right to left to form another sequence of hidden states ($\overline{h}_1, \overline{h}_2, \overline{h}_3, \ldots, \overline{h}_L$).

\[
\overline{h}_j = GRU(w_j, \overline{h}_{j-1}) \quad (1)
\]

\[
\overline{h}_j = GRU(w_j, \overline{h}_{j+1}) \quad (2)
\]

Where the initial state of forwarding Bi-GRU is set to zero vector ($\overline{h}_1 = 0$) as well as the initial state of backward Bi-GRU ($\overline{h}_L = 0$). After reading the words in the sentence, the sentence representation at the word level is constructed by concatenating the hidden states of last forward and backward GRU:

\[
s_j = [\overline{h}_L; \overline{h}_1] \quad (3)
\]
In Figure 1 vertical brown blocks present the sentence encoder's hidden states. ⊕ presents concatenation. Vertical green blocks indicate the output of the sentence encoder. White block (q₀^f) presents forward learned embeddings (“begin decoding”) and white block (q₀^b) presents backward learned embeddings. Vertical pink boxes present hidden states of the encoder part of the sentence extractor. Vertical blue boxes indicate hidden states of the decoder part of the sentence extractor. ⊗ presents attention layer. Horizontal purple blocks indicate multi-layer perceptrons. Yellow ovals indicate the candidate summary.

By using the averaging approach, each sentence representation \( s_j \) is obtained by averaging its word embeddings:

\[
  s_j = \frac{1}{L} \sum_{j=1}^{L} w_j \tag{4}
\]

### 3.3. Sentence Extractor

Sentence extractors take in sentence hidden vectors \( s_{1:n} \) and generate the sequence of labels \( y_{1:n} \). We use the attention-based sequence-to-sequence sentence extractor (Seq_to_Seq) which consists of an encoder, a decoder, an attention layer, and multi-layer perceptrons.
3.3.1. Encoder Part of Sentence Extractor

The encoder part of the sentence extractor takes sentence representations \((s_1, s_2, s_3, \ldots, s_n)\) from the sentence encoder as inputs and encodes them using Bi-GRU. Forward and backward hidden states of Bi-GRU are concatenated to produce a sequence of contextualized sentence representations (sentence embedding \(s'_j\)).

\[
\vec{s}_j = \text{GRU}_{\text{enc}}(s_j, \vec{s}_{j-1}) \tag{5}
\]

\[
\tilde{s}_j = \text{GRU}_{\text{enc}}(s_j, \tilde{s}_{j+1}) \tag{6}
\]

We set the initial state of forward Bi-GRU to zero vectors \((\vec{s}_1 = 0)\). As well as the initial state of backward Bi-GRU \((\tilde{s}_n = 0)\). Sentence representation hidden vectors at sentence level:

\[
s'_j = [\vec{s}_j; \tilde{s}_j] \tag{7}
\]

3.3.2. Decoder Part of Sentence Extractor

The decoder part of the sentence extractor takes in the sentences from the sentence encoder as inputs and then transforms them into a query vector that sees to the output of the encoder part of the sentence extractor.

\[
\overline{q}_j = \text{GRU}_{\text{dec}}(s_j, \overline{q}_{j-1}) \tag{8}
\]

\[
\overline{q}_j = \text{GRU}_{\text{dec}}(s_j, \overline{q}_{j+1}) \tag{9}
\]

\[
q_j = [\overline{q}_j; \overline{q}_j] \tag{10}
\]

The final outputs of the forward and backward encoder are fed to the first decoder steps. \(q_0^f, q_0^b\) are learned vectors of the first step of the decoder (i.e., start decoding).

3.3.3. Attention Layer

The attention mechanism is commonly used in abstractive summarization [25] and neural machine translation [26]. It plays a role in enabling models to concentrate on important information of the input while predicting the next output. In the attention layer of our model, given a query vector representation \(q\) and a sequence of sentence embeddings \([s'_1, s'_2, s'_3, \ldots, s'_n]\), the attention mechanism computes an alignment score between \(q\) and each sentence \(s'_j\). The scores are transformed into probabilities by using a SoftMax function. These probabilities are used as weights to sum all sentences and create a contextual embedding for \(q\).

\[
\alpha_{j,i} = \frac{\exp(q_j \cdot s_i)}{\sum_i^n \exp(q_j \cdot s_i)} \tag{11}
\]

\[
s''_j = \sum_{i=1}^n (\alpha_{j,i} s_i) \tag{12}
\]

3.3.4. Multi-Layer Percetrons

Multi-layer perceptrons (MLP) take in a concatenation of the attention-weighted encoder output and decoder output as input to compute the probability of extracting each sentence.
\( a_j = \text{Relu}(U \cdot [s_j'; q_j] + u) \) \hfill (13) \\
\( p(y_j = 1 | s_j) = \sigma(V \cdot a_j + v) \) \hfill (14)

where \( U \) and \( V \) are learned weights, \( u \) and \( v \) are learned bias.

### 3.4. Model Training

We first train our model by maximizing the likelihood of the ground truth labels. To achieve this objective, the cross-entropy loss is minimized as follows:

\[
\mathcal{L}_{\text{MLE}}(\theta) = - \sum_{d=1}^{D} \sum_{j}^{n} \log p(y_j^{(d)} | s_j^{(d)} ; \theta) \\
\]

Where \( D \) represents the total number of documents in the training dataset. \( s_j^{(d)} \) represents the contextualized sentence vectors, \( n \) symbolizes the total number of sentences in the document. \( y_j^{(d)} \) is each document's label vector. \( \theta \) represents model parameters. When minimizing the above objective, the conditional probability of the output targets is escalated, and at the same time, the conditional probability of alternative wrong outputs is decreased. This can lead to overfitting on target outputs and decreases the generalization capability. To solve this issue, we train our model based on the RAML approach which was proposed in [16]. RAML simply attaches a step of sampling on top of the ordinary maximum likelihood estimation objective. And it can sample from an output distribution called exponentiated payoff distribution which serves as a central to linking between MLE and RL objectives, and is defined as follows:

\[
q(y | y'; \tau) = \frac{1}{Z(y'; \tau)} \exp \left\{ \frac{r(y, y')}{\tau} \right\} \\
\]

where \( Z(y'; \tau) = \sum_{y \in Y} \exp \left\{ \frac{r(y, y')}{\tau} \right\} \), hyper-parameter \( \tau \) that controls the smoothness of the best distribution around correct labels.

The RAML objective is defined as follows:

\[
\mathcal{L}_{\text{RAML}}(\theta; \tau) = \sum_{d=1}^{D} \{ - \sum_{y \in Y} q(y | y'; \tau) \log p(y | s ; \theta) \} \\
\]

As stated by [16] RAML approach can be treated as a hybrid between MLE and RL. The connection can be seen by rewriting \( \mathcal{L}_{\text{MLE}}, \mathcal{L}_{\text{RL}}, \) and \( \mathcal{L}_{\text{RAML}} \) using Kullback-Leibler Divergence:

\[
\mathcal{L}_{\text{MLE}}(\theta) = \sum_{y \in Y} D_{KL}(\delta(y, y')||p(y | s ; \theta)) \\
\]

\[
\frac{1}{\tau} \cdot \mathcal{L}_{\text{RL}}(\theta; \tau) + \text{constant} = \sum_{y \in Y} D_{KL}(p(y | s ; \theta)||q(y | s; \tau)) \\
\]

\[
\mathcal{L}_{\text{RAML}}(\theta; \tau) + \text{constant} = \sum_{y \in Y} D_{KL}(q(y | s; \tau)||p(y | s; \theta)) \\
\]

Though the core capability of the RAML approach lies in sampling from a static distribution, that distribution is difficult to define and we think that the training process can be destabilized when the sampling is introduced during computing gradients. Therefore, in this paper, instead of sampling, we pre-calculate the reward (ROUGE R1 score) for each possible output summary of each document as \( R1(y, y') \). Then after normalizing the scores, the top-scored candidates \( T \) (we
use $T=25$ in our experiments) are used to calculate the weighted cross-entropy loss. During optimization, the weighted cross-entropy loss is defined as follows:

$$
\mathcal{L}(y, y') = \sum_{i=1}^{T} -w_i \cdot \sum_{j=1}^{n} y^i_j \ log y'_j
$$

(21)

where $y' \in \{0,1\}^n$ demonstrates the vector of predicted sentences to be included in the summary, $y^i \in \{0,1\}^n$ denotes candidate(i) labels, and $w_i$ represents weighted vector of the Rouge scores:

$$
w_i = \frac{RougeR1(y', y)}{\sum_j RougeR1(y', y)}
$$

(22)

4. Experiments

The purpose of our experiments is to answer the following questions: (1) how different architectures of our models influence their performance? (2) how sentence positions affect the performance of the models? (3) how the MLE and RAML influence the generalization capability of the model on out-of-domain datasets? (4) how our models perform compared to the state-of-the-art baselines on CNN and PubMed datasets?

4.1. Datasets

We conduct experiments on two well know datasets from different domains (CNN and PubMed) to evaluate how different biases in each domain can affect the performance of our models. the statistics of the datasets are shown in Table 1.

Table 1. statistics of the datasets used in our experiments (CNN, PubMed): train, valid, and test split. The average number of words in the document and in the summary and the domain they belong to.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number-of-documents</th>
<th>Average Number-of-tokens</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>90,152</td>
<td>1,220 1,093 761 46</td>
<td>News</td>
</tr>
<tr>
<td>PubMed</td>
<td>115,498</td>
<td>6,562 6,602 3,224 203</td>
<td>Scientific paper</td>
</tr>
</tbody>
</table>

**CNN** is a dataset that was first created by [27] for question answering, then was modified for text summarization task by [28]. This dataset is composed of news articles that are paired with human-generated summaries. For the data preprocessing, the non-anonymized version of the dataset is used in our experiments as in [25].

**PubMed** is the dataset that was introduced by [29]. the dataset is collected from scientific repositories PubMed.com. The statistics of the dataset are shown in Table 1. In our experiments, we use about 3% of PubMed as validation data and about another 3% for the test; the rest is used for training as in [29].

4.2. Implementation

In our experiments, each document is truncated to 50 sentences and we use padding to keep the lengths of documents. we use pre-trained Glove vectors with 200-dimensions to initialize word embeddings. We perform mini-batch training with a batch size of 32 documents for 15 training epochs. In the Rnn-based sentence encoder, for each direction, we use a single-layer GRU with 300-dimensional hidden layers, and dropout is applied to GRU with drop probability equals 0.25. In the sentence extractor, for each direction, a single-layered GRU is used with a hidden layer
size of 300. We set the hidden layer size for MLP to 100. The model parameters in the sentence encoder and sentence extractor are initialized using a normal distribution with the Xavier scheme [30]. Our models are optimized using Adam optimizer [31] with an initial learning rate of 0.0001, and momentum parameters $\beta_1 = 0.9, \beta_2 = 0.999$. We use gradient clipping to regularize our models. All our experiments are implemented using Pytorch on the computer that has 256 RAM and NVIDIA GeForce RTX 2080 Ti GPU.

4.3. Evaluation

We use the Rouge metric [32] to evaluate the quality of the summaries. In the reported experimental results, unigram and bigram overlap ($R_1$, $R_2$) are reported as a means of evaluating in formativeness. And longest common subsequence ($R_L$) is reported as means of evaluating the fluency.

4.4. Model Comparison

We compare the performance of our models with other well-known extractive models including:

- LSA[33]: Extractive model that uses latent semantic analysis approach to discover important sentences
- SumBasic[34]: A summarization model which can generate summaries for single and multi-document.
- LexRank[35]: Based on the idea of eigenvector centrality in a graph representing sentences, this model computes the importance of the sentences.
- NN-SE[7]: A neural network-based extractive model, which can be used to extract words and sentences.
- Refresh[10]: A neural network-based summarization model trained using Reinforcement learning objective to globally optimize evaluation metric (ROUGE).
- Banditsum[36]: A neural extractive summarization model that treats extractive summarization as a context bandit problem.

4.5. Results and Analysis

4.5.1. Influence of Different Architectures on the Performance of the Model.

To understand how different architectures can influence the performance of the model, we examine the performance of Avg (averaging word embeddings) and the Rnn approach to encode sentences at the word level. As it is shown in Figure 2 the approach of averaging word embeddings of each sentence to obtain its representation performs slightly better than the Rnn based sentence representation on the CNN dataset. Whereas on PubMed dataset, the averaging approach results in high performance than the Rnn. Moreover, the time taken to train our averaging word embedding-based model is less than the time taken to train our Rnn based sentence encoder. This implies that it is not always necessary to build very complex architectures to get good performance.
4.5.2. Impact of the Position of the Sentences

When it comes to the extractive summarization for news, the position of the sentence is a very important feature [37]. When deep learning-based summarization models are trained on news datasets, these models mostly select the first sentences in the document and this causes the problem of lead bias. To answer the question (2), we test the performance of our models when the order of the sentences in the document is kept intact and when we shuffle them. As it is shown in Table 2, when sentences are shuffled during training the performance of our model trained based on MLE (Avg-Seq_to_Seq-MLE) drops significantly on CNN and PubMed datasets. This implies that the model has learned the position feature in PubMed/CNN datasets even though the model has no explicit position features. On the other hand, Figure 3 shows that the performance of our model trained using RAML(Avg-Seq_to_Seq-RAML) on shuffle sentences is not significantly dropped. The reason could be that this model is forced to learn from richer distribution of labels. Thus, it is less vulnerable to the lead bias.

Table 2. Performance of our models on CNN and PubMed test set using full-length ROUGE F1 scores when using shuffled and in-order sentences during model training.

<table>
<thead>
<tr>
<th>Models</th>
<th>Sentence shuffling</th>
<th>CNN</th>
<th>PubMed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R-1</td>
<td>R-2</td>
</tr>
<tr>
<td>Avg-Seq_to_Seq-MLE</td>
<td>shuffled</td>
<td>52.84</td>
<td>20.14</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>56.84</td>
<td>24.04</td>
</tr>
<tr>
<td>Avg-Seq_to_Seq-RAML</td>
<td>shuffled</td>
<td>56.69</td>
<td>23.76</td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>56.71</td>
<td>23.97</td>
</tr>
</tbody>
</table>
4.5.3. Generalization Capability on Out of Domain Dataset

Domain transfer is when a model is trained on one dataset but needs to have a better performance on the other datasets from different domains. Most of the time we want to train the model on a particular domain and be able to reuse it in another domain without retraining it. Let’s say, for example we train our model to summarize a dataset of news articles. we do not want to retrain the model if we want to summarize research papers, personal stories, blogs, etc. To answer question (3), we first choose the Avg-Seq_to_Seq model and then train it on the CNN dataset using the MLE approach then transfer this model to the PubMed dataset. As it is shown in Table 3, our Avg-Seq_to_Seq model trained on the CNN dataset achieves 56.84% according to the R-1(ROUGE-1) measure on the test set of the CNN dataset. And the model achieves 35.17% on PubMed test data. The performance of the model drops almost 21.67%. Training models based on the MLE approach tend to cause poor generalization because these models mostly tend to overfit particular features in the training set that might not be in other datasets. We then train our model based on the RAML approach with the expectation that the model will perform better than its counterpart trained based on vanilla Maximum likelihood estimation. RAML approach can incorporate reward task into MLE training and this can improve the generalization ability of the
model. To our surprise, the model trained on the CNN dataset using RAML has slightly better performance on the PubMed dataset compared to the model trained on the CNN dataset using MLE and transferred to PubMed.

Table 3. experiment results for domain transfer, where we transfer a model trained on CNN dataset to PubMed dataset. Meaning we train a model using CNN dataset and test it using the PubMed dataset.

<table>
<thead>
<tr>
<th>Models (CNN to PubMed)</th>
<th>R-1</th>
<th>R-2</th>
<th>R-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg-Seq_to_Seq-MLE</td>
<td>35.17</td>
<td>11.59</td>
<td>25.26</td>
</tr>
<tr>
<td>Avg-Seq_to_Seq-RAML</td>
<td>35.61</td>
<td>11.73</td>
<td>25.41</td>
</tr>
</tbody>
</table>

4.5.4. Performance Comparison of the Summarization Models

To answer the fourth question (4), we inspect the ROUGE scores of the summaries generated by our models (Avg-Seq_to_Seq, Rnn-Seq_to_Seq trained using MLE or RAML) and the baselines that have achieved state-of-the-art results on CNN and PubMed datasets. As it is shown in Table 4, our models have attained significant results in terms of R-1,2, L on CNN dataset compared to Refresh [10], Banditsum [36], and NN-SE [7]. These results approve the efficacy of our models. Our sentence encoder (Avg or Rnn) followed by the attention-based sequence-to-sequence sentence extractor helps to get better representations of the documents and generate good summaries. We also examine our models on the PubMed dataset and compare our results with other summarization models. As it is also shown in Table 4, NN-SE [7] has slightly outperformed our models. This might be caused by the fact that during training, the NN-SE model takes into account previous predictions to inform future predictions while our models do not.

Table 4. the performance comparison of our models with other different extractive summarization modelson the CNN and PubMed test set using full-length ROUGE F-1 scores.

<table>
<thead>
<tr>
<th>Models</th>
<th>CNN</th>
<th>PubMed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R-1</td>
<td>R-2</td>
</tr>
<tr>
<td>SumBasic*[^34]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LSA[^33]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LexRank[^35]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Refresh[^10]</td>
<td>30.40</td>
<td>11.70</td>
</tr>
<tr>
<td>Banditsum[^36]</td>
<td>30.70</td>
<td>11.60</td>
</tr>
<tr>
<td>NN-SE*[^7]</td>
<td>28.40</td>
<td>10.00</td>
</tr>
<tr>
<td>Avg-Seq_to_Seq (ours)</td>
<td><strong>56.84</strong></td>
<td><strong>24.04</strong></td>
</tr>
<tr>
<td>Rnn-Seq_to_Seq (ours)</td>
<td>56.18</td>
<td>23.27</td>
</tr>
<tr>
<td>Avg-Seq_to_Seq-RAML (ours)</td>
<td>56.71</td>
<td>23.97</td>
</tr>
</tbody>
</table>

In Table 4, the result with * are obtained from [36], results with + are gotten from [29], – illustrates that the correlated result is not reported. and results with *~ are reported from [36] for CNN and from [38] for PubMed respectively. The top section of the table represents traditional approaches; the second and the third sections represent other deep learning-based extractive models and our models respectively.

4.5.5. Run Time Comparison of Our Models based on Sentence Encoder

To train Avg-Seq_to_Seq on CNN and PubMed took 8 and 10 hours respectively on a single GPU. Training Rnn-Seq_to_Seq on CNN dataset took 12 hours and 15 hours on PubMed (i.e., training Rnn-Seq_to_Seq took about 1.5 times as much time as training Avg-Seq_to_Seq). Moreover, our models trained using RAML took much time compared to when we train them based on MLE.
5. DISCUSSION

On the CNN dataset, our models generate summaries with sentences from the top of the document rather than from other parts. This means that they are severely hindered by lead bias. We think the lead bias problem is caused by the fact that in news documents most important information is mostly at the beginning of the document, and the details come after. Our RNN-based sequence-to-sequence extractor eagerly learns the position features and heavily relied on them. Shuffling sentences in documents reduces the lead bias however, the overall performance of the models drops; without position, our models are not capable to identify important sentences in news domain. Additionally, there is a drop in the performance of our models on the PubMed dataset. The reason of this, is that the PubMed dataset contains long documents. Our models were not able to learn better representation for these long documents. Graph-based neural network approach and incorporating semantic units such as latent topics, entities and queries can improve extractive summarizer on long documents. We leave this for our future work.

Results shown in Table 3 show that our model trained with RAML has potential because it seems to perform better on out-of-domain datasets compared to the model trained with MLE. However, more work is needed to fine-tune \( \tau \) hyper-parameter that controls the smoothness of the best distribution around correct labels.

6. CONCLUSIONS

In this paper, we develop a recurrent neural network-based extractive text summarization model and investigate two kinds of hierarchical network structures, to see the effect of different model architectures on the performance of the model. Our experimental results on two datasets from different domains show that our model attains results that are comparable to other deep learning-based state-of-the-art extractive models as well as the state-of-the-art models that use manually engineered features. By comparing the two different approaches of sentence encoders, the performance of Avg-Seq_to_Seq architecture is slightly better than that of Rnn-Seq_to_Seq architecture. We adopt the RAML approach to the task of extractive summarization expecting that it can improve the performance and generalization of our models. Though the RAML approach does not improve the performance of our models over the MLE approach, it poses a potential behavior of improving the generalization ability of the models on out-of-domain datasets. In the future, we plan to investigate more on how different learning criteria used to train neural summarization models influence the generalization and performance of the model. Also, we want to join the extractive approach and abstractive approach to build a model which can generate abstractive summaries. Moreover, we plan to explore more on how different deep learning architectures such as CNNs, RNNs, and transformers influence the performance of other different NLP tasks.
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ABSTRACT

In the information era, enormous amounts of data have become available on hand to decision makers. Big data refers to datasets that are not only big, but also high in variety and velocity, which makes them difficult to handle using traditional tools and techniques. Due to the rapid growth of such data, solutions need to be studied and provided in order to handle and extract value and knowledge from these datasets. Machine learning is a method of data analysis that automates analytical model building. It is a branch of artificial intelligence based on the idea that systems can learn from data, identify patterns and make decisions with minimal human intervention. Such minimal human intervention can be provided using big data analytics, which is the application of advanced analytics techniques on big data. This paper aims to analyse some of the different machine learning algorithms and methods which can be applied to big data analysis, as well as the opportunities provided by the application of big data analytics in various decision making domains.
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1. INTRODUCTION

Resurging interest in machine learning is due to the same factors that have made data mining and Bayesian analysis more popular than ever. Things like growing volumes and varieties of available data, computational processing that is cheaper and more powerful, and affordable data storage. All of these things mean it's possible to quickly and automatically produce models that can analyse bigger, more complex data and deliver faster, more accurate results – even on a very large scale. And by building precise models, an organization has a better chance of identifying profitable opportunities – or avoiding unknown risks [1].

Because of new computing technologies, machine learning today is not like machine learning of the past. It was born from pattern recognition and the theory that computers can learn without being programmed to perform specific tasks; researchers interested in artificial intelligence wanted to see if computers could learn from data. The iterative aspect of machine learning is important because as models are exposed to new data, they are able to independently adapt. They learn from previous computations to produce reliable, repeatable decisions and results. It’s a science that’s not new – but one that has gained fresh momentum. While many machine learning algorithms have been around for a long time, the ability to automatically apply complex mathematical calculations to big data - over and over, faster and faster – is a recent development [2]. This paper will look at some of the different machine learning algorithms and methods which can be applied to big data analysis, as well as the opportunities provided by the application of big data analytics in various decision making domains.
2. **HOW MACHINE LEARNING WORKS**

Machine learning is a branch of artificial intelligence (AI) and computer science which focuses on the use of data and algorithms to imitate the way that humans learn, gradually improving its accuracy [3].

Machine learning is an important component of the growing field of data science. Through the use of statistical methods, algorithms are trained to make classifications or predictions, uncovering key insights within data mining projects. These insights subsequently drive decision making within applications and businesses, ideally impacting key growth metrics [4]. As big data continues to expand and grow, the market demand for data scientists will increase, requiring them to assist in the identification of the most relevant business questions and subsequently the data to answer them.

### 2.1. Machine Learning Algorithms

Machine learning algorithms can be categorized into three main parts:

1. **A Decision Process:**

   In general, machine learning algorithms are used to make a prediction or classification. Based on some input data, which can be labelled or unlabelled, your algorithm will produce an estimate about a pattern in the data.

2. **An Error Function:**

   An error function serves to evaluate the prediction of the model. If there are known examples, an error function can make a comparison to assess the accuracy of the model.

3. **A Model Optimization Process:**

   If the model can fit better to the data points in the training set, then weights are adjusted to reduce the discrepancy between the known example and the model estimate. The algorithm will repeat this evaluate and optimize process, updating weights autonomously until a threshold of accuracy has been met.

### 2.2. Types of Machine Learning Methods

Machine learning classifiers fall into three primary categories [5]:

*Supervised machine learning*

Supervised learning also known as supervised machine learning, is defined by its use of labelled datasets to train algorithms that to classify data or predict outcomes accurately. As input data is fed into the model, it adjusts its weights until the model has been fitted appropriately. This occurs as part of the cross validation process to ensure that the model avoids overfitting or underfitting. Supervised learning helps organizations solve for a variety of real-world problems at scale, such as classifying spam in a separate folder from your inbox. Some methods used in supervised learning include neural networks, naïve bayes, linear regression, logistic regression, random forest, support vector machine (SVM), and more.
Unsupervised machine learning

Unsupervised learning, also known as unsupervised machine learning, uses machine learning algorithms to analyse and cluster unlabelled datasets. These algorithms discover hidden patterns or data groupings without the need for human intervention. Its ability to discover similarities and differences in information make it the ideal solution for exploratory data analysis, cross-selling strategies, customer segmentation, image and pattern recognition. It's also used to reduce the number of features in a model through the process of dimensionality reduction; principal component analysis (PCA) and singular value decomposition (SVD) are two common approaches for this. Other algorithms used in unsupervised learning include neural networks, k-means clustering, probabilistic clustering methods, and more [6].

Semi-supervised learning

Semi-supervised learning offers a happy medium between supervised and unsupervised learning. During training, it uses a smaller labelled data set to guide classification and feature extraction from a larger, unlabelled data set. Semi-supervised learning can solve the problem of having not enough labelled data (or not being able to afford to label enough data) to train a supervised learning algorithm.

2.3. Practical Use of Machine Learning

Here are just a few examples of machine learning you might encounter every day [7]:

**Speech Recognition:** It is also known as automatic speech recognition (ASR), computer speech recognition, or speech-to-text, and it is a capability which uses natural language processing (NLP) to process human speech into a written format. Many mobile devices incorporate speech recognition into their systems to conduct voice search—e.g. Siri—or provide more accessibility around texting.

**Customer Service:** Online chatbots are replacing human agents along the customer journey. They answer frequently asked questions (FAQs) around topics, like shipping, or provide personalized advice, cross-selling products or suggesting sizes for users, changing the way we think about customer engagement across websites and social media platforms. Examples include messaging bots on e-commerce sites with virtual agents, messaging apps, such as Slack and Facebook Messenger, and tasks usually done by virtual assistants and voice assistants.

**Computer Vision:** This AI technology enables computers and systems to derive meaningful information from digital images, videos and other visual inputs, and based on those inputs, it can take action. This ability to provide recommendations distinguishes it from image recognition tasks. Powered by convolutional neural networks, computer vision has applications within photo tagging in social media, radiology imaging in healthcare, and self-driving cars within the automotive industry.

**Recommendation Engines:** Using past consumption behaviour data, AI algorithms can help to discover data trends that can be used to develop more effective cross-selling strategies. This is used to make relevant add-on recommendations to customers during the checkout process for online retailers.

**Automated stock trading:** Designed to optimize stock portfolios, AI-driven high-frequency trading platforms make thousands or even millions of trades per day without human intervention.
3. **What is Deep Learning**

Deep learning is one of the foundations of artificial intelligence (AI), and the current interest in deep learning is due in part to the buzz surrounding AI. Deep learning techniques have improved the ability to classify, recognize, detect and describe – in one word, understand [8]. For example, deep learning is used to classify images, recognize speech, detect objects and describe content.

Several developments are now advancing deep learning:

- Algorithmic improvements have boosted the performance of deep learning methods.
- New machine learning approaches have improved accuracy of models.
- New classes of neural networks have been developed that fit well for applications like text translation and image classification.
- We have a lot more data available to build neural networks with many deep layers, including streaming data from the Internet of Things, textual data from social media, physicians notes and investigative transcripts.
- Computational advances of distributed cloud computing and graphics processing units have put incredible computing power at our disposal. This level of computing power is necessary to train deep algorithms.

At the same time, human-to-machine interfaces have evolved greatly as well. The mouse and the keyboard are being replaced with gesture, swipe, touch and natural language, ushering in a renewed interest in AI and deep learning [9].

This paper will look at some of the different deep learning algorithms and methods which can be applied to AI analysis, as well as the opportunities provided by the application in various decision making domains.

### 3.1. How Deep Learning Works

Deep learning changes how you think about representing the problems that you’re solving with analytics. It moves from telling the computer how to solve a problem to training the computer to solve the problem itself.

A traditional approach to analytics is to use the data at hand to engineer features to derive new variables, then select an analytic model and finally estimate the parameters (or the unknowns) of that model. These techniques can yield predictive systems that do not generalize well because completeness and correctness depend on the quality of the model and its features [10]. For example, if you develop a fraud model with feature engineering, you start with a set of variables, and you most likely derive a model from those variables using data transformations. You may end up with 30,000 variables that your model depends on, then you have to shape the model, figure out which variables are meaningful, which ones are not, and so on. Adding more data requires you to do it all over again.

The new approach with deep learning is to replace the formulation and specification of the model with hierarchical characterizations (or layers) that learn to recognize latent features of the data from the regularities in the layers. The paradigm shift with deep learning is a move from feature engineering to feature representation. The promise of deep learning is that it can lead to predictive systems that generalize well, adapt well, continuously improve as new data arrives, and are more dynamic than predictive systems built on hard business rules. You no longer fit a model. Instead, you train the task.
Deep learning is making a big impact across industries. In life sciences, deep learning can be used for advanced image analysis, research, drug discovery, prediction of health problems and disease symptoms, and the acceleration of insights from genomic sequencing. In transportation, it can help autonomous vehicles adapt to changing conditions [11]. It is also used to protect critical infrastructure and speed response.

Most deep learning methods use neural networks architectures, which is why deep learning models are often referred to as deep neural networks. The term “deep” usually refers to the number of hidden layers in the neural network. Traditional neural networks only contain 2-3 hidden layers, while deep networks can have as many as 150. Deep learning models are trained by using large sets of labelled data and neural network architectures that learn features directly from the data without the need for manual feature extraction.

![Figure 1: Neural networks, which are organized in layers consisting of a set of interconnected nodes. Networks can have tens or hundreds of hidden layers.](image)

### 3.2. How Deep Learning Being Used

To the outside eye, deep learning may appear to be in a research phase as computer science researchers and data scientists continue to test its capabilities. However, deep learning has many practical applications that businesses are using today, and many more that will be used as research continues [12]. Popular uses today include:

**Speech Recognition**

Both the business and academic worlds have embraced deep learning for speech recognition. Xbox, Skype, Google Now and Apple's Siri, to name a few, are already employing deep learning technologies in their systems to recognize human speech and voice patterns.

**Natural Language Processing**

Neural networks, a central component of deep learning, have been used to process and analyse written text for many years. A specialization of text mining, this technique can be used to discover patterns in customer complaints, physician notes or news reports, to name a few.
Image Recognition

One practical application of image recognition is automatic image captioning and scene description. This could be crucial in law enforcement investigations for identifying criminal activity in thousands of photos submitted by bystanders in a crowded area where a crime has occurred. Self-driving cars will also benefit from image recognition through the use of 360-degree camera technology.

Recommendation Systems

Amazon and Netflix have popularized the notion of a recommendation system with a good chance of knowing what you might be interested in next, based on past behaviour. Deep learning can be used to enhance recommendations in complex environments such as music interests or clothing preferences across multiple platforms.

Recent advances in deep learning have improved to the point where deep learning outperforms humans in some tasks like classifying objects in images [13]. While deep learning was first theorized in the 1980s, there are two main reasons it has only recently become useful:

1. Deep learning requires large amounts of labelled data. For example, driverless car development requires millions of images and thousands of hours of video.

2. Deep learning requires substantial computing power. High-performance GPUs have a parallel architecture that is efficient for deep learning. When combined with clusters or cloud computing, this enables development teams to reduce training time for a deep learning network from weeks to hours or less.

When choosing between machine learning and deep learning, consider whether you have a high-performance GPU and lots of labelled data. If you don’t have either of those things, it may make more sense to use machine learning instead of deep learning. Deep learning is generally more complex, so you’ll need at least a few thousand images to get reliable results. Having a high-performance GPU means the model will take less time to analyse all those images [14].

3.3. Deep Learning Opportunities and Applications

A lot of computational power is needed to solve deep learning problems because of the iterative nature of deep learning algorithms, their complexity as the number of layers increase, and the large volumes of data needed to train the networks.

The dynamic nature of deep learning methods – their ability to continuously improve and adapt to changes in the underlying information pattern – presents a great opportunity to introduce more dynamic behaviour into analytics [15]. Greater personalization of customer analytics is one possibility. Another great opportunity is to improve accuracy and performance in applications where neural networks have been used for a long time. Through better algorithms and more computing power, we can add greater depth.

While the current market focus of deep learning techniques is in applications of cognitive computing, there is also great potential in more traditional analytics applications, for example, time series analysis. Another opportunity is to simply be more efficient and streamlined in existing analytical operations. Recently, some study showed that with deep neural networks in speech-to-text transcription problems [16]. Compared to the standard techniques, the word-error rate decreased by more than 10 percent when deep neural networks were applied. They also
eliminated about 10 steps of data preprocessing, feature engineering and modelling. The impressive performance gains and the time savings when compared to feature engineering signify a paradigm shift.

Here are some examples of deep learning applications are used in different industries:

*Automated Driving:*

Automotive researchers are using deep learning to automatically detect objects such as stop signs and traffic lights. In addition, deep learning is used to detect pedestrians, which helps decrease accidents.

*Aerospace and Defence:*

Deep learning is used to identify objects from satellites that locate areas of interest, and identify safe or unsafe zones for troops.

*Medical Research:*

Cancer researchers are using deep learning to automatically detect cancer cells. Teams at UCLA built an advanced microscope that yields a high-dimensional data set used to train a deep learning application to accurately identify cancer cells [17].

*Industrial Automation:*

Deep learning is helping to improve worker safety around heavy machinery by automatically detecting when people or objects are within an unsafe distance of machines.

*Electronics:*

Deep learning is being used in automated hearing and speech translation. For example, home assistance devices that respond to your voice and know your preferences are powered by deep learning applications.

### 3.4. How to Create and Train Deep Learning Models

The three most common ways people use deep learning to perform object classification are:

**Training from Scratch**

To train a deep network from scratch, you gather a very large labelled data set and design a network architecture that will learn the features and model. This is good for new applications, or applications that will have a large number of output categories. This is a less common approach because with the large amount of data and rate of learning, these networks typically take days or weeks to train [18].

**Transfer Learning**

Most deep learning applications use the transfer learning approach, a process that involves fine-tuning a pre-trained model. User can start with an existing network, such as AlexNet or GoogLeNet, and feed in new data containing previously unknown classes [19]. After making some tweaks to the network, user can now perform a new task, such as categorizing only dogs or
cats instead of 10,000 different objects. This also has the advantage of needing much less data (processing thousands of images, rather than millions), so computation time drops to minutes or hours.

**Feature Extraction**

A slightly less common, more specialized approach to deep learning is to use the network as a feature extractor. Since all the layers are tasked with learning certain features from images, user can pull these features out of the network at any time during the training process [20]. These features can then be used as input to a machine learning model such as support vector machines (SVM).

### 4. CONCLUSIONS

So this study was concerned by understanding the interrelation between machine learning and big data analysis, what frameworks and systems that worked, and how machine learning can impact the big data analytic process whether by introducing new innovations that foster advanced machine learning process and escalating power consumption, security issues and replacing human in workplaces. The advanced big data analytics and machine learning algorithms with various applications show promising results in artificial intelligence development and further evaluation and research using machine learning are in progress.
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UNDERSTANDING THE FEATURES OF INTERNET OF THINGS (IoT) AND BIG DATA ANALYSIS
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ABSTRACT

In the information era, enormous amounts of data have become available on hand to decision makers. Big data refers to datasets that are not only big, but also high in variety and velocity, which makes them difficult to handle using traditional tools and techniques. Due to the rapid growth of such data, solutions need to be studied and provided in order to handle and extract value and knowledge from these datasets. The Internet of Things, or "IoT" for short, is about extending the power of the internet beyond computers and smartphones to a whole range of other things, processes and environments. IoT is at the epicentre of the Digital Transformation Revolution that is changing the shape of business, enterprise and people’s lives. This transformation influences everything from how we manage and operate our homes to automating processes across nearly all industries. This paper aims to analyse the relationships of AI, big data and IoT, as well as the opportunities provided by the applications in various operational domains.
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1. INTRODUCTION

When something is connected to the internet, which means that it can send information or receive information, or both. This ability to send and/or receive information makes things smart, and smarter is better. To be smart, a thing doesn’t need to have super storage or a supercomputer inside of it. All a thing has to do is connect to super storage or to a supercomputer. Being connected is awesome. Connecting things to the internet yields many amazing benefits. We’ve all seen these benefits with our smartphones, laptops, and tablets, but this is true for everything else too. And yes, I do mean everything. The Internet of Things (IoT) means taking all the things in the world and connecting them to the internet.

With the development and increase of apps and social media and people and businesses moving online using IoT, there’s been a huge increase in data. If we look at only social media platforms, they interest and attract over a million users daily, scaling up data more than ever before. The next question is how exactly is this huge amount of data handled and how is it processed and stored. This is where AI, big data and IoT all 3 components come into play.
2. Benefits of Artificial Intelligence

Artificial intelligence (AI) is a branch of computer science. AI technologies aim to reproduce or surpass abilities in computational systems that are generally deemed intelligent if performed by a human [1]. These abilities include:

- learning
- reasoning
- pattern-recognition
- problem-solving
- visual perception
- language-understanding

2.1. Different Types of AI

There are two main types of AI [2]:

**Applied AI**: is more common and includes systems designed to intelligently carry out a single task, eg move a driverless vehicle, or trade stocks and shares. This category is also known as 'weak' or 'narrow' AI.

**Generalised AI**: is less common and includes systems or devices that can theoretically handle any task, as they carry enough intelligence to find solutions to unfamiliar problems. Generalised AI is also known as 'strong' AI. Examples of true strong AI don't currently exist, as these technologies are still in very early stages of development.

Many modern AI applications are enabled through a sub-field of AI known as 'machine learning'. What is machine learning? The roots of machine learning (ML) are in statistics. ML uses algorithms and statistical models to perform a specific task without using explicit instructions, instead relying on patterns and inference [3]. For example, ML applications can:

- read a text and decide if the author is making a complaint or a purchase order
- listen to a piece of music and find other tunes to match the mood
- recognise images and classify them according to the elements they contain
- translate large volumes of text in real time
- accurately recognise faces, speech and objects

2.2. How are AI and Machine Learning used in Business

Over the years, AI research has enabled many technological advances [4], including:

- virtual agents and chatbots
- suggestive web searches
- targeted advertising
- pattern recognition
- predictive analytics
- voice and speech recognition
- face recognition
- machine translation
- autonomous driving
- automatic scheduling
Many of these are now commonplace and provide solutions to a great number of business challenges and complex, real-world problems.

2.3. How are Businesses using AI

AI is steadily passing into everyday business use. From workflow management to trend predictions, AI has many different uses in business [5]. It also provides new business opportunities.

Application of AI in business:

- **Improve customer services** – e.g. use virtual assistant programs to provide real-time support to users (for example, with billing and other tasks).
- **Automate workloads** – e.g. collect and analyse data from smart sensors, or use machine learning (ML) algorithms to categorise work, automatically route service requests, etc.
- **Optimise logistics** – e.g. use AI-powered image recognition tools to monitor and optimise your infrastructure, plan transport routes, etc.
- **Increase manufacturing output and efficiency** – e.g. automate production line by integrating industrial robots into your workflow and teaching them to perform labour-intensive or mundane tasks [6].
- **Prevent outages** – e.g. use anomaly detection techniques to identify patterns that are likely to disrupt your business, such as an IT outage. Specific AI software may also help you to detect and deter security intrusions.
- **Predict performance** – e.g. use AI applications to determine when you might reach performance goals, such as response time to help desk calls.
- **Predict behaviour** – e.g. use ML algorithms to analyse patterns of online behaviour to, for example, serve tailored product offers, detect credit card fraud or target appropriate adverts.
- **Manage and analyse your data** – e.g. AI can help you interpret and mine your data more efficiently than ever before and provide meaningful insight into your assets, your brand, staff or customers [7].
- **Improve your marketing and advertising** – e.g. effectively track user behaviour and automate many routine marketing tasks.

3. **What is Big Data and What Are Its Benefits**

Big data analytics has revolutionized the field of IT, enhancing and adding added advantage to organizations. It involves the use of analytics, new age tech like machine learning, mining, statistics and more. Big data can help organizations and teams to perform multiple operations on a single platform, store Tbs of data, pre-process it, analyse all the data, irrespective of the size and type, and visualize it too [8].

The sources of big data:

**Black Box Data**

This is the data generated by air planes, including jets and helicopters. Black box data includes flight crew voices, microphone recordings, and aircraft performance information.
Social Media Data

This is data developed by such social media sites as Twitter, Facebook, Instagram, Pinterest, and Google+.

Stock Exchange Data

This is data from stock exchanges about the share selling and buying decisions made by customers.

Power Grid Data

This is data from power grids. It holds information on particular nodes, such as usage information.

Transport Data

This includes possible capacity, vehicle model, availability, and distance covered by a vehicle.

Search Engine Data

This is one of the most significant sources of big data. Search engines have vast databases where they get their data.

The speed at which data is streamed, nowadays, is unprecedented, making it difficult to deal with it in a timely fashion. Smart metering, sensors, and RFID tags make it necessary to deal with data torrents in almost real-time. Most organizations are finding it difficult to react to data quickly. Not many years ago, having too much data was simply a storage issue [9]. However, with increased storage capacities and reduced storage costs are now focusing on how relevant data can create value.

There is a greater variety of data today than there was a few years ago. Data is broadly classified as structured data (relational data), semi-structured data (data in the form of XML sheets), and unstructured data (media logs and data in the form of PDF, Word, and Text files). Many companies have to grapple with governing, managing, and merging the different data varieties [10].

3.1. Advantages of Big Data

1. Today’s consumer is very demanding. All customer wants to be treated as an individual and to be thanked after buying a product. With big data, supplier will get actionable data that they can use to engage with their customers one-on-one in real-time [11]. One way bigdata allows supplier to do this is that they will be able to check a complaining customer’s profile in real-time and get info on the product(s) the customer is complaining about. Supplier will then be able to perform reputation management.

2. Big data allows supplier to re-develop the products/services they are selling. Information on what others think about their products, such as through unstructured social networking site text helps supplier in product development.

3. Big data allows supplier to test different variations of CAD (computer-aided design) images to determine how minor changes affect their process or product. This makes big data
invaluable in the manufacturing process.

4. Predictive analysis will keep supplier ahead of their competitors. Big data can facilitate this by, as an example, scanning and analysing social media feeds and newspaper reports. Big data also helps supplier do health-tests on their customers, suppliers, and other stakeholders to help supplier reduce risks such as default.

5. Big data is helpful in keeping data safe. Big data tools help supplier map the data landscape of their company, which helps in the analysis of internal threats. As an example, supplier will know if their sensitive information has protection or not. A more specific example is that supplier will be able to flag the emailing or storage of 16 digit numbers (which could, potentially, be credit card numbers) [12].

6. Big data allows supplier to diversify their revenue streams. Analysing big data can give trend-data that could help the supplier come up with a completely new revenue stream.

7. The supplier website needs to be dynamic if it is to compete favourably in the crowded online space. Analysis of big data helps supplier personalize the look/content and feel of their site to suit every visitor based on, for example, nationality and sex. An example of this is Amazon’s IBCF (item-based collaborative filtering) that drives its “People you may know” and “Frequently bought together” features [13].

8. If the supplier is running a factory, big data is important because the supplier will not have to replace pieces of technology based on the number of months or years they have been in use. This is costly and impractical since different parts wear at different rates. Big data allows supplier to spot failing devices and will predict when the supplier should replace them.

9. Big data is important in the healthcare industry, which is one of the last few industries still stuck with a generalized, conventional approach. Big data allows a cancer patient to get medication that is developed based on his/her genes.

### 3.2. Challenges of Big Data

1. One of the issues with big data is the exponential growth of raw data. The data centres and databases store huge amounts of data, which is still rapidly growing. With the exponential growth of data, organizations often find it difficult to rightly store this data [14].

2. The next challenge is choosing the right big data tool. There are various big data tools, however choosing the wrong one can result in wasted effort, time and money too.

3. Next challenge of big data is securing it. Often organizations are too busy understanding and analysing the data, that they leave the data security for a later stage, and unprotected data ultimately becomes the breeding ground for the hackers.

### 4. WHAT IS INTERNET OF THINGS (IoT)

In the Internet of Things (IoT), all the things can be put into three categories [15]:

1. Sensors that collect information and then send it.
2. Computers that receive information and then act on it.
3. Things that do both.

And all three of these have enormous benefits that feed on each other:

**Collecting and Sending Information**

Sensors can measure temperature, motion, moisture, air quality, light, and almost anything else you can think of. Sensors, when paired with an internet connection, allow us to collect information from the environment which, in turn, helps make better decisions [16]. On a farm, automatically getting information about soil moisture can tell farmers exactly when crops need to be watered. Instead of watering too much or too little (either of which can lead to bad outcomes), the farmer can ensure that crops get exactly the right amount of water. Just as our senses allow us to collect information, sensors allow machines to make sense of their environments [17].

**Receiving and Acting on Information**

We’re all very familiar with machines acting on input information. A printer receives a document and then prints it. A garage door receives a wireless signal and the door opens. It’s commonplace to remotely command a machine to act. The real power of IoT arises when things can both collect information and act on it [18].

**Doing Both**

Let’s go back to farming. The sensors collect information about the soil moisture. Now, the farmer could activate the irrigation system, or turn it off as appropriate. Instead, the irrigation system can automatically act as needed, based on how much moisture is detected. If the irrigation system receives information about the weather from its internet connection, it can also know when it’s going to rain and decide not to water the crops when they’ll be watered by the rain any ways [19].

**4.1. How Does IoT Impact You**

The new rule for the future is going to be, “Anything that can be connected, will be connected.” But why on earth would a person want so many connected devices talking to each other? There are many examples for what this might look like or what the potential value might be. Say for example you are on your way to a meeting; your car could have access to your calendar and already know the best route to take. If the traffic is heavy your car might send a text to the other party notifying them that you will be late. What if your alarm clock wakes you at 6 a.m. and then notifies your coffee maker to start brewing coffee for you? What if your office equipment knew when it was running low on supplies and automatically re-ordered more? What if the wearable device you used in the workplace could tell you when and where you were most active and productive and shared that information with other devices that you used while working? On a broader scale, the IoT can be applied to things like transportation networks: “smart cities” which can help the society to reduce waste and improve efficiency for things such as energy use; this helping the government to understand and improve how everyone work and live [20].

The reality is that the IoT allows for virtually endless opportunities and connections to take place, many of which we can't even think of or fully understand the impact of today. It's not hard to see how and why the IoT is such a hot topic today; it certainly opens the door to a lot of opportunities but also to many challenges. Security is a big issue that is often times brought up [21]. With billions of devices being connected together, what can people do to make sure that their
information stays secure? Will someone be able to hack into your toaster and thereby get access to your entire network? The IoT also opens up companies all over the world to more security threats. Then we have the issue of privacy and data sharing [22]. This is a hot-button topic even today, so one can only imagine how the conversation and concerns will escalate when we are talking about many billions of devices being connected. Another issue that many companies specifically are going to be faced with is around the massive amounts of data that all of these devices are going to produce. Companies need to figure out a way to store, track, analyse and make sense of the vast amounts of data that will be generated [23].

5. Conclusions

So this study was concerned by understanding the interrelation between AI, big data and IoT, what frameworks and systems that worked, and how AI can impact the big data analytic process whether by introducing new innovations that foster advanced IoT development process and escalating power consumption, security issues and replacing human in workplaces [24]. The advanced big data analytics and algorithms with various applications show promising results in artificial intelligence development and further evaluation and research using IoT are in progress.
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