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Preface

The International Conference on 2nd International Conference on NLP Techniques and Applications (NLPTA 2021), November 27~28, 2021, Dubai, UAE, 6th International Conference on Education (EDU 2021), 2nd International Conference on Data Science and Applications (DSA 2021), 2nd International Conference on Internet of Things & Embedded Systems (IoTE 2021), 12th International Conference on VLSI (VLSI 2021), 11th International Conference on Digital Image Processing and Pattern Recognition (DPPR 2021), 11th International Conference on Advances in Computing and Information Technology (ACITY 2021), 11th International Conference on Artificial Intelligence, Soft Computing and Applications (AIAA 2021) and 8th International Conference on Computer Networks & Data Communications (CNDC 2021) was collocated with 2nd International Conference on NLP Techniques and Applications (NLPTA 2021). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The NLPTA 2021, EDU 2021, DSA 2021, IoTE 2021, VLSI 2021, DPPR 2021, ACITY 2021, AIAA 2021 and CNDC 2021 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.


We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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AUTOMATED CHINESE ESSAY SCORING USING PRE-TRAINED LANGUAGE MODELS

Lulu Dong\textsuperscript{1, 2}, Lin Li\textsuperscript{1, 2}, HongChao Ma\textsuperscript{3} and YeLing Liang\textsuperscript{1, 2}
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ABSTRACT

Automated Essay Scoring (AES) aims to assign a proper score to an essay written by a given prompt, which is a significant application of Natural Language Processing (NLP) in the education area. In this work, we focus on solving the Chinese AES problem by Pre-trained Language Models (PLMs) including state-of-the-art PLMs BERT and ERNIE. A Chinese essay dataset has been built up in this work, by which we conduct extensive AES experiments. Our PLMs-based AES models acquire 68.70\% in Quadratic Weighted Kappa (QWK), which outperform classic feature-based linear regression AES model. The results show that our methods effectively alleviate the dependence on manual features and improve the portability of AES models. Furthermore, we acquire well-performed AES models with a limited scale of the dataset, which solves the lack of datasets in Chinese AES.

KEYWORDS

Chinese Automated Essay Scoring, Neural Network, Pre-trained Language Model, Quadratic Weighted Kappa.

1. INTRODUCTION

Writing is a measure of language learners meta-cognitive and linguistic abilities, thus Chinese writing draws increasing attention from learners. With the boom in learning Chinese all over the world, Chinese essay scoring becomes a challenge for both Chinese teaching and testing. It is not only because scoring essays is a time and labor-consuming task, but also different human raters have divergence on the same essays. AES is an effective and efficient substitution for human raters by assigning a holistic score to an essay. AES is a reasonable approach to alleviate the conflict between the increasing number of Chinese essays and the lack of human raters is helpful to reduce subjectivity in human scoring [1]. Classic feature-based AES systems have succeed for English AES like PEG [2], IEA [3], E-rater [4, 5], and BETSY [6]. The performance of a classic AES system is largely determined by its feature set, however, building a high-quality set is a time-consuming and laborious task. Furthermore, it is also a challenge even for experts to take all key scoring aspects into consideration. To reduce the dependency of AES systems on manually building feature sets, Neural Networks such as convolution and recursive neural networks have been introduced into the AES task [7]. The Neural Network-based AES approach avoids complex feature engineering but it is a corpus-greedy method. That is, a large scale of essay corpus is the prerequisite for acquiring a well-performed AES system.
Language models succeed in many Natural Language processes communities because of their strong capability in language representation. The state-of-the-art PLMs [8] own powerful architecture and are trained on huge scale corpus by different pre-trained tasks. PLMs are successfully applied to complete AES tasks by researchers such as XLNET and BERT. Compared with feature-based and Neural Network-based AES methods, PLMs-based AES systems show a better agreement with human raters trained by the same scale of training corpora [9]. Currently, challenges for Chinese AES can be attributed to the lack of a powerful model and available large-scale corpus. To alleviate the difficulties, we propose to apply fine-tuned PLMs into the Chinese AES task in this work.

The rest of this paper is organized as follows. Section 2 provides an overview of related work in the literature. Section 3 gives a clear definition for the AES task and a detailed explanation for the evaluation metric used in this work. We provide the details of our approach in Section 4, present and analyze results in Section 5. Finally, we draw our conclusion in Section 6.

2. RELATED WORK

Studies in English AES. The performance of sequence models like Long Short-Term Memory (LSTM) exceeds previous feature-based methods on AES tasks by its powerful capability of feature engineering and complex pattern encoding. Alikaniotis et al [10] applied Bidirectional LSTM (BiLSTM), based on which Fei and Yue [11] added convolution layer and pre-trained word embedding into their work. Attention mechanism has been used to AES models to alleviate gradient vanishing and long-distance dependency problem of sequence models. Fei et al [12] adopted attention into the AES task, by which the model can capture significant context and word-level information. With the success of the pre-trained language model in many NLP tasks, Rodriguez et al [13] proposed an AES model based on BERT [14] and XLNET [15]. In general, Neural Networks achieve better agreement with human raters in the English AES task.

Studies in Chinese AES. A few AES systems have been proposed for different Chinese tests like HSK (Hanyu Shuiping Kaoshi) [16], MHK (Chinese Proficiency Test for Minorities in China) [17], and high school essays test [18]. These systems assign a holistic score with linear regression models based on various linguistic features. Kakkonen et al [18,19] proposed a linear regression model whose features are represented by Latent Semantic Analysis (LSA). Previous AES work in Chinese shows a medium correlation between predicted scores and manual scores, which can not fully satisfy the practical application. Powerful modeling approaches have been used to improve the performance of Chinese AES like Supported Vector Machine (SVM) and Back Propagation (BP) neural network. For instance, Ma et al [20] made a comparison study in Chinese AES between SVM and BP neural network. And their results show that BP neural network achieves a higher correlation with the human raters than SVM. Fu [21] et al proposed a hybrid AES model that combined Recurrent Neural Network (RNN) with BiLSTM.

Pre-trained Language Models. PLMs have made great achievements in a variety of NLP tasks, for instance, BERT(Bidirectional Encoder Representation from Transformers) performs better than native human speakers in some GLUE benchmark tasks. PLMs attract increasing interest from organizations and researchers, thus many PLMs are proposed like BERT [14], ERNIE [22], and GTP [8]. BERT is one of the most successful PLMs, which is built on Transformer architecture and adopts a bidirectional mechanism. RoBERTa [23], a variant of BERT, is trained by more training data and training batches than BERT. Ernie is trained by different pre-trained tasks and training strategies that are helpful to add word and phrase-level information into the model. In this work, we focus on three PLMs based on Transformer architecture, thus we use BERT, ERNIE, and RoBERTa to explore the automatic score of Chinese essays.
3. AUTOMATED ESSAY SCORING FOR CHINESE

In this section, we provide a clear definition of the AES task, introduce the dataset we employed, and elucidate the evaluation metric used for assessing the performance of our AES models proposed in this work.

3.1. Task Description

An essay can be evaluated from different aspects including relevance to prompt, the correctness of grammar, and usage of lexical. In this work, we focus on holistic essay scoring, that is, assign an essay an overall score according to its general quality. Thus, the AES model proposed in this work takes a raw essay as input and provides a holistic score as output. We formalize Chinese AES as a classification task, which adopts a 12-class classification. Each class represents a range of 5 points assigned by human raters from 40 to 95.

Our classification models aim to deduce accurate score labels by learning implicit and explicit features of essays. What shall be noted is that scores assigned by human raters are treated as the golden standard, thus our models concentrate on maximizing the agreement between predicted scores and human raters.

3.2. Chinese Essay Corpora

Large-scale Chinese essay corpora with corresponding scores are essential for Chinese AES study. The corpora used in this work contains 7,141 Chinese essays, all of which were written by Chinese as a second language learner. Statistics of our corpora are shown in Table 1, which shows that the size of our dataset is only a third of ASAP dataset. We used 60%, 20%, and 20% essays of each prompt as training, validation, and test dataset, respectively. The corresponding scores are treated as labels adopted in this work, which is assigned by experts in a fair and strict scoring process. Specifically, each essay is graded by two independent human raters and a third senior rater will be introduced when the first two raters cannot reach an agreement in terms of the score.

Table 1. Statistic of our Chinese Essays Dataset

<table>
<thead>
<tr>
<th>Prompt</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td>861</td>
<td>703</td>
<td>825</td>
<td>198</td>
<td>325</td>
<td>739</td>
<td>1330</td>
<td>518</td>
<td>687</td>
<td>955</td>
</tr>
<tr>
<td>Rating range</td>
<td>40-95</td>
<td>40-95</td>
<td>40-95</td>
<td>65-95</td>
<td>40-95</td>
<td>40-95</td>
<td>40-95</td>
<td>40-95</td>
<td>50-95</td>
<td>40-95</td>
</tr>
</tbody>
</table>

3.3. Evaluation metrics

AES systems used to be evaluated by a variety of statistical measures like Pearson correlation coefficient and Kappa [24]. Since the ASAP competition adopts Quadratic Weighted Kappa (QWK) as an evaluation metric, QWK becomes a widely used approach for AES task by several work [24]. We also take QWK as our evaluation method not only because it is a popular method to that ensure our result is comparable with other AES work, but also because its principle is more reasonable for evaluating AES models than other metrics.

QWK is capable of capturing disagreement between two raters by fusion matrix. The range of QWK is from 0 to 1, and K = 1 if the two raters achieve complete agreement with each other. The brief procedure of computing QWK of two groups of essay scores is defined as follows. Firstly,
the weight matrix $W$ is built up as defined by formula 1, where $i$ and $j$ are the scores given by a human rater and an AES system respectively, $N$ is the number of essay grades.

$$W_{i,j} = \frac{(i - j)^2}{(N - 1)^2} \quad (1)$$

Then, we construct the matrix $Q$ and the prediction matrix $E$, where $Q_{i,j}$ refers to the number of times an essay is graded as $i$ by human raters and as $j$ by the automatic score method. $E$ is the outer product of the manual score vector and the AES score vector. Finally, the QWK score is computed as the formula 2:

$$K = 1 - \frac{\sum_{i,j} W_{i,j} Q_{i,j}}{\sum_{i,j} W_{i,j} E_{i,j}} \quad (2)$$

4. AES Models for Chinese

Due to the size limitations of our dataset, only can we use a limited scale of samples to training a model. Thus we employ the strong ability of PLMs in encoding linguistic information and learning about the complex relationship between essays and corresponding scores and achieve a better performance in the AES task. Firstly we build up a regression-based AES model as our baseline model, which is an explainable and stable benchmark for this work. And several PLMs have been proposed with the success of PLMs in many NLP areas like Machine Translation, etc. Then we explore how to apply three powerful Chinese PLMs including BERT, ERNIE, and RoBERTa into our task.

4.1. Baseline Model

The regression-based AES method shows relatively stable and simple performance in both English and Chinese [25]. In the ASAP competition, A regression-based AES model won third place in the ASAP competition [26], following which we build up our benchmark for this work with multi-level latent linguistic features. We comprehensively consider features that contribute to essay scoring, by which we acquired an integrated feature set for Chinese AES. In this section, we will introduce the feature set we built up for Chinese AES, and describe the construction and implementation of the linear regression model.

Features Set A regression-based AES model needs a high-quality feature set. However, feature selection depends on manual selection task is full of challenges due to it is hard for people to comprehensively consider all key information for the AES task. So we construct a latent semantic feature set consisting of three aspects of linguistic features including characters, words, and sentences as shown in appendix Table A1.

Character-level features According to the difficulty, Chinese characters are divided into four grades by HSK [27]. Intuitively, the level of character usage is an effective measure to evaluate writing skills. That is, an essay consisting of more various and high-level characters will be rated a higher score. Based on this assumption, we proposed 11 character features.

Word-level features The words choosing and applying largely determine the level of an essay, so we extend the feature set with eight different features about word usage like the number of tokens,
misused words, etc. Through these features, the baseline model is capable of evaluating a writer's level of Chinese basic vocabulary, complex words, and phrases.

**Sentence-level features** We also consider sentence-level features except for character and word features, that including the ratio of the number of clauses to the total number of sentences, the average sentence length, and the total count of sentence errors. The sentence features ensure the baseline model can make a reasonable prediction of a writer's ability in complex sentence patterns and grammar knowledge.

**Regression-based Model** A linear regression model is a statistical approach which can make reasonable prediction by learning linear relationship between independent variables and dependent variables [28]. Multiple linear regression was constructed as the baseline model according to the function \( Y = aX + b \), where \( X \) refers to the multidimensional features as input, and \( Y \) is the score predicted by the linear regression model. The linear regression model \( Y = aX + b \) can be realized by the full connection layer. Through a full connection layer, the input \( X \) and output \( Y \) are connected and the parameters \( a \) and offset term \( b \) are allocated.

The mean square error (MSE) is taken as the loss function, the Root Mean Square Prop (RMSProp) is the optimization algorithm, and the extracted features are used as the linear regression model of dataset training. In the construction of the linear regression model, the normalization technology is used to normalize the extracted feature data. The data in different ranges are in the same distribution range, which can make the optimization algorithm have a faster convergence speed.

**4.2. Our PLMs-based AES Models**

Neural Networks require large-scale training data for learning complex patterns between essays and corresponding scores. To avoid the over-fitting problem [7], we explore how to effectively apply PLMs into the Chinese AES.

BERT is the abbreviation for Bidirectional Encoder Representations from Transformers [14], which is one of the most successful PLMs and outperforms human participants in many tasks of GLUE. BERT’s success can be attributed to its effective language modeling approach and the bidirectional multi-layer transformer architecture. As a deep bidirectional transformer model, which generates a feature vector for each element (like a word) of the input sequence with consideration of its preceding and succeeding context [29]. In this paper, we use the BERT-base Chinese to our task, which includes an embedding layer, 12 encoder layers, and a pooling layer. The parameters are up to 110M.

BERT consists of the Encoder of Transformer model and the Transformer learns the representation of linguistic units in context by self-attention and full connection layer. When encoding a linguistic unit of an input sequence, the self-attention mechanism of BERT determines assigning how much attention to each unit. These three vectors are the result of multiplying an embedding vector by a matrix \( W \), which is randomly initialized. The self-attention is defined as for formula 3.

\[
Self-attention = \text{Soft max}(\frac{QK^T}{\sqrt{d_k}})W
\]  

(3)
Self-attention calculates three new vectors, which are called a query, key, and value (Q, K, and V) respectively, namely $Q = W^Q X^T$, $K = W^K X^T$, $V = W^V X^T$. Calculate the score of self-attention, which determines how much attention we pay to the rest of the input sentence when we encode a word in a certain position. The calculation method of this fractional value is to do point multiplication between query and key and divide the result of point multiplication by a constant $\sqrt{d_k}$. Then a softmax function is used to get the weight, and the result is the correlation of each word to the word in the current position. Multiply the value from value and softmax, and the result is the value of self-attachment in the current node.

BERT is trained by two different word level and sentence level tasks. One task is MLM (Masked Language Modeling) which learns language distribution by recovering several randomly masked words in a sentence. The other is NSP (next sense prediction) that main purpose is to predict the sequence of two sentences. Except for employing knowledge learning in the pre-training stage, BERT shall be properly fine-tuned for a specific downstream task. In this paper, we fine-tune the parameters of middle layers to adjust the embedding of the input sequence and parameters of the prediction layer to improve BERT's performance in our task (more details about fine-tuning are in Section 5).

RoBERTa Researchers of Facebook and the University of Washington carefully investigate the effects of hyper-parameters and scale of training corpus on the performance of BERT. And the result shows that the training of BERT is insufficient, thus they propose RoBERTa [23] improve BERT from the following aspects: (1) extending the scale of training corpus into 160G; (2) increasing the number of parameters into eight thousand; (3) extending training processing by using 500 thousand training epoch.

RoBERTa proposes a full-sentences mechanism, which refers to the length of the input sequence that has been extended from two sentences to a fixed-length context (i.e. paragraphs or articles). And the static MLM of BERT has been replaced with the dynamic MLM, that is, the inputs are masked just before used to the training. By these strategies, RoBERTa outperforms in many NLP tasks. In this paper we use RoBERTa-Base-Chinese to complete AES.

ERNIE employs the architecture of BERT, whose effectiveness has been proved by many studies. The primary idea of BERT is that a powerful representation of language can be effectively learned by simple pre-training tasks and a huge scale of the corpus. ERNIE proposes that the language representation can be further improved by more informative pre-training tasks. Thus, ERNIE adopts three different level mask units (words, phrases, and name entities) in MLM to acquire more semantic information [22].

Based on this assumption, ERNIE uses DLM (Dialogue Language Model) to model query response dialogue structure, takes dialogue pair as input, introduces dialogue embedding to identify the role of dialogue, and uses dialogue response loss to learn the implicit relationship of dialogue, to further improve its semantic representation ability. ERNIE can potentially learn knowledge dependency and longer semantic dependency by unifying the mask to make the model more generalized. Experiments show that ERNIE achieves good results in some Chinese NLP tasks, which is related to its use of forum data for dialogue modeling, which the training corpus for ERNIE is multi-source like encyclopedia article and dialogue, it ensures ERNIE learn various language information distributed in different genre of the corpus.
4.3. Fine-tuning Strategy

When applying PLMs to downstream tasks, many difficulties need to be solved like catastrophic forgetting, which makes the model quickly forget what it learned before. In the work, we use three basic versions of the pre-training language model and try to use a variety of fine-tuning strategies to obtain better experimental results. In the process of fine-tuning, we mainly focus on the influence of sequence length, learning rate, and batch-size on the experimental results. In addition, the final optimization strategy and operation configuration parameters are shown in Table 2.

Table 2. Parameter configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimizer</td>
<td>AdamWeightDecayStrategy</td>
<td>lr-scheduler</td>
<td>Linear decay</td>
<td>learning-rate</td>
<td>2e-5</td>
</tr>
<tr>
<td>weight-decay</td>
<td>0.01</td>
<td>Max-seq-len</td>
<td>510</td>
<td>batch-size</td>
<td>32</td>
</tr>
<tr>
<td>warmup-proportion</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. EXPERIMENTS AND RESULTS

5.1. Experiments

In this work, we run intensive experiments to investigate the way how to solve the Chinese AES problems by different PLMs including BERT, ERNIE, and RoBERTa. To compare and analyze the performance of different PLMs, we utilized the same dataset in all experiments. Google Colab platform was used to execute our baseline model, and the Baidu PaddlePaddle platform was employed to training and testing our PLMs models.

5.2. Results and Analysis

We tentatively make use of CNN and RNN in Chinese AES, and our results show worse performance than our baseline system. We think the bad performance of CNN and RNN is because they cannot learn about the complex relationship between essays and scores with a limited size of corpora. Our results suggest that it is not practical to training a Neural Network-based AES model from scratch.

Table 3. QWK Results (%)

<table>
<thead>
<tr>
<th>Model</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSP-T-FT[30]</td>
<td>86.30</td>
<td>58.60</td>
<td>49.50</td>
<td>56.70</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>62.8</td>
</tr>
<tr>
<td>Baseline</td>
<td>57.83</td>
<td>52.40</td>
<td>48.25</td>
<td>62.27</td>
<td>55.32</td>
<td>61.88</td>
<td>56.39</td>
<td>59.19</td>
<td>60.92</td>
<td>59.58</td>
<td>57.40</td>
</tr>
<tr>
<td>BERT</td>
<td>77.15</td>
<td>74.83</td>
<td>68.43</td>
<td>73.08</td>
<td>62.24</td>
<td>75.21</td>
<td>56.09</td>
<td>64.51</td>
<td>50.97</td>
<td>72.10</td>
<td>67.46</td>
</tr>
<tr>
<td>ERNIE</td>
<td>76.00</td>
<td>79.96</td>
<td>69.62</td>
<td>65.10</td>
<td>62.24</td>
<td>76.36</td>
<td>58.92</td>
<td>61.72</td>
<td>48.68</td>
<td>76.54</td>
<td>67.51</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>80.31</td>
<td>80.17</td>
<td>71.29</td>
<td>66.37</td>
<td>55.62</td>
<td>75.38</td>
<td>60.28</td>
<td>63.92</td>
<td>55.96</td>
<td>77.70</td>
<td>68.70</td>
</tr>
</tbody>
</table>

QWK results are shown in Table 3 and we also evaluate our models by Pearson correlation (as shown in Table 4) to compare with previous work. QWK is widely adopted for evaluating AES, while the Pearson coefficient could reflect ranking consistency. The WSP-T-Finetune model was Song [30] adapts multi-stage Pre-training strategy cooperate on the attentional recurrent convolutional neural network with the essay written by a Chinese student. The result shows that the pre-training-based approach is effective for AES. The average QWK of our baseline model is
57.40% and all the three PLMs-based AES models outperform our baseline system in terms of QWK. RoBERTa achieves the best QWK comparing with BERT and ERNIE, whose improvement of QWK reaches 11.30%. The different PLMs-based AES models show very similar performance in the AES task. Our results suggest that fine-tuned PLMs-based AES model is a practical way for Chinese AES with the limitation of the scale of the corpus. In addition, our PLMs-based models also obviously performed better than the work of [30] in the Chinese AES task.

<table>
<thead>
<tr>
<th>Model</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSP-T-FT[30]</td>
<td>87.70</td>
<td>62.90</td>
<td>53.40</td>
<td>60.60</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>66.20</td>
</tr>
<tr>
<td>Baseline</td>
<td>62.37</td>
<td>58.07</td>
<td>55.54</td>
<td>60.55</td>
<td>57.93</td>
<td>66.64</td>
<td>56.09</td>
<td>61.37</td>
<td>63.80</td>
<td>63.84</td>
<td>60.62</td>
</tr>
<tr>
<td>BERT</td>
<td>82.07</td>
<td>76.30</td>
<td>70.02</td>
<td>74.83</td>
<td>62.48</td>
<td>78.53</td>
<td>59.04</td>
<td>71.91</td>
<td>56.12</td>
<td>75.74</td>
<td>70.70</td>
</tr>
<tr>
<td>ERNIE</td>
<td>81.40</td>
<td>80.57</td>
<td>70.56</td>
<td>66.04</td>
<td>63.01</td>
<td>79.39</td>
<td>60.68</td>
<td>67.23</td>
<td>50.22</td>
<td>79.61</td>
<td>69.87</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>83.40</td>
<td>81.05</td>
<td>72.71</td>
<td>66.37</td>
<td>56.55</td>
<td>77.14</td>
<td>61.26</td>
<td>70.91</td>
<td>57.64</td>
<td>79.84</td>
<td>70.69</td>
</tr>
</tbody>
</table>

A post-hoc analysis has been done for investigating the different performances of our models on different prompts. As shown in Figure 1, RoBERTa outperforms other models on most prompts (8 of 10) except for prompts 4 and 5. We think the best performance of RoBERTa in this work can be attributed to its long contextual training strategy, that is, RoBERTa learns a better language representation by using long context information. RoBERTa only falls behind other models on 2 prompts, we think this is caused by the very small sample size (Table 1). This result reveals the key effect of training set size on RoBERTa, that is, RoBERTa performs better than other PLMs models with the proper amount of training samples in the AES task. This assumption also can be proved by the obvious QWK improvement of RoBERTa on prompts 1, 3, 7, and 10 with a larger number of samples.

![Figure 1. Results QWK under different prompts](image)

### 6. CONCLUSION

In this paper, we build up a strong baseline system for the Chinese AES task by a linear regression model. Furthermore, we investigate how to apply PLMs into our AES task including BERT, RoBERTa, and ERNIE. By running intensive experiments on Chinese AES, we find that PLMs-based significantly outperform our baseline system. The results show that RoBERTa achieves 68.70% in QWK, which is 11.30% higher than the baseline. The designing and
performance of Chinese AES models are still limited to the size of our corpus, thus larger Chinese essay corpora will be helpful for further study in Chinese AES.

7. **Future Work**

In the future we will further analyze the internal structure of PLMs, a more reasonable fine-tuning strategy is adopted to further improve the effectiveness of the automatic scoring model. And we are interested in probe what features or traits are captured by PLMs for scoring. Furthermore, we will explore and make public the larger pre-training Chinese dataset with supervised labels or self-supervised learning strategies.
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### Table A1. Feature Set used in Regression AES Model

<table>
<thead>
<tr>
<th>Level</th>
<th>Features</th>
</tr>
</thead>
</table>
| character | Total character count  
|          | Square root of total character count  
|          | Forth root of total character count  
|          | Count of unique characters  
|          | The ratio of number of unique characters to the total number of words in the essay  
|          | Count of Grade A characters  
|          | Count of Grade B characters  
|          | Count of Grade C characters  
|          | Count of Grade D characters  
|          | Count of characters above Grade A to D  
|          | Count of misuse characters  |
| word     | Total word count  
|          | Unique word count  
|          | Count of Grade A words  
|          | Count of Grade B words  
|          | Count of Grade C words  
|          | Count of Grade D words  
|          | Count of misuse words  
|          | Average count of words in sentences  |
| sentence | Total sentence count  
|          | Total clause count  
|          | The ratio of number of clauses to the total number of sentences  
|          | The average sentence length  
|          | The total count of sentence errors  |
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ABSTRACT

The development of question answering (QA) systems involves methods and techniques from the areas of Information Extraction (EI), Natural Language Processing (NLP), and sometimes speech recognition. A user interface that involves all these tasks requires deep development to improve the interaction between a user and a device. This paper describes a Spanish QA system for an academic domain through a multi-platform user interface. The system uses a voice query to be transformed into text. The semi-structured query is converted into SQWRL language to extract a system of ontologies from an academic domain using patterns. The answer of the ontologies is placed in templates classified according to the type of question. Finally, the answer is transformed into a voice. A method for experimentation is presented focusing on the questions asked in voice and their respective answers by experts from the academic domain in a set of 258 questions, obtaining a 92% accuracy.
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1. INTRODUCTION

Teaching, research, and diffusion activities take place in an academic environment. Facilities are available, such as computer laboratories, libraries, classrooms, and auditoriums to realize these activities. In addition, actors participate in the activities to execute tasks. Administrative staff, professors, and students are some involved actors.

Ontologies allow to store and depict information about activities or events. Ontologies structure the information semantically to facilitate queries. However, the query about an event information and its related aspects (people, time, and physical spaces) involves a user request. Due to the large amount of information generated in the academic domain, this query process requires computational processing and a transformation into formal languages.

The answer extraction process from a voice query is a challenge today. The main objective of this paper is to extract an answer from an academic system of ontologies. For this reason, the whole process begins with a voice question from a user transformed into text and then represented in a semi-structured query using the procedure developed in [1]; the answer is placed in defined templates depending on the type of answer extracted; finally, the text with the final answer is converted from text to speech. This process involves a speech-to-text and text-to-speech translator, enriching a semi-structured query, and mapping entities to ontology elements. Also,
the identification of structural patterns (succession of structured elements frequently identified in
different questions), the SQWRL execution query to get a specific response about events,
physical spaces, and involved actors (people) that belong to the academic domain, and the
generation of an answer understandable and friendly for the user is connected. The system of
ontologies uses modules to consider people, time, and physical spaces; It is possible to answer
questions such as who? where? and when? To make the query in voice format input and output, it
uses Web Speech API in Java to run it in a multi-platform environment.

This paper aims to present a classification of templates based on different types of answers
obtained from an information extraction method with an approach based on SQWRL patterns. As
well, describe the development of a multiplatform user interface that has as input a voice query
from a user from the academic domain, a transformation to an unstructured text, a natural
language processing, extraction, and search of information in a system of ontologies, a
representation of the answer in templates and voice output to the initial user.

The rest of the paper is organized as follows. Section 2 is focused on the most important and
recent advances in the research areas of this paper. In Section 3, the proposed method for
transforming the voice query into an SQWRL query is to extract information from the ontologies
system and get an answer, which is returned to the user in the same voice format. The evaluation
process is presented in Section 4, including experiments with 258 questions considering speech-
to-text and text-to-speech. Finally, Section 5 presents the conclusions and future work.

2. RELATED WORK

In this section, a review of the related work is discussed and presented.

A natural language interface is presented in [2] called FREYA that uses SPARQL searches on
ontologies; it executes natural language request and generates an answer in the form of a graph, it
offers the option of choosing between several options in case of ambiguity in the question to train
the system. In [3], Ginseng uses static grammar rules that provide English structures and phrases.
In [4] QuestIO System is developed, which is an interface without a predefined vocabulary. It
uses a dictionary to identify classes, relations, instances, and property values based on ontology
knowledge.

The system presented in [5] warns drivers about critical situations they may encounter on their
journey; it is implemented with front and back cameras in their vehicle. The driver interacts with
the system using only the voice. The driver observes a critical situation, activates the voice
system, and describes the situation. Then, the system recognizes the voice of a driver, identifies
the keywords, and transfers the information to a central system. The authors use ontologies that
allow structuring semantic annotations by type of accident with the help of keywords and using
indicators (green, yellow, and red) to know the priority with which it should be attended. In [6], a
support system is developed for warehouse employees handling chemical materials using their
hands and sight; it is implemented in devices so that with the help of voice recognition, they can
record the tests without diverting attention from the sample. The voice records are made in an
ontology, and the location is used to recognize what type of articles are used based on the
knowledge of the ontologies.

A personal assistant is presented in [7] based on natural language processing, carried out through
parse trees. The system receives a sentence from the user through voice; if it was understood
satisfactorily, it notifies and then executes the query to the database, finally returning the answer
the same way as the request. In [8], the system can simultaneously perform tasks to support a user
by voice. Among the tasks it can handle are searching for a document or editing it, handling
emails, and an activity schedule. The system is developed in multi-agent system architecture. In [9], a personal door assistant is implemented using voice; it allows a user to help manipulate the entrance to his office by acting as an intermediary between the visitor and the office owner. In [10], a portable personal assistant is patented to manipulate the contacts user, activities, and appointment scheduling using voice recognition. The system implements a voice user identifier to restrict access to personal data.

Furthermore, [11] developed a system to control several devices through applications within a house, known as Smart Home; the system uses voice to control devices and ontologies represent the information. The main aim is to execute specific tasks within the environment. The user requests and the dialogue system search the ontology to send the satisfactory operation to the Smart Home system. Later the extracted information is returned to the dialogue system, and it returns a report to the user as an answer. In [12], a system is presented that turns a space into an intelligent space for the service of the elderly to help them control electronic devices and different services using only the voice without the need for prior knowledge of the operation of the device.

There are works focused on people with limited vision, such as [13], whose search engine helps people with limited vision interact with a computer system in the same way as others, using only the voice. The visually impaired person communicates to the device with short sentences about what he/she requests on the internet, the system converts the voice sentences into text, and then it carries out the query to the ontologies that help to search the internet, the system displays the results of the URLs as the answer.

Finally, [14] also proposes a voice-manipulated search engine for blind people. This platform receives the voice with the user request, and it is converted into text. Then, the ontologies are consulted based on extracted keywords and thus support the search on the internet. The system returns the URLs that satisfy the request; they are converted to voice to answer the person who initiated the request. The authors comment that the platform helps in human-computer interaction with blind people. In [15], the QA system has input a query in natural language and an ontology, and as a response, it is extracted from the semantic markup of the compatible ontology. They propose a cascade architecture, where the query is translated into a set of triples compatible with the ontology. Furthermore, the natural language interface of [16] for the deduction of information stored in ontologies receives queries through voice in English. They developed a knowledge generator module (MGC) that answers user queries through the interface module (MI).

With the review of the work related to the disciplines involved in this paper, it is possible to observe the importance of carrying out an adequate transformation from a voice query into a structured representation and then using templates classification has been a transformation from text to speech.

3. **QA System Proposed**

For the development of the QA System, a method was designed and implemented that transforms a query issued in natural language through a voice interface into a query in SWRL language; the answer is returned in the same input format. This process includes a voice input and output, a mapping of ontological entities, identifying structural patterns, executing an SQWRL query to obtain an answer from a system of ontologies, and classifying templates that allow better interaction between the user and the device, as in Figure 1 shows the architecture of the proposed Question-Answering System.
3.1. Speech to text

The user makes the question by voice. The Web Speech API in Java was used for speech recognition. JavaScript is used for the speech recognizer to transform the speech into text. When speech recognition is performed, it refers to a servlet named OntologiaServlet. The servlet names all the classes in charge of natural language processing and searching in the ontologies. The code is available at: https://github.com/UamAISII/AppVoz.git.

The answer generated in step 3 is used for the speech recognizer to transform the text to speech and is sent to the query interface.

3.2. Query processing

The query voice transformed into text is converted into a semi-structured query; this is created following the methodology reported in [1] by identifying entities and components of academic domain queries with a precision of 96%. The method in [1] is made from lexicons of events, physical spaces, and people in an academic environment, available at: https://github.com/UamAISII/AppVoz.git. They analyzed a system of ontologies named Intelligent Environment and developed in [17], which contains Person, Event, Sensor Network, Physical Space, and Time. An information retrieval structure and an ontological tuple are created with a particular structure, preserving unstructured elements [1]. This semi-structured query is improved in [18] to consider elements necessary to answer the request.

The semi-structured query in [18] has various elements, such as the type of question and the set of relevant entities that the request contains. The relevant entities are those that contain the information necessary to respond to the query. This set of information is represented in a 5-tuple of elements. An answer from the system of ontologies is presented using enrichment to the structure of [1] and the identification of 3 structural patterns in SQWRL to query the ontology system. The method used in [18] has a precision of 96.8%, and this is available at: https://github.com/UamAISII/AppVoz.git.
3.3. Answer generated

The answer received from the SQWRL query is placed in templates with some elements of the ontological mapping for each type of question developed in [18], the representation shown in Equation 1.

\[ [O, S, T_P, C, P_2, T_P^2] \quad (1) \]

Where:

- O is the ontology or ontologies to be consulted.
- S is the subject extracted from the question.
- P is the property of the subject, for example, if it’s the name of a person, hasName is placed or if it’s the name of an auditorium, hasNamePhysicalSpace is placed. These properties correspond to the model of the ontology system.
- TP is the DataProperty type or ObjectProperty type.
- C is the class of the subject contained in the queried ontology and contains the information to answer, for example, Professor, Building.
- P2 is the property that is asked, for example, if we want to know the student ID, this data will contain hasStudentID.
- TP2 is the type of P2 and can be DataProperty or ObjectProperty.

In a Person question, the question is asked by name, employer ID (economic number), student ID, email, or category. If the question is for the category of a professor or student ID, the template is formed as follow:

\[ \text{La } P_2 \text{ de } S \text{ es } ?\text{res} \]
(\text{The } P_2 \text{ of } S \text{ is } ?\text{res})

For example, the question is: ¿Cuál es la categoría de Pérez Pedro? (What is the category of Pérez Pedro?), the answer generated is: La categoría de Pérez Pedro es profesor titular B (The category of Pérez Pedro is full professor B).

In the case of asking for the name, economic number, or email of a person, the answer is represented:

\[ \text{El } P_2 \text{ de } S \text{ es } ?\text{res} \]
(The \text{S } P_2 \text{ is } ?\text{res})

For example, the question is: ¿Cuál es el correo de Pérez Pedro? (What is the e-mail of Pérez Pedro?). The answer generated is: El correo de Pérez Pedro es pperez@azc.uam.mx (The e-mail of Pérez Pedro is pperez@azc.uam.mx).

For questions of the physical space type, it must be analysed if Equation 1 contains the ObjectProperty constrainsPhysicalSpace in the position of TP2; if so, the answer is generated as follows:

\[ S \text{ + P}_2 \text{ + ?res} \]
For example, the question is: ¿Qué oficinas contiene el edificio C? (What offices does build C contain?). The answer generated is: Edificio C contiene librería, auditorio Incalli Ixcahuicopa, recursos humanos, lenguas extranjeras, covi, cajas (Building C contains a library, Incalli Ixcahuicopa auditorium, human resources, languages, covi, cashier).

In case of not contain the ObjectProperty containsPhysicalSpace, the answer is:

\[ S + está + P2 + ?res \]
\[(S + is + P2 + ?res)\]

For example, the question is: ¿Dónde está el auditorio F001? (Where is auditorium F001?), the answer generated is: Auditorio F001 está ubicado en edificio F planta baja (Auditorium F001 is in building F, ground floor).

The event type question type has three different templates; these depend on the answers received in the SQWRL queries. If the question is for the description of an event, the answer is:

\[ S + trata de + ?res \]
\[(S + tries to + ?res)\]

For example, the question is: De qué trata el taller paisajismo 101 (What is landscaping workshop 101 about?) the answer generated is: Taller paisajismo 101 trata de reflexionar sobre la importancia de la construcción y diseño; para ello es importante conocer los recursos lineamientos y criterios básicos que se manejan en espacios exteriores (Landscaping workshop 101 tries to reflect on the importance of construction and design; for this it is important to know the resources, guidelines and basic criteria that are handed in outdoor spaces).

If the question is to obtain the event date from its name, the answer is formed with the variables ?res and ?res2. The answer is:

\[ S + se realizará el + ?res1 + de + ?res2 \]
\[(S + will be held on + ?res1 + ?res2)\]

For example, the question is: ¿Cuándo es el taller de prevención de violencia contra las mujeres? (When is the workshop for the prevention of violence against women?), the answer generated is: Taller de prevención de violencia contra las mujeres se realizará el 17 de Agosto (Workshop for the prevention of violence against women will be held on August 17).

Also, it asks for the name of the event from a date, the answer is:

\[ \text{El nombre del evento es} + ?res \]
\[(The name of the event is + ?res)\]

For example, the question is: ¿Cuál es el nombre del congreso del 18 de junio? (What is the name of the congress on June 18?). The answer generated is: El nombre del evento es congreso de cohetes hidropropulsados (The name of the event is the hydro-powered rocket congress).

The questions of the event-person are the participants of an event from the date; in this case the answer is:

\[ \text{En el evento del} + S + participa + ?res \]
\[(In the event on + S + participate + ?res)\]
For example, the question is: ¿Quién participa en el congreso del 15 de enero? (Who participates in the congress on January 15th?). The answer is: En el evento del 15 de enero participa Pérez Pedro, Gómez María (In the event on January 15th participate Perez Pedro, Gómez María).

In the case of asking for the participants of an event with the name:

\[ En + S + participa + ?res \]
(In the + S + participate + ?res)

For example, the question is: ¿Quién participa en el seminario de física? (Who participates in the physics seminar?). The answer is: En seminario de física participa Pérez Pedro, Gómez María. (In the physics seminar participate Perez Pedro, Gómez María).

The questions of the physical space–event type are classified in two. If the question is about the place where an event takes from the date, the answer is:

\[ El \ evento \ del + S + se \ realizará \ en + ?res \]
(The + S + will be held in + ?res)

For example, the question is: ¿Dónde es el taller del 18 abril? (Where is the workshop April 18?). The answer is: El evento del 18 de abril se realizará en laboratorio E306 (The April 18 event will be held in laboratory E306).

Also, it asks for the name of the event; in this case the answer is represented:

\[ S + se \ realizará \ en + ?res \]
(S + will be held in + ?res)

For example, the question is: Dime dónde es el taller de prevención de violencia contra las mujeres (Tell me where is the workshop for the prevention of violence against women). The answer is: Taller de prevención de violencia contra las mujeres se realizará en laboratorio Steve Jobs (Workshop for the prevention of violence against women will be held in the Steve Jobs laboratory).

The questions of the physical space – person type, can be by the person who is assigned to a workplace, the answer is:

\[ El + S + está \ asignado \ a + ?res \]
(S + is assigned to + ?res)

For example, the question is: ¿A quién le pertenece el cubículo H261? (Who owns cubicle H261?), the answer is: El cubículo H261 está asignado a Pérez Pedro (Cubicle H261 is assigned to Perez Pedro).

Finally, when the question is about a person workplace based on their name or economic number, the answer is:

\[ S + se \ encuentra \ en + ?res \]
(S + is in + ?res)
For example, the question is: ¿Cuál es el cubículo del profesor Pérez Pedro? (What is the cubicle of Professor Perez Pedro?), the answer is: Pérez Pedro se encuentra en cubículo H286 (Pérez Pedro is in cubicle H286).

3.4. Query interface

JSP (JavaServer Pages) technology connects the graphical query interface and the developed natural language processing.

The query interface is designed to help the user; when the query interface is opened, the user observes a window with a green button, as in Figure 2.

![Figure 2. Query interface design](image)

The user presses the Iniciar consulta (Start query) button and can begin to ask by voice; on the interface see a legend …Escuchando (… listening) is shown to indicate that you can start talking and the button changes to En curso (In progress). As a final part, the friendly voice of the system mentions the answer in Spanish that it obtains from the ontology system and shows the query at the bottom, so the user can know it was recognized in the query interface. A use case is a bellow:

Use case "Juan wants to know where the library is":

When Juan presses the Iniciar consulta (start query) button, the system goes to the listening state and waits for the query. Juan asks by voice the question ¿Dónde está la librería? (Where is the library?). When the system listens for a long pause, it terminates the listening state and goes into an in-progress state. During this period, the system performs query processing and the answer generated.

If the system recognizes the query, it is displayed at the bottom as consulta recibida: dónde está la librería (Query received: Where is the library). Moreover, the interface terminates the progress state and into a speaking state where the answer is heard through voice: La librería está en el edificio C planta baja (The library is in building C, ground floor). If it is not recognized, the answer is: Por el momento, no puedo responder (At the moment, I cannot answer).
4. EXPERIMENTATION AND RESULTS

For evaluation purposes, a method for experimentation is assessed and executed. This method utilizes data that is extracted from an academic domain ontology [16]. This ontology contains 855 individuals, 91 classes, 10736 axioms, 36 object relations, and 51 properties or datatype relations. A total of 258 questions were defined by experts (research faculty members, students, and assistants), the language of the questions generated in Spanish. Seventy experts participated in defining the questions, specifically professors, assistants, and students. From these questions, a corpus was integrated. Experimentation method and corpus are available at: https://github.com/UamAISII/AppVoz.git.

The QA system developed can be used in mobile devices with two operating systems, such as Android or iOS. The precision of each question was evaluated manually by experts.

The speech recognizer has a margin of error due to different situations, such as ambient noise, user diction, or unknown words. It was considered part of the evaluation of whether the voice recognizer identified the complete question or if an absence of any word influences the system to answer correctly (partially identified question). For example, if the user asks ¿Dónde se encuentra la oficina del profesor Pedro Pérez? (Where is the office of Professor Pedro Pérez?), and the recognizer only identifies se encuentra oficina del profesor Pedro Pérez (is the office of Professor Pedro Pérez).

Table 1 shows speech recognition evaluation for the Person question-type. For this issue, 11 questions were asked: 79 questions were fully recognized, and 32 questions were wrong. In addition, out of 32 questions that were partially recognized, 27 correct responses were obtained, and of the 79 fully recognized questions, 74 successful responses were obtained.

Table 1. Person question-type speech recognition performance evaluation.

<table>
<thead>
<tr>
<th>Question voice recognition</th>
<th>Recognized questions</th>
<th>Correct answer</th>
<th>Wrong answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully identified</td>
<td>79</td>
<td>74</td>
<td>5</td>
</tr>
<tr>
<td>Partially identified</td>
<td>32</td>
<td>27</td>
<td>5</td>
</tr>
<tr>
<td>TOTAL</td>
<td>111</td>
<td>101</td>
<td>10</td>
</tr>
</tbody>
</table>

Nineteen questions of the PhysicalSpace question type were applied. In Table 2, it is observed that 14 questions were fully recognized, and five questions were not. Of the 14 fully recognized questions, 92.86% correct answers were obtained, and of the five partially recognized questions, all questions were answered successfully.

Table 2. PhysicalSpace question-type speech recognition performance evaluation.

<table>
<thead>
<tr>
<th>Question voice recognition</th>
<th>Recognized questions</th>
<th>Correct answer</th>
<th>Wrong answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully identified</td>
<td>14</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Partially identified</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>TOTAL</td>
<td>19</td>
<td>18</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3 shows the speech recognition evaluation of the Event question type. For this type, 35 questions were completely identified, and five questions were not, of the 40 questions that were asked for this type. Of the five partially recognized questions, all were effectively obtained; and of the 35 fully identified questions, 88.57% of successful responses were obtained.
Table 3. Event question-type speech recognition performance evaluation.

<table>
<thead>
<tr>
<th>Question voice recognition</th>
<th>Recognized questions</th>
<th>Correct answer</th>
<th>Wrong answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully identified</td>
<td>35</td>
<td>31</td>
<td>4</td>
</tr>
<tr>
<td>Partially identified</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>TOTAL</td>
<td>40</td>
<td>36</td>
<td>4</td>
</tr>
</tbody>
</table>

For the Person-PhysicalSpace composite question-type, eight questions were asked, five were fully recognized, and three were partially recognized. All questions were answered successfully. Table 4 shows the evaluation information for this type of question.

Table 4. Person-PhysicalSpace question-type speech recognition performance evaluation.

<table>
<thead>
<tr>
<th>Question voice recognition</th>
<th>Recognized questions</th>
<th>Correct answer</th>
<th>Wrong answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully identified</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Partially identified</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>TOTAL</td>
<td>8</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

In the Person-Event composite question-type, 40 questions were asked, 34 were fully identified, and six partially. All fully identified questions were successfully answered, and partially identified questions obtained the 66.66% of correct answers. The results for this type of question are detailed in Table 5.

Table 5. Person-Event question-type speech recognition performance evaluation.

<table>
<thead>
<tr>
<th>Question voice recognition</th>
<th>Recognized questions</th>
<th>Correct answer</th>
<th>Wrong answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully identified</td>
<td>34</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>Partially identified</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>TOTAL</td>
<td>40</td>
<td>38</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6 shows the speech recognition evaluation for the Event-PhysicalSpace question-type. Thirty-six questions were fully recognized for this type, and four parts of the 40 questions were asked. Of the four identified questions, three were successfully obtained, and 94.44% of fully recognized questions obtained successful answers.

Table 6. Person-Physical Space question-type speech recognition performance evaluation.

<table>
<thead>
<tr>
<th>Question voice recognition</th>
<th>Recognized questions</th>
<th>Correct answer</th>
<th>Wrong answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully identified</td>
<td>36</td>
<td>34</td>
<td>2</td>
</tr>
<tr>
<td>Partially identified</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>TOTAL</td>
<td>40</td>
<td>37</td>
<td>3</td>
</tr>
</tbody>
</table>

The graphic in Figure 3 shows the results of the evaluation. One hundred ninety-one questions were fully identified, and 47 questions were partially identified, both with a correct answer. For questions with an incorrect answer, 12 were fully recognized questions, and eight were partially identified.
The results of the global performance evaluation were obtained with the well-known metric in the Information Extraction area *accuracy*, shown in equation 2.

\[
P = \frac{\text{Relevant Results}}{\text{total questions}}
\]  

(2)

Where:

- Relevant results. Correct answers are fully identified, and correct answers are partially identified by the speech recognizer.
- Total questions. Total questions asked by experts (research faculty members, students, and assistants).

The results obtained were encouraging, achieving 92% of *accuracy*.

5. CONCLUSIONS

This paper has presented a QA system in the Mexican Spanish language within an academic environment. In addition, an ontology-based approach is described as an information representation model to perform queries in SQWRL from a voice query using structural patterns.

In the tests, promising results were obtained. The architecture of the QA system involves the following contributions: (a) developing a multi-platform voice query interface made with Web Speech API, (b) the construction of an ontological 5-tuple from natural language processing techniques in Spanish; (c) the identification and implementation of three structural patterns with syntax in the formal SQWRL language for the query in a system of ontologies of the academic domain; (d) the adaptation of an information extraction method based on lexicons in Spanish to a query architecture; (e) generating answer friendly to the user with templates selected according to the question type.

The results obtained in section 4 show that the QA system for voice is promising, having a more significant number of correct answers fully and partially identified. These results suggest an advance considering that they were carried out with the noise of an academic environment and the diction of different people who belong to the academic community. The question answering system showed that the number of correct answers is not affected by the partially recognized questions.
As future work, (1) it is intended to check the functionality of the query interface in the Spanish language of Spain, to identify if the accent influences speech recognition; (2) enrich the semantic model in real-time; (3) adapt the query interface so that it can answer in real-time the location of the participants; (4) implementation of the QA system in another domain, for example, health;(5) Perform an approach of extraction and identification of answers to texts with deep learning algorithms and replace ontologies; (6) Carry out a measurement of the quality of the QA system with the mathematical model presented in [19] that predicts the degree of satisfaction of the interested parties (Q) that constitute quality characteristics of the software.
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ABSTRACT

The article aims to investigate how the development of competences applied to the professional formation of the egress administrator of public municipal higher education institutions in the Florianópolis region occurs under perspective of teachers and coordinators of the bachelor's degree in administration course. For this, a qualitative and documentary research was carried out, using a structured questionnaire applied to 20 people as a data collection instrument, including 2 course coordinators and 18 professors from the studied institutions who teach the subjects whose contents are related to professional formation from the administrator. The results show that the new national curriculum guidelines encourage the development of competences. In this context, despite the effort to comply with such devices, there is some misalignment between the teaching plans and the pedagogical project of the course. Difficulties in implementing formation based on competence and lack of institutional stimuli are also perceived.
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1. INTRODUCTION

The Brazilian model of higher education, regulated by the Ministry of Education of Brazil, classifies the Higher Education Institutions - IES observing the Law 9.394/96 regarding the academic organization in two types: university institutions (universities, specialized universities and university centers) and non-university institutions (Federal Technological Education Centers (CEFETs in portuguese) and Technological Education Centers (CETs in portuguese), integrated faculties, isolated faculties and higher education institutes).

Also according to the aforementioned law, regarding the administrative organization, HEIs are classified as public educational institutions when created, incorporated, maintained and administered by the Federal, State or Municipal government or private institutions when they are maintained by individuals or legal entities of private law and for profit or not (community, confessional and philanthropic).
After the promulgation of the Brazilian Constitutional Charter on October 5, 1988, the municipal HEIs that charged monthly fees up to that year kept this right, however, the municipal HEIs that were created after that, lost this right.

In the Florianópolis region, there are two free municipal public HEIs. The Municipal University Center of São José – USJ, the first municipal university center, public and free in Brazil, and in the municipality of Palhoça there is the Municipal College of Palhoça – FMP.

Both have in common the offer of the undergraduate course in Administration, with a percentage between 70% and 80% of vacancies in their selection processes (vestibular) for its citizens, considering the municipality's need for professional qualification, aiming to meet the demands of the local market and regional, economic, social and sustainable development.

Degree courses in Administration as a business school, positioned as one of the most offered courses in the Brazilian context, in order to serve the labor market, undergo reformulations in order to adapt them to the desired professional profiles for the graduates of the course, guiding adhering to principles such as curriculum flexibility and dynamism, emphasis on general education and competences development.

Since formation aimed at developing competences requires changes in the teaching-learning process, even though there are normative standards that guide the construction of the curricula of administration courses throughout the Brazilian territory, through the National Curriculum Guidelines (DCN in portuguese), it was raised the following question: How is the development of competences in the professional formation of administrators in public municipal HEIs in the Florianópolis region under perspective of teachers and course coordinators?

In order to answer this question, the general objective of this study was to investigate how the development of competences applied to the professional formation of administrators in public municipal HEIs in the Florianópolis region, under perspective of teachers and course coordinators, takes place. the specific objectives are: (i) it seeks to ascertain whether the competences described in the National Curriculum Guidelines of the Administration course are included in the Courses Pedagogical Projects of the studied HEIs; (ii) analyze subject programs to verify if they express which competences are developed (professional subjects); (iii) identify practices used to develop competences in the professional formation of administrators (professionalizing disciplines) and (iv) propose strategies (Identify through research carried out good practices that should be stimulated/multiplied) to meet the needs of competences development.

It is important to highlight that this study is delimited to the analysis from the perspective of municipal HEIs in the Florianópolis region, responsible for the formation of intellectual capital in these cities in recent years, whose offer of the aforementioned on-site course was also due to the demand of the region, which claimed qualified human resources to compose the companies' workforce. The study is justified by providing the professors and coordinators of the researched Business Administration course with information about the profile of the administrator that companies in Florianópolis expect, so that they can self-assess and provide subsidies for these studied HEIs to assess whether there is a need to renew its Pedagogical Policies.
2. THEORETICAL FOUNDATION

2.1. Competence

Defining competence is not a simple task, due to its use in different areas and under different perspectives.

First of all, we know and understand that there are two terms and meanings about the main subject: competence and competency. The first one refers to an individual's capacity to perform and fulfill job responsibilities. In another point of view, competency focuses on an individual's actual performance in a particular situation.

For P. Perrenoud (1999), competence is the ability to articulate a set of schemes, thus going beyond knowledge, enabling knowledge to be mobilized in the situation, at the right time and with discernment.

To A. Zabala (2010),

The use of the term "competence" is a consequence of the need to overcome a teaching that, in most cases, was reduced to a memorizing learning of knowledge, a fact that implies difficulty for this knowledge can be applied in real life.

The competency-based formation model has, at its foundations, the orientation of formation for the development of competences that are replicable in the work environment (F. Vargas et al, 2001).

Conforming to the studies by E.P. Rossoni (2013), there are three currents that deal with the topic: American, English and French (A.S. Godoy.Et.Al., 2009; and R.C. Guimarães, 2009) and that when carrying out a literature review A.S. Godoy et al. (2009, p.267) observed that among the authors used a common point about the notion of competence is its derivation based on the “set of knowledge, skills and attitudes expected from people, the so-called in portuguese language as “CHA”.

M.T.L. Fleury (2002) defines competence as the junction between theoretical knowledge (knowledge – knowing) the ability (task – knowing how to do) and being an attitude (attitude – knowing how to be).

The combinations of these three resources (knowledge, skills and attitudes) or competence dimensions, applied together at work, can explain the competence of a person in conformity to G. Le Boterf (1999).

The dimensions of competence were clarified by S.T. Bergue (2014, p. 263), since, according to him, knowledge is "those conceptual or technical elements that a person has or needs to have to perform a certain activity", the competences allude to the "ability to transformation of knowledge into action" and cites as examples of skills communication, analytical capacity, flexibility, and persuasiveness.

Finally, the aforementioned author clarifies that attitudes are related to personality attributes and personal and professional posture, which reveal the "impulse of the agent for action" and examples of these are: ethical values, transparency, frankness, courtesy, cordiality, respect , among others.
Other authors refer to attitude as social and affective aspects related to work, or a person's positive or negative reaction, their predisposition to adopt a specific action, or even a feeling, an emotion or a degree of acceptance or rejection of the person in relation to others, objects or situations (T. Durand, 2000, R.M. Gagné et.al 1988).

For M.R. Banov (2012), knowledge is the domain, the clear and correct understanding of the information in the area of expertise; skill in applying the technique, the ability to put knowledge into practice; and attitude when acting, decision making when required (dimensions of competence).

2.2. Higher education: degree in Administration

In historical terms, according to E.P. Rossini (2013), it was in 1952 that the first administration course was created, and the most important educational institution in Brazilian administration was founded in 1944, Fundação Getúlio Vargas - FGV, originating from national politics developmentist of President Vargas.

However, for L. Siqueira and S. Nunes (2011), the expansion in the number of administration courses is accentuated by the opening to foreign capital, based on the regulation of the profession and education, reinforced by the implementation of the government's development policy of President Juscelino Kubitscheck (1956-1960).

On September 9, 1965, through Law No. 4,769, the profession in conforming to E.P. Rossini (2013), restricting access to the professional market to holders of titles issued by the university system, and, shortly thereafter, in 1966 and later in 1993, it had its minimum curricula approved resulting in the proposal of Curriculum Guidelines for the course of Administration in 1988.

From the point of view of L. Siqueira and S. Nunes (2011), the expansion of undergraduate courses in administration occurred, mainly, in isolated colleges of the private sector, with greater concentration in the southeast and south regions of the country, whose opening was still advantageous as it does not require high investment for its implementation.

Based to data from MEC/Inep//Daes-Enade/2018, 1,765 administration courses were evaluated in the ENADE 2018 exam, of which 515 courses (29.2%) were offered at universities, colleges presented 931 courses (52, 7%), the university centers offered 292 (16.5%) and the Cefet/Ipet, in turn, offered 27 courses, corresponding to 1.5% of the total courses.

Some authors such as A. Nicolini (2003), the accelerated expansionism of undergraduate courses in administration would result in the massification of teaching and will require an innovative pedagogy so that it does not stop at stagnation, whose alternative would be for formation based on competences whose proposal discusses pedagogical methods, which oppose the “mass” formation movement in educational institutions.

Since the legislation pertaining to the teaching of Administration remained unchanged until 1993, it was with the promulgation of the new Law of Guidelines and Bases of National Education, LDB n. 9,394/96 (BRASIL, 1996), of December 20, 1996, which reopened a new debate on education, whose highlight was the insertion of the notion of competences in higher education in Brazil (L. Siqueira and S. Nunes, 2011).

In conformity to the above authors, the Basic Guidelines Law n. 9,394/96 (LDB) allowed for the flexibility of course curricula, as long as they were linked to their curricular guidelines.
2.3. National curriculum guidelines - (DCNs)

In the context of formation based on competences, this debate was intensified after Resolution n. 4/2005 of July 13, 2005, established by the National Council of Education, together with the Chamber of Higher Education, instituting the National Curriculum Guidelines for the Graduate Course in Administration, as a guideline for the preparation of curricula in institutions of University education.

Pursuant to Resolution No. 04/2005:

1st The course's Pedagogical Project - PPC, in addition to the clear conception of the undergraduate course in Administration, with its peculiarities, its full curriculum and its operationalization, will cover, without prejudice to others, the following structural elements: (...)

Art. 5 Undergraduate courses in Administration must include, in their pedagogical projects and in their curricular organization, contents that reveal interrelationships with the national and international reality, according to a historical and contextualized perspective of its applicability within organizations and the environment through the use of innovative technologies and that meet the following interconnected fields of forming: I - Basic Forming Contents: related with anthropological, sociological, philosophical, psychological, ethical-professional, political, behavioral, economic and accounting studies, as well as those related to communication and information technologies and legal sciences; II - Professional Forming Contents: related to specific areas, involving theories of administration and organizations and the administration of human resources, market and marketing, materials, production and logistics, financial and budgeting, information systems, strategic planning and services; III - Contents of Quantitative Studies and their Technologies: covering operational research, game theory, mathematical and statistical models and application of technologies that contribute to the definition and use of strategies and procedures inherent to administration; and IV - Complementary Forming Contents: optional transversal and interdisciplinary studies to enrich the trainee's profile.

This Resolution n. 4/2005 also deliberates on which competences and abilities the course should form, as described below:

I - recognize and define problems, equate solutions, think strategically, introduce changes in the production process, act preventively, transfer and generalize knowledge and exercise, in different degrees of complexity, the decision-making process; II - develop expression and communication compatible with professional practice, including in negotiation processes and in interpersonal or intergroup communications; III - reflect and act critically on the sphere of production, understanding its position and function in the production structure under its control and management; IV - develop logical, critical and analytical reasoning to operate with values and mathematical formulations present in formal and causal relationships between productive, administrative and control phenomena, as well as expressing themselves critically and creatively in the face of different organizational and social contexts; V - have initiative, creativity, determination, political and administrative will, willingness to learn, openness to change and awareness of the quality and ethical implications of their professional practice; VI - develop the ability to transfer knowledge of daily life and experience to the work environment and their field of professional activity, in different organizational models, proving to be an adaptable professional; VII - develop the capacity to prepare, implement and consolidate projects in organizations; VIII - develop the capacity to carry out consultancy in management and administration, administrative, managerial, organizational, strategic and operational opinions and expertise. (BRASIL, 2005, p. 2).
For A. Nicolini (2003, p. 54), “desirable competences to the administrator, when they are not innate, must be developed throughout the course, a development that assumes the student as the subject of their own forming process” (A. NICOLINI, 2003, p. 54).

Based in a point of view of A.B. Silva et al. (2007), in the professional forming process, students can help to understand the dynamics between learning and competences development if they act as an active participant in the process, which is influenced by various contexts – academic, professional and personal (social).

However, there is a new debate around higher education in Administration, since after a broad study carried out in mid-2020 by the commission of the National Education Council of the Ministry of Education (CNE/MEC), with the participation of the Federal Administration Council (CFA) and the National Association of Undergraduate Courses in Administration (Angrad), resulted in a consensus on the need to update the new National Curriculum Guidelines (DCNs) for the Bachelor's Degree in Administration course. Such changes, according to this committee, are a reflection of the development of the technological field and the market, and among the highlights of the new DCN are forming through competences and mandatory professional practice.

3. Methodological Aspects

This research, in order to achieve the objectives of the study, adopted an applied research, which based in the understanding of F. Appolinário (2011, p. 146), is carried out with the aim of “solving problems or concrete and immediate needs”. Often, these problems emerge from the professional context and can be suggested by the institution so that the researcher can solve a problem-situation.

As for the objectives, the research is documentary, because, conforming to N. Tumelero (2019), the documentary sources can be used through tables, formal documents, photos, meeting minutes, and various reports, so that in the future, the desired results can be obtained.

In this research, the PDI of the studied HEIs were used as documentary sources, as well as the Course Pedagogical Projects of their Administration courses. Regarding the approach to the problem, this is a qualitative study that is appropriate when “the researcher seeks to establish the meaning of a phenomenon from the points of view of the participants” (J.W. Creswell, 2010, p. 42). This research refers to two case studies in undergraduate courses in Administration and two municipal HEIs, free and public, located in the Florianópolis region, Santa Catarina.

In the point of view of M. Ludke and M.E.D.A. André (1986, p. 17), the case study, it is always well delimited, and its outlines must be clearly defined in the course of the study. The case may be similar to others, but it is at the same time distinct, as it has its own unique interest. The interest, therefore, focuses on what is unique, what is particular, even if certain similarities with other cases or situations later become evident.

The data collection instrument was structured with the objective of evaluating the perception of the coordinators of the two Administration courses of the researched HEIs and of their professors of the professional forming content disciplines, whose phenomenon (the development of competences applied to the professional formation of the administrator under perspective of teachers and coordinators) was empirically investigated in its real context. Questionnaires were used as data collection instruments that were sent to coordinators and teachers of subjects whose contents are related to the professional forming of undergraduate courses in Administration of the
municipal HEIs of Palhoça and São José, totaling 20 teachers to whom the questionnaire was sent.

From the selected sample, responses were obtained from 2 coordinators and 14 professors, being 9 (nine) professors from the USJ and 5 (five) professors from the FMP, as shown in the following Figure 1:

![Figure 1 - Respondent Origin](image)

In the analysis of this article, the respondents are identified as follows: C1 the coordinator of the (USJ) and C2 the coordinator of the (FMP). Among the professors, 9 (nine) are from USJ and identified themselves citing at this time also their discipline, such as: U1 (General Theory of Administration), U2 (Project Management), U3 (Material Management), U4 (Finance Business), U5 (Management Information System), U6 (Production Management), U7 (Marketing), U8 (Strategic Business Management), U9 (Human Resources) and 5 (five) of the FMP: F1 (People Management), F2 (Financial Administration), F3 (General Theory of Administration), F4 (Market Research) and F5 (Market Administration). In the following topic, the analyzed results are discussed.

4. **Double Case Study: Municipal HEIs**

4.1. **Municipal University Center of São José – USJ**

The Municipal University Center of São José (USJ) was created by Municipal Law 4279 of May 15, 2005, and is the first public and free Municipal University Center in Brazil to offer the opportunity of access to free higher education with a view to entrepreneurship and innovate the practice of municipal development with social responsibility, according to its Institutional Development Plan -PDI (2015-2019). Also based of this document, the USJ is located in the municipality of São José in Santa Catarina, and was approved by the State Council of Education on July 12, 2005, by unanimous vote, to approve the request for its accreditation granted by a favorable opinion. the operation, for two years, of the following courses: Administration, Pedagogy and Accounting.
The USJ instituted the affirmative action public policy, with social vacancies, with 70% (seventy percent) of the total vacancies offered every six months for students who attended educational institutions maintained by the government (state, federal and municipal), being the 30% of the remaining places available to any Brazilian or foreign citizen who wants an opportunity in higher education. Then, in conformity to the PDI (2015-2019), it obtained the renewal of its accreditation for a period of five years, based on Resolution no. 27, and Opinion no. 122, of the State Council of Education, signed on May 22, 2007, and later on September 24 and 25, 2015, the institution was evaluated by a new Commission constituted by the State Council of Education, and was successful in continuing its operation, through a final concept of 3.76.

The Graduate Course in Administration at USJ is authorized to offer 80 (eighty) annual places at night, in a credit system, being divided into 40 (forty) places for admission in the first semester and 40 (forty) places for admission in the second semester, through a unified selective process (vestibular) of the Acafe System and by transfer and return, according to its Pedagogical Course Project - PPC (2020).

Based on this PPC (2020) the curriculum matrix of the Administration Course is composed of 42 theoretical subjects (2652 hours) and 1 practical subject related to the curricular internship (80 hours), organized conforming to a prerequisite logic, which must be followed during the development of the students' study, prepared accordingly with the syllabuses of the subjects of the current curricular structure. After telephone contact with the current coordinator of the Administration Course at USJ, we obtained agreement to carry out our research with her professors.

4.2. The Municipal College of Palhoça - FMP

The Municipal College of Palhoça - FMP is an autarchy created by Municipal Law No. 2.182, of October 25, 2005, an entity that is part of the indirect public administration of the Municipality of Palhoça with legal personality under public law, being its sponsor the Municipality of Palhoça, whose Statute and General Regulations of the FMP were elaborated in accordance with the requirements of Law 9394/96 (Law of Guidelines and Bases of National Education), which was updated and is published as Decree n. 1489/2013, based of to its Institutional Development Plan (2019-2023).

Considering to this same document, its accreditation was given by an act of the State Council of Education, which accredited the FMP by Opinion No. 056 and Resolution No. 016, of April 4, 2006, and which through Law 2386 of June 21 2006, with 80% of the vacancies in its courses being reserved for students from public secondary schools residing in the municipality, equalizing the opportunities for admission to higher education and the other 20 c/o are available to any Brazilian or foreign citizen who wishes an opportunity in higher education. In 2010, the FMP Administration course was evaluated and recognized with a 4.02 concept by the State Council of Education of Santa Catarina.

In the terms of the Pedagogical Project of the Course - PPC (2020) of Graduation in Administration of The Municipal College of Palhoça - FMP, which is based on the Curriculum Guidelines of the Graduation in Administration Course, Resolution No. 4, of July 13, 2005, it obtained authorization based on Resolution No. 016 and Opinion No. 056 approved on 04/04/2006, recognized again for a period of 04 (four) years, based on Resolution No. 101, Opinion No. 293 of December 7, 2010, approved by Decree State n.1930, published by DOE n. 19,726 of 12.18.2013.
Also in consideration of this document, it obtained authorization for the operation of the expansion from 100 (one hundred) vacancies to 200 annual vacancies for the undergraduate course in Administration at the Municipal College of Palhoça. Opinion 213 and Resolution CEE 112 of 08.28.2012, and Renewal of Recognition of the Bachelor's Degree in Administration course. Opinion no. 189 and Resolution n. 089 of 12.08.2015. In the aforementioned Course Pedagogical Project, it is stated that the Curriculum Matrix 2016.1 of the Graduate Course in Administration in force was approved by CONFAP Resolution 010/2016. After contact by telephone with the current coordinator of the Administration Course at FMP, we obtained agreement to carry out our research with their professors.

5. **RESULTS**

Coordinators and professors asked about "What do you understand by competence?" the following answers shown in the table below were obtained.

<table>
<thead>
<tr>
<th>(C1) Competence is the set of knowledge, skills and attitudes (cha)</th>
<th>U1 Set of knowledge, skills and attitudes necessary to carry out activities effectively, efficiently and effectively.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C2) Consists of the individual's abilities to learn and develop technical and behavioral skills that can be put into practice.</td>
<td>U2 Set of knowledge, skills and attitudes</td>
</tr>
<tr>
<td>F1 These are the knowledge and/or abilities of an individual, perceived by other people. It configures a person's behavior as it is put into practice.</td>
<td>U3 Competence is a person's ability to use their know-how and skills to do a good job.</td>
</tr>
<tr>
<td>F2 Make the theory I teach useful in practice. That students can apply. This is my competence. Proper Didactics</td>
<td>U4 Competence is a person's ability to use their know-how and skills to do a good job.</td>
</tr>
<tr>
<td>F3 Develop skills</td>
<td>U5 It is an organizational requirement that encompasses employees' knowledge, skills and attitudes. Some theorists define attitudes as behavior.</td>
</tr>
<tr>
<td>F5 Knowledge and characteristics to carry out an activity.</td>
<td>U6 The attributions that someone has to exercise something...</td>
</tr>
<tr>
<td></td>
<td>U7 Competence is the professional's baggage of knowledge, skills and behaviors.</td>
</tr>
<tr>
<td></td>
<td>U8 Concept involving people's knowledge, skills and competences</td>
</tr>
<tr>
<td></td>
<td>U9 Based in M.T.L. Fleury (2002), knowing how to act is responsible and recognized, which implies mobilizing, integrating, transferring knowledge, resources, skills that add economic value to the organization and social value to the individual. For those who are starting the administration course, we teach that competence is the application of C.H.A. (Knowledge = knowing; Skills = knowing how to do; Attitudes = knowing how to be). Without delivery, there is no competence.</td>
</tr>
</tbody>
</table>
From the results to this question, it can be seen that half of the respondents understand the concept of competence referring to the set of knowledge, skills and attitudes. Of the other respondents, some are linked to the idea of behavior.

Coordinators and professors asked about "What competences are provided to graduates of the Administration Course?" varied responses were presented as shown in the following table.

| Competences of Graduates according to interviewees |
| C1 I think they must have knowledge, skills for the profession and necessary attitudes | U1 Technical and behavioral knowledge, inter and intrapersonal skills and ethical attitudes. |
| C2 Preparation of organizational diagnosis for solving complex problems; Ability to understand the social, political, economic and cultural environment in which it operates and make decisions that ensure the sustainability of the organization and the environment; Carry out planning in different areas of administration considering multiple scenarios; Ability to undertake a business; Ability to work in a team, developing interpersonal relationships, leadership and conflict management; Development of critical sense, logical reasoning and interpretation | U2 Manage projects |
| F1 Carry out the diagnosis to find opportunities and solve problems in organizations; Develop planning in different areas of administration; Ability to undertake in business; Ability to work with people and manage conflicts; etc. | U3 Entrepreneurial and business management skills. |
| F2 Amplified vision, action planning on what was measured. | U4 Entrepreneurial and business management skills. |
| F3 Being able to manage a business | U5 Theoretical knowledge of different areas of administration (people management, marketing, finance, logistics), skills with administrative tools (using specific systems and solving problems) and attitude (interpersonal relationships, teamwork, holistic view) |
| F4 Critical thinking, sense of urgency, organization | U6 Learning, technical and also living skills, communication |
| F5 Practical activities around marketing. | U7 Theoretical and empirical knowledge in the areas of administration, management, technical skills as well as group and individual performance behaviors. |
| | U8 Leadership, business vision, good communication, etc. |
| | U9 Scientific knowledge; ability to analyze complex problems and take action, decision; career development; critical approach; leadership development; team work; ability to use their technical-scientific knowledge to generate process improvements (innovation); development of written communication and presentation; analyze scenarios; among others. |

In this aspect, it can be inferred that most of the answers obtained are incomplete and/or are not in accordance with the competences defined in the National Curriculum Guidelines. This may
demonstrate a lack of a broad vision of the role of a particular discipline in the development of competences in professional formation.

When the coordinators were asked about the relationships between competences described in Table 2 and the Teaching and Course Pedagogical Project programs, they replied that they are fully or partially described in the programs and/or teaching plans of the subjects and that such competences are in accordance with the competences provided for in the Course Pedagogical Project. However, the competences listed in the PPC are partially developed in the Course's disciplines.

The answers in figure 2 were compared with the teaching plans of the disciplines and it was found that the competences mentioned are included in the plans as objectives of the disciplines, but many do not use the term “competence”.

![Are the competencies described in the previous answer contained in the teaching plan?

<table>
<thead>
<tr>
<th>Answer</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>29%</td>
</tr>
<tr>
<td>No</td>
<td>0%</td>
</tr>
<tr>
<td>Partially</td>
<td>71%</td>
</tr>
</tbody>
</table>

Figure 2 - Competences and Teaching Plans in the view of coordinators and the teachers

Analyzing the responses of the course coordinators as shown in figures 2, 3 and 4, it is possible to see that there is no direct association between the competences defined in the Course Pedagogical Project and the competences developed in the practices of the disciplines.

In this aspect, it appears from the As a result, due to the lack of articulation between the subjects, some competences defined in the Course Pedagogical Project are not developed during the course, which can cause some fragility in professional formation.
On the other hand, the importance of developing competences is perceived when teachers are asked about the level of contribution of their discipline to the development of competence in the general education of the student.
Regarding the professors, asked about the strategies or tools used to develop competences in the discipline they are responsible for, the professors and coordinators responded as shown in table 3 below.

Table 3 - Strategies or tools used to develop competences?

<table>
<thead>
<tr>
<th>C1 Projects, etc.</th>
<th>U1 Team practice of theoretical issues worked on.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2 The subjects must comprise theoretical, practical and field classes in their workloads, which promote the student's protagonism in the process of developing competences</td>
<td>U2 Cases, Mind Maps, Canvas</td>
</tr>
<tr>
<td>F1 Practical activity for the preparation of the TD&amp;E program, following the four stages of planning, described in a didactic way for the student to develop; Dialogue presentation of the themes of the syllabus, seeking to awaken interest in the student, reconciling his day to day; Case studies for critical analysis and problem solving; Personal development, based on studies and research that promote the identification of individual strengths and how they can be balanced for teamwork and conflict management within organizations. Flipped classroom. The topic is made available and the student needs to research to solve the problems proposed by the teacher.</td>
<td>U3 Case study, application of mathematical and statistical models, debates.</td>
</tr>
<tr>
<td>F2 Real examples.</td>
<td>U4 Analysis of statements of real companies, investment simulation, interpretation of financial information.</td>
</tr>
<tr>
<td>F3 Discussion and criticism of theories</td>
<td>U5 Lectures on theoretical, historical and systems structure study. Practical case study with systems development for a chosen company, preferably a small one that has everything to develop. Reflective analysis by academics of the development of each company presented by them.</td>
</tr>
<tr>
<td>F4 Group work, Field research</td>
<td>U6 Practical group work, with research and practical exercises, videos...</td>
</tr>
<tr>
<td>F5 relationship marketing is the main one.</td>
<td>U7 Content explanatory lessons in conjunction with practical lessons. Every theory envisions the applied practice in which the student performs the marketing function or analyzes a practical case.</td>
</tr>
<tr>
<td></td>
<td>U8 Case Studies and Concept Discussion</td>
</tr>
<tr>
<td></td>
<td>U9 Teamwork; case studies; Presentations; Preparation of reviews from technical scientific readings; Debates; etc.</td>
</tr>
</tbody>
</table>

From the answers presented in Table 3, the teaching effort can be seen, but there is still some difficulty in defining and applying practices aimed at formation by competence.

The same can be seen in the respondents' answers when they are asked to share experiences of strategies or tools used for the development of competences (table 4), but in this aspect there is a greater variety of instruments.
Another relevant aspect in competency formation is assessment. In this sense, the professors were asked: "How are the assessments carried out to verify the development of competences in the scope of the discipline?"

Table 5. Assessment information by competence

<table>
<thead>
<tr>
<th>Competence</th>
<th>Assessment Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 360 degree rating.</td>
<td>U1 Strong weight in the practices of reading, analyzing and interpreting scientific articles with further debate and conclusions on the topic addressed.</td>
</tr>
<tr>
<td>C2 The projects will be developed by each teacher in his/her discipline that makes up the extension workload, and should serve organizations and the Palhcense community.</td>
<td>U2 design canvas</td>
</tr>
<tr>
<td>F1 Exercises with the steps of a TD&amp;E program; Case Study; Quizz; Researches; Mapping of organizational competences, using Dashboard in Excel</td>
<td>U3, U4 and U8 not answered</td>
</tr>
<tr>
<td>F2 BPs and DREs of SA.</td>
<td>U5 First, I make a theoretical overview so that they have a basis on the themes. Then we go to the practical part to check the organizational reality. In the practical part they end up having to perform with their own abilities, creativity and interactivity.</td>
</tr>
<tr>
<td>F3 Case Study Suggestions in Current Times</td>
<td>U6 I use Metimeter, Jamboard as course tools, as well as videos and games built by students with course content</td>
</tr>
<tr>
<td>F4 Google forms</td>
<td>U7 The strategy of putting product analytics into practice in every promotional compound. They usually participate when they look for a product in their own home to identify the logo and the loyalty relationship with the product and the packaging.</td>
</tr>
<tr>
<td>F5 I develop a marketing project that they learn to work in the marketing area.</td>
<td>U9 Students are given a topic to research and later prepare for a class debate. On the day of class, I divide the class into two groups: the first group will defend the theme and the second group will oppose the theme, even if the student has a different view than the one he will defend. This makes it possible to exercise a critical view of the problems</td>
</tr>
</tbody>
</table>

The assessments so far are not done by competences. But to meet the DCNs, it is intended to expand the assessment methods in the discipline, making it clear to students the competences that are being assessed in each teaching-learning strategy, with a scale of 0-10 for the competence being developed in that activity. Self-assessment and teacher assessment can be done.
Assessments are carried out during the application process in the organizational reality. There is a need for the student to be active and it is possible to measure their skills and attitudes precisely in this context. The transformation of the theoretical part into practice demonstrates the learning capacity and competences applied in the organization.

At this time of Covid 19 pandemic, in which we are remotely teaching assessments through exercises, case studies, assignments and tests. Through the project that is done in stages.

In the aspect of evaluation, it is noted among the answers presented in Table 5, that there is a greater variety of instruments used that aim to fulfill the task of verifying the achievement of objectives or competences in each discipline, but in this study it is not possible to define whether such instruments are sufficient and adequate for the objectives they set themselves.

And the last question was whether the institution encourages pedagogical practices aimed at formation through competences, whose answers are in figure 5:

![Figure 5. Stimulus Pedagogical Practices - Coordinators' and Teachers’ Response](image)

Among the responses obtained, there is a very sensitive aspect for formation based on competence in the education of students, which is the institutional incentive, both to offer support and formation to teachers and to promote a new teaching-learning format among students.

Realizes the need for the institution to promote alignment and constant formation for articulation between the competences defined in the DCN and PPC of the courses that must be developed in the subjects, and the definition, adjustments, or support for the development of strategies to promote formation based on competence.

The practice of integrated activities between the subjects and the encouragement of student practices to carry out other oriented activities outside the classroom, such as extension activities, can constitute alternatives to encourage interaction with real situations and help in the maturation
of competences necessary for the professional practice. However, to confirm this hypothesis, further observations and studies that can solidify this view are needed.

6. **CONCLUSION**

The main objective of this study was to verify how the development of competences applied to the professional formation of the egress administrator of the public municipal HEIs in the Florianópolis region takes place under perspective of professors and coordinators of the Bachelor’s Degree in Administration course.

Therefore, a theoretical survey was carried out on the understanding of competence and the competences defined in the National Curriculum Guidelines of the Administration course and the PPCs of the Courses present in 2 municipal public institutions in Florianópolis region were analyzed.

In the analysis of the obtained results, a lack of articulation and/or association between the competences defined in the National Curriculum Guidelines, Course Pedagogical Project and those that are developed in the disciplines can be seen.

Analyzing the responses of the course coordinators, it is possible to see that there is no direct association between the competences defined in the PPC and the competences developed in the practices of the disciplines. In this aspect, it appears from the result that in the absence of articulation between the disciplines, some competences defined in the Course Pedagogical Project are not developed during the course, which can cause some fragility in professional formation.

Among the results obtained among teachers, there is an effort to develop competences in the subjects, but there is some lack of clarity in understanding the concept of competence. The difficulty is even more accentuated when it comes to the use of a strategy for the development of competences, lacking clarity about competence-based formation.

Realizes the need for the institution to promote alignment and constant formation for articulation between the competences defined in the PPC of the courses that must be developed, and the definition, adjustments, or support for the development of strategies to promote formation based on competence.
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ABSTRACT

This is a data science project for a manufacturing company in China [1]. The task was to forecast the likelihood that each product would need repair or service by a technician in order to forecast how often the products would need to be serviced after they were installed. That forecast could then be used to estimate the correct price for selling a product warranty [2]. The underlying forecast model in the R Programming language for all of the companies products is established. In addition, an interactive web app using R Shiny is developed so the business could see the forecast and recommended warranty price for each of their products and customer types [3]. The user can select a product and customer type and input the number of products and the web app displays charts and tables that show the probability of the product needing service over time, the forecasted costs of service, along with potential income and the recommended warranty price.
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1. INTRODUCTION

This research was based on a manufacturing company’s service department. The company’s name is FastLink China. The products it produces are mostly industrial doors and dock levelers [4]. It is the top 1 in this criteria of business in China. Since it is still a developing company, there are hopes to make it better in minor parts. The goal for this project is to analyze the best price to maximize the profit in the service department. It is imperative to the company simply because the service department has the highest profit rate compared to other departments. However, the problem is that company owners have no idea how to set a price for extended warranty to help them gain the profit. Indeed, the research is based on the hope that this problem could be solved through data science skills. This can lead to a much larger profit in the company when they know the exact cost for the warranty and then determine profit based on different types of customers and industrial doors. Besides, it is a precious opportunity for me to learn about data application on businesses and to get familiar with how it runs and the way it works.
There are a variety of tools or systems like Firebase that have been used as a means for users to analyze their data for their personal use or business use. However, these existing tools are not that useful to me. Their implication and usage are too fundamental for the case since this is a research by setting up an analysis for a unique kind of data for a unique type of business [5]. It is not common that these existing tools seem limited. If the final result is provided by these tools, the accuracy will be doubtful and might have a huge influence since it is provided to a company that is related to money [6]. In this case, a more customized and sophisticated analytic tool is needed to provide a reliable and credible result to the company.

On the other hand, there is machine learning that is obviously workable in this situation. However, it is time consuming and too technical for a high school student to perfect the result also due to limitation of resources. Moreover, it is tough to explain the logic behind it to the people in the business company. Therefore, finding a better tool than normal, but simpler than machine learning is the goal [7].

Our goal is to forecast the price of warranties that will benefit the company. To this end, a survival curve is used inspired by insurance companies. Speaking of tools, the front end and back end both exists for the users. Front end is more HTML coding with apex charts and graphically displacement. For the back-end, tidy-verse and r are used for basic data cleaning. From ggplots and survival curve, the predicted percentage of breakdown for each month of each type of product can be accessed [9]. Then, with basic calculations and taking the mean value of costs for appointments, an reliable outcome of recommended prices of warranty can be produced.

To the end of proving the result, admittedly, the most common ways will be to use train and test to see which has the best prediction. Also, r squared is a value that is usually considered by data scientists [8]. However, the situation is different from others since data that can be considered as correct to compare with the warranties does not exist. Moreover, there isn’t enough data for us to train and split in some situations since some types of business and products only have a small amount of service history after group buys. Besides, the plot shows a strong curve just by plotting it through ggplots. Indeed, the research uses the approach to predict it through user surveys because the opportunity to let the manager class in the company determine if this data is applicable in real life situations or not exists. This is useful because all the people who took the survey will be familiar with all the products, companies, and potential users, which is the service department in this case.

Through looking at the official definition of user survey, a survey with 10 questions each with a rating from one to five is designed. After adding the rating for positive questions like “I think that I would like to use this system frequently”, and minusing the rating for negative questions like “I found the system unnecessarily complex,” the total score is doubled to normalize the total score like the official website asks. Indeed, getting the result over 68, which is the number to determine if the model is useful, proves that this development is effective.

The rest of the paper is organized as follows: Section 2 gives the details on the challenges during the experiment and designing the sample; Section 3 focuses on the details of solutions corresponding to the challenges that was mentioned in Section 2; Section 4 presents the relevant details about the experiment, following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this project.

2. Challenges

In order to build the tracking system, a few challenges have been identified as follows.
2.1. Identifying the Problem and Approach

The most important challenge in this problem is identifying the problem and finding an approach to it. Beginning with a single conversation, the company owner complained about how it is tough for them to set a proper price for the extended warranty. Without it, he is concerned about how to plan for his companies’ future since he does not have a predicted revenue. Instead of having the concern go in one ear and out the other, intuitively realize that data science could solve this problem, curiosity drives to investigate in how the price of the extended warranty with existing data can be forecasted [10]. Then based on the existing data, a unique approach emerges. After communication, the date of past services, cost and income of each service, and when the door starts to function exists in the database. Even though the realization of that number of dates is a vital variable to the prediction helps to get on the right path, going through linear models, logistic models, machine learning, and neural networks, the correct approach is still ambiguous to this question. While the question lingers in mind, a collaborator who works in a data science company help on deciding a survival curve is usually used for the predictions for insurance companies that has the input of time elapsed for each product. Then, the connection between the average cost and benefit for each product will make the final step toward the final result.

2.2. Setting Price

One challenge in the problem is how to set a price for the extended warranty that is acceptable to the customers and profitable for the company. The company expresses their concern that they are only making guesses for the price that should be set for the warranty because they have no idea on the probability of the chance the specific type of product is going to break down. This problem is vital to the company’s income because competing companies set a cheap price for their product, but an expensive price on their extended warranty [11]. To maintain the market, the company needs to set a price that is able to comfort the customers. In addition, they have never calculated the mean value of cost of labor and parts for fixing. Indeed, this model helps to solve this problem by investigating the number of breakdowns in an order for a period of time to get the percentage and uses the average cost to determine a price for the future orders.

2.3. Data

Initially, jetlag and distance between China and the United States forms a communication issue that makes the process of getting the data hard. Eventually, repeating the process of waiting and asking for more data, final result is slowly approached as the research develops. However, challenges come with opportunities. Since the workers of the company have not practiced standardized training on entering the data, not only the format of data is usually a mess to deal with, the emptiness also becomes a hot potato of the research. Needing to select a boundaries of data that eliminates the outliers and empty data without too much influence on the result is important. Also, there is not much data from the company so it is imperative to try to keep the amount of data [12]. Through identifying and excluding the empty data, the data for the initial prediction is cleaned. However, there are still some services that produce a negative profit for the company, which does not make sense. In this case, the company itself needs to find the correct input in order to solve this problem successfully.
3. **Solution**

The scope of this project is to address the problems of … To break down the challenge into smaller programmable questions, these questions were generated:

What is the final outcome/indices that I’m trying to compute? What is necessary for me to compute such indices?

1. maintenance: (% of product need maintenance, and cost per maintenance [whether through average or median, and why did you choose it])
2. replacement: same as above

In general, the recommended price of extended warranty that can make the company predict the probability of breakdowns is the goal of this research. With the data of the door starting functioning date, needing service date, a survival curve is used like other insurance companies mostly use. Since the goal is to output the recommended warranty price, getting the center value of past historical services to know what the predicting cost and profit is required by combining two data. Eventually, the outliers are eliminated and just take the mean since the data is not heavily skewed. Indeed, the profit percentage is an input for the user for what they are looking for.

Going into more detail step by step, graph of breakdown percentage is established using existing data to predict the trend. The x-axis represents the months, and the y-axis represents the percentage of this door needing service. The graph is divided into three products. Each of them is showing their major type of customer, which is normally the one that has enough data to predict
the trend. Since the business has the most customer groups in delivery and E-commerce, both types have the sufficient amount of data to make predictions. From the figure 2, the data has a strong correlation. It is great for future predictions.

Figure 3. Profit

After getting the average cost and profit from the past data, these data with the percentage earlier are implemented to see the total profit that the business could gain after months for specific products in different businesses. This would be useful for the business since they could have a visualized understanding of its profit in the service department, which can be used for adjusting their price or percentage of profit based on their past data. It is obvious that there is some error in the existing data since there are some products that are bringing negative profits. This error might be due to the incorrect input from workers or the incorrect price they set for the customers by the business.

<table>
<thead>
<tr>
<th>product_name</th>
<th>customer_group</th>
<th>n_total_products</th>
<th>appointments_per_year</th>
</tr>
</thead>
<tbody>
<tr>
<td>保守集团成员</td>
<td>Delivery</td>
<td>100</td>
<td>3.66249405</td>
</tr>
<tr>
<td>保守集团成员</td>
<td>E-commerce</td>
<td>100</td>
<td>3.66747000</td>
</tr>
<tr>
<td>保守集团成员</td>
<td>Others</td>
<td>100</td>
<td>3.64265800</td>
</tr>
<tr>
<td>钱麻集团成员</td>
<td>Delivery</td>
<td>100</td>
<td>0.8922874</td>
</tr>
<tr>
<td>钱麻集团成员</td>
<td>Others</td>
<td>100</td>
<td>2.0391448</td>
</tr>
<tr>
<td>钱麻集团成员</td>
<td>E-commerce</td>
<td>100</td>
<td>0.8751344</td>
</tr>
<tr>
<td>钱麻集团成员</td>
<td>Others</td>
<td>100</td>
<td>1.8829967</td>
</tr>
</tbody>
</table>

Figure 4. Appointments of each group

<table>
<thead>
<tr>
<th>break_even_warranty_price</th>
<th>recommended_warranty_price</th>
<th>warranty_profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1301.025</td>
<td>1951.8038</td>
<td>650.6013</td>
</tr>
<tr>
<td>1151.5917</td>
<td>1727.3876</td>
<td>575.7959</td>
</tr>
<tr>
<td>1375.2339</td>
<td>2062.8359</td>
<td>687.6120</td>
</tr>
<tr>
<td>329.9657</td>
<td>494.9486</td>
<td>164.9829</td>
</tr>
<tr>
<td>528.1626</td>
<td>792.8439</td>
<td>264.2813</td>
</tr>
<tr>
<td>506.1778</td>
<td>759.5667</td>
<td>253.1889</td>
</tr>
<tr>
<td>1060.6087</td>
<td>1590.9131</td>
<td>530.3044</td>
</tr>
<tr>
<td>536.1786</td>
<td>804.8653</td>
<td>268.2884</td>
</tr>
</tbody>
</table>

Figure 5. Prices and profit

Another feature the research produces for the company is a table that allows users to input the number of products as n_total_products and the percentage of profit they want to make. Since the model of percentage of needing services and the average cost of each appointment for different products both existed, this table is able to produce a recommended warranty price taking the percentage of profit the user is hoping to make. Also, the last graph of the businesses existing profit can assist in their decision to adjust the percentage of profits based on different products.
The table is also divided into three types of products and different types of customers. This is useful to help the company to set the warranty price.

Besides pure coding, front-ends exist that directly help the users or business to understand the information they want. The input part allows business to adjust the customers’ types, the products they are selling, the total number of products included in the warranty, and the percentage of profit. Then, the existing data will demonstrate a table and a chart. The chart displays the probability of needing services specifically that product and the type of customer. The table represents the average cost, profit, income of the specific product. Finally, it displays a graph of the probability of the breakdown, which is a prediction based on all the service history of this product. Last but not least, a warranty price recommendation is there for the user in the bottom table.
The choice of establishing a front-end is to better demonstrate data and encourage all the services workers to utilize it since it will be helpful eventually. If all of them are coding, the valuable information can only be accessible to a small number of workers, which decreases the efficiency of working.

In conclusion, this table fits the goal of displaying all the information that is helpful for the company to know their past data and the recommended future price for their future planning.

```r
# format_data <- function()
# This function takes the loaded data frames and cleans and prepares it so there is one raw per product
call("format_data()", T) = T

service_data <- order_information

filter(product_name %in% c("床头柜", "床头柜头"); # 床头柜品牌"

mutate(month_install = as.Date(paste(month(install_date), "1", year(install_date), sep = "/"), format = "%m/%d/%Y")

group_by(customer_type, project_name, customer, product_name, month_install, warranty_length) %>%

summarize(install_date = min(install_date),

product_quantity = sum(product_quantity)

select(month_install) %>%

left_join(google_translation)

rename(warranty_length = "客户保修期", warranty = "保修期") %>%

select([google.Translate]

mutate(warranty_end_date = install_date + years(warranty)) %>%

unpivot(product_quantity) %>%

group_by(customer_type, project_name, customer, product_name, install_date) %>%

mutate(total_number = 1:n()) %>%

left_join(service_leg)

select(project_zone, customer_name, city) %>%

group_by(project_name, product_name) %>%

mutate(total_number = 1:n()) %>%

left_join(service_type)

mutate(product_type = case_when(

product_name == "全屋套装/" ~ "insulated door",

product_name == "全屋套装/" ~ "brick floor",

product_name == "仅限某套装" ~ "aluminum door"

mutate(date_status = ifelse(is.na(service_data), 1, 0),

days = ifelse(is.na(service_data), total_service_date - as.Date(install_date), units = "days"),

as.numeric(as.Date("2021-04-23") - as.Date(install_date), units = "days") %>%

mutate(man_date = ifelse(is.na(man_date), 0, man_date))

mutate(out_of_warranty = case_when(

service_date > warranty_end_date & man_date == 0, 1,

service_date <= warranty_end_date & man_date == 6 - 0, 0)

is.na(service_date) & man_date == 0)

mutate("Adding customer groups", f1 = 1)

customer_groups <- create_customer_groups(service_data, cutoff = 100)

customer_groups <- customer_groups[customer_groups %>%

select(product_name, customer_type, customer_group)

service_data <- service_data %>%

merge(customer_groups) %>%

distinct

mutate("Removing data", f1 = 1 - T)

return(service_data)
```

Figure 7. Code of function

First, the implementation with data acquisition is initialized. To do this in R, survival curve, ggplot, tidyverse packages are needed [13]. The data type is in the csv format where 21 columns are presented and in total there are 5296 rows of data. To format this data R based fundamental coding and tidyverse is used, where the data is formatted by grouping by three basic products and formatting the date types according to the data given. Through calculation, having a dataset for the number of dates the product lasted for the survival curve later on can be achieved. Also, any man-made damage or existing warranty services was taken out since they do not have a proper cost for later calculations.
After getting and cleaning the data, the next step is to do some plotting the data to find the trend. A survival curve is used to generate a plot (Figure 8) of probability of breakdowns during months according to different types of products and customers. Figure 8 is the result after ggplotting it and smoothing the curve. It will be later prepared with the average cost of services to calculate the recommended price of warranties.

Then, this is a function that produces a data table that has values of predicting services needed for a hundred products, the percentage the average cost, income, and profit of the product combining with the outcome of the smoothen survival curve just produced.
Eventually, a recommended warranty based on the profit percentage as an input is calculated. Based on the previously calculated cost, this code to produce a table of probability of breakdown and the trend of cost, income, profit by the different products and different customer groups is used.

4. EXPERIMENT
The percentage of breakdown for each product is calculated. Including product types and business types as categorical variables, group by is used to filter out the history data that is specific to the product type and business types. After, the dates between the date the product are calculated that needs service to the date the product starts functions. Applying these variables into the survival model, which is a model that is usually used to calculate warranty for insurance companies, the regression line can be find that predicts the increase of probability in months. One interesting observation from the result is illustrated in figure 12, where the users rated the system based on its complexity. Since the overall system only has few pages, this question received a low score. This is output as how many services an order may need in x number of months in the table by multiplying the probability and the number of products in this order.

From this output, a test dataset can be use to find out if this data is correctly predicting in the real world situation.

5. RELATED WORK

A warranty forecasting model based on piecewise statistical distributions and stochastic simulation under the circumstance of having a large amount of data for the services already. Giving a interesting methodology to a similar question [14].
Another interesting domain in the field is the xxx presented by xxx in 2000. In general this paper forecasts the number of warranties through two phases. In phase I, they find upper and lower bounds of the warranty claim rates [15]. In phase II, they forecast for the recently launched product through the bounds in Phase I with a model built with the NHPP (non-homogeneous Poisson process) and the constrained maximum likelihood estimation.

This paper presents a forecasting method to predict a service system’s expected number of failures in a car. It goes into detail of how the production in different months may impact the possibility of failure in the cars.

6. CONCLUSIONS

Warranty pricing is important to many businesses in different industry. For example, cars and headphones. Since the demand of having a warranty is huge, addressing the problem of how to price the warranty arises. Initially, initialized from a problem in a conversation, the research propose to bring a solution to the concern. Looking at the data from the department, an appropriate approach is identified after a conversation with the collaborator. A variety of solutions or proposals to solve this problem come up during the process. However, the survival curve is chosen because it fits the demand best and it has been used in warranty companies. Later, the connection between the price and curve to produce the solution is last step needed.

Beginning with cleaning data, identifying different types of products, the subtraction between dates, and what data is man-made damage is needed since these data should not count. Before forecasting a recommended warranty price, the cost of services of products during a period is predicted. Using survival curves and ggplots, the prediction of the probability of breakdown is found. Combining the curve and costs, a recommended price of warranty to the users can be given eventually.

After all, user surveys as the experiment are used since not only the data has a strong correlation already in the plot, the existing warranty price does not give a good measurement on if the price is correct since it is pure guessing because the existence of the project is to help the company determine a correct price. Indeed, the experiment shows that the solution is effective and will help the company to envision its future success. Then, this is a successful data science project.

Current limitation is that the data sample is not enough. Since the service history system just came out two years ago for the company. Two year’s data cannot be adequate enough to predict all the trends after dividing them into different groups by business types and product types. Then the practicability of this model is being doubted.

Admittedly the data sample is too small, it can be solved very soon since FastLink is a fast growing company that has an enormous amount of data coming daily. Indeed, this new data can be used to optimize this model to predict better.

The system’s usability can be tested in the future. Through comparison between the date products actually breaks down in the future to see if the model works. If there is new data, the train dataset can be adjusted to see which will have the least error with the new incoming data. It will be a repeating process of iteration and optimization.
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ABSTRACT

Current trends of autonomous driving apply the hybrid use of on-vehicle and roadside smart devices to perform collaborative data sensing and computing, so as to achieve a comprehensive and stable decision making. The integrated system is usually named as C-V2X. However, several challenges have significantly hindered the development and adoption of such systems. For example, the difficulty of accessing multiple data protocols of multiple devices at the bottom layer, and the centralized deployment of computing arithmetic power. Therefore, this work proposes a novel framework for the design of C-V2X systems. First, a highly aggregated architecture is designed with fully integration with multiple traffic data resources. Then a multi-level information fusion model is designed based on multi-sensors in vehicle-road coordination. The model can fit different detection environments, detection mechanisms, and time frames. Finally, a lightweight and efficient identity-based authentication method is given. The method can realize bidirectional authentication between end devices and edge gateways.
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1. INTRODUCTION

Today's technology has made important progress in many fields and shows a cross-fertilization trend. In the integration of transportation systems, with the development of the Internet, a new generation of information technology represented by cloud computing, Internet of Things technology, intelligent sensing / big data mining technology is effectively integrated and applied to rail transportation, road transportation, water transportation and air transportation systems. This makes the integration of transportation systems show the trend of intelligence, networking and collaboration. At present, most of the world's major autonomous driving technology routes are solutions with the car as the intelligent body, i.e., the car itself is made into a mobile intelligent body. Such a solution has high technical requirements, and the system equipment is extremely expensive. This leads to its safety, reliability improvement of the input and output is relatively low as well as autonomous driving is difficult to be widely promoted in a short period of time, thus making it difficult to obtain the benefits of traffic efficiency and traffic safety. In addition, intelligent transportation application scenarios are complex and diverse. In the actual application process, a single public cloud or private cloud solutions are often difficult to meet the needs of intelligent transportation development.
Against the background of the difficulty of enhancing single-vehicle autonomous driving technology and the increasing complexity of the traffic environment, autonomous driving increasingly relies on the development of intelligent road facilities [1]. C-V2X [2] vehicle-road cooperative system can realize different degrees of information interaction and sharing between vehicles and vehicles, vehicles and people, and vehicles and road traffic facilities by building roadside systems with sensing, fusion, path planning, control and communication functions, and vehicles only need to deploy low-cost on-board equipment. It is possible to have autonomous driving capability. This can lower the threshold of self-driving vehicles and shorten the time to realize large-scale autonomous driving, shortening the event of large-scale autonomous driving popularity by 10 to 15 years. Vehicle-road cooperative autonomous driving systems also consider different levels of cooperative optimization of vehicle-road distribution to efficiently and cooperatively perform vehicle and road sensing, prediction, decision making, and control functions.

Vehicle-road cooperative autonomous driving is a low-to-high development process, which mainly includes the following development stages

1. Information interaction and collaboration, realizing information interaction and sharing between vehicles and roads. Using advanced wireless communication and new generation Internet and other technologies to realize dynamic real-time information interaction and sharing between vehicles and vehicles, vehicles and roads in all aspects, which is mainly reflected in the level of collection and fusion of environmental information by system participants.

2. Perception prediction decision collaboration, on the basis of (1), to achieve vehicle-road collaboration perception and prediction decision function. With the saturation of vehicle technology progress space and the increase of traffic environment complexity, in addition to real-time information interaction and sharing with the help of communication technology, the realization of autonomous driving perception and decision making also depends on intelligent road facilities and in-vehicle equipment such as radar and cameras. The above facilities and equipment are used to realize the sensing of dynamic traffic environment information in all-time and space, as well as the subsequent functions of data fusion, state prediction and behavioral decision-making. This is mainly reflected in the comprehensive collection of environmental information by system participants and the driving decision level.

3. Realize advanced vehicle-road cooperative control function. On the basis of (2), it can also realize the vehicle-road cooperative automatic driving control function, and then complete the full coverage of the whole key steps of automatic driving. For example, it can be applied in limited scenarios such as highway lanes, urban expressways and automatic parking, which mainly reflects the comprehensive collection of environmental information by system participants, driving decision and control execution at the whole level.

4. The vehicle and the road achieve comprehensive synergy, i.e. complete system functions such as vehicle-road cooperative sensing, vehicle-road cooperative prediction and decision making, and vehicle-road cooperative control integration. It further enhances the intelligent role of road infrastructure, so as to realize the comprehensive intelligent collaboration and cooperation between vehicles and roads, i.e., to realize the system integration functions of vehicle-road cooperative sensing, vehicle-road cooperative prediction and decision making, and vehicle-road cooperative control in any scenario. Vehicle-road synergy improves the commercialization of vehicle autonomous driving and forms an integrated development path in which vehicles and roads jointly promote the realization of autonomous driving.
Baidu has brought together autonomous driving and road-vehicle collaboration. For vehicle intelligence, Baidu has launched and open-sourced the Apollo platform [3], which has attracted a large number of developers and manufacturers and has now been updated to Apollo 6.0. Baidu has launched the "ACE Traffic Engine" [4] to build a modern intelligent transportation system with real-time sensing, instantaneous response and intelligent decision-making. Currently, Baidu's "ACE Traffic Engine" integrated solution [5] has been put into practice in nearly 20 cities, including Beijing, Changsha and Baoding. Compared with Baidu, Alibaba is more concerned about the control platform of vehicle-road coordination. Its proposed ET City Brain [6], together with AliOS on the vehicle side, provides global analysis and scheduling at the city level, and has already achieved milestones. In Beijing, through signal timing optimization, the average delay of motor vehicles through intersections has dropped by 6% and the parking ratio has been reduced by 3%. In Shanghai, the prediction accuracy of the neural network model built for the traffic status of the north-south elevated sections has improved by 10% [7].

Vehicle-road cooperative intelligent transportation faces many technical challenges and development bottlenecks, such as the difficulty of accessing multiple data protocols of multiple devices at the bottom layer, and the centralized deployment of computing arithmetic power cannot meet the demand for computing latency of intelligent applications. In the intelligent vehicle-road cooperative system, there are many kinds of sensors and wide distribution, and the in-vehicle sensing system is still in high-speed motion, and the detection environment, detection mechanism, time base, information characteristics and description methods of sensors are different. The problem of fusion of sensor information [8] from multiple locations prevails. In the face of ultra-intensive data volume, as well as the status quo of low tolerance to time delays, existing methods are difficult to play the advantages and characteristics of both sides of the cloud, in order to ensure the safety of road traffic system, usually with the premise of efficiency, to improve the efficiency of road control. We propose a C-V2X vehicle-road collaboration system for road traffic environment, build a vehicle-road collaboration system architecture based on V2X vehicle-road collaboration wireless communication, multi-access edge computing and high-precision positioning, and form a comprehensive solution for city-level vehicle-road collaboration intelligent transportation.

Our contributions:

1. We propose a new vehicle-road collaboration architecture, which fully integrates multiple traffic data resources, as well as control resources such as traffic monitoring, guidance screens, and signal control from three levels: individual vehicles, intersection localization, and regional road network.

2. We propose a multi-level information fusion technology based on multi-sensors in vehicle-road coordination to realize multi-sensor information fusion based on vehicle-road coordination perception, in view of the characteristics of many types of sensors and wide distribution in the vehicle-road coordination system, and the different detection environments, detection mechanisms, time frames, information characteristics and description methods of sensors.

We propose a lightweight identity-based authentication method to improve the authentication protocol for identity-based authentication and realize bidirectional authentication between end devices and edge gateways.
2. RELATED WORK

Existing autonomous driving technologies can be divided into two major technical routes: single-vehicle intelligence and vehicle-road collaboration. Single-vehicle intelligence relies entirely on the input of information from on-board sensors (such as LIDAR, millimeter wave radar and cameras) for environmental perception, and then artificial intelligence technology for environmental change prediction and driving decision generation, such as Waymo, Tesla, Mobileye and other companies in the United States have achieved L2-L4 level autonomous driving to some extent. However, in bad weather such as night, fog, rain and snow or complex traffic scenarios such as intersections and curves, the accuracy and reliability of on-board sensors are difficult to guarantee, thus making it impossible to achieve autonomous driving.

2.1. Single Vehicle Intelligence

The Society of Automotive Engineers (SAE) has defined five levels of driving automation. In this taxonomy, level zero represents no automation at all. Primitive driver assistance systems, such as adaptive cruise control, antilock braking systems and stability control, start at Level 1. Level 2 is partial automation, into which advanced assistance systems such as emergency braking or collision avoidance are integrated. The third level is conditional automation. During normal operation, the driver can focus on tasks other than driving, however, he/she must respond quickly to emergency alerts from the vehicle and be ready to take over. No level of human attention is required at Levels 4 and 5. However, Level 4 can only operate in limited ODDs where special infrastructure or detailed maps exist. In the case of leaving these areas, the vehicle must stop the trip by automatically stopping. A fully automated system, Level V, can operate on any road network and in any weather conditions. There are no production vehicles capable of Level 4 or Level 5 automation.

Self-driving cars use sensors such as cameras, radar and LIDAR to sense their surroundings. Due to the high price of LIDAR, Tesla wants to achieve fully autonomous driving without the use of LIDAR and proposes Autopilot [9] to be loaded on all Tesla production cars in the future. Autopilot has achieved L3 level of autonomous driving by collecting image data through 8 cameras and 12 millimeter wave radars to assist in perception, but it is difficult to continue to improve. Waymo, which ranks first in the world in the field of autonomous driving, is mainly dedicated to the research of autonomous driving algorithms, building its own radium map through short-range, medium-range and long-range lidar, and choosing electromagnetic wave radar with better environmental adaptability than ultrasonic radar, but the requirements for cameras are also higher.

Baidu's Apollo has now achieved L4 level autonomous driving capability in a semi-enclosed environment. In the latest versions of Apollo, it is gradually moving closer to V2X, making Apollo with high level autonomous driving capabilities even more advantageous. Tencent, on the other hand, is more focused on providing services [10] for autonomous driving with the help of high-precision maps [11].

2.2. Cellular-Vehicle to everything

The Internet of Vehicles includes Vehicle to Vehicle (V2V), Vehicle to Infrastructure (V2I), Vehicle to Pedestrian (V2P), and Vehicle to Network (V2N) interactions. Network (V2N) interaction. Telematics will rely on information and communication technology to provide comprehensive information services through all-round connection and data interaction, forming a
new industrial form with deep integration of automobile, electronics, information and communication, road transport and other industries.

The V2X network architecture based on vehicle-road cooperation can be generally divided into three levels: perception layer, decision layer and execution layer. The perception layer mainly involves environment perception technology and vehicle positioning technology to obtain the location of the vehicle and the surrounding traffic status; the decision layer mainly involves environment change prediction technology and driving decision technology, i.e., to predict the movement trajectory of the surrounding people and vehicles and generate optimized driving decisions accordingly; the execution layer mainly performs driving decisions through mechanical control. In the V2X network architecture, cloud, edge-side and vehicle-side are included, and each part is involved in various aspects of smart transportation, including data sensing, analysis and simulation, and decision control. The cloud has the lowest real-time performance, the edge side is in the middle, and the vehicle side has the highest real-time performance. Quasi-real-time data fusion and downlink in the edge cloud enables driverless vehicles to gain the ability to acquire information that breaks through visual dead spots or across occlusions. The perception, policy and control related to real-time vehicle control are performed at the vehicle side, and the analysis and calculation are done by the cloud-side fusion control platform.

2.3. Communication technology for C-V2X

C-V2X defines V2X technology based on cellular communications, including LTE-V2X, 5G-V2X [12]. It leverages the already existing LTE network facilities to enable V2V, V2N, V2I information interaction. The most attractive aspect of this technology is its ability to keep up with changes, adapt to more complex security application scenarios, meet low latency, high reliability and satisfy bandwidth requirements. LTE V2X defines two communication methods for vehicle applications [13]: centralized (LTE-V-Cell) and distributed (LTE-V-Direct). The centralized type, also known as cellular type, requires a base station as the control center, which defines the communication between the vehicle and roadside communication unit and base station equipment; the distributed type, also known as direct type, does not require a base station as support. 2006's CoCar project achieved an end-to-end delay of less than 500ms [14]. 2017's LTE-V2X technology from Bosch and Huawei achieved direct communication coverage of 1km and more. Above, which can effectively provide the performance of two cars following each other face-to-face at 500km/h, with communication latency less than 20ms in high-density congested traffic scenarios and message sending success rate over 90%.

5G-V2X is the V2X standard for 5G communication. Because 4G-LTE technology was not fully considered at the beginning of the design, and with the rapid development of smart cars, 4G-LTE technology [15] became insufficient. V2X will be part of the 5G network, and 5G-V2X has the potential to integrate LTE-V2X and DSRC [16] to provide safer and more efficient operation capabilities for cars [17]. In July 2020, 3GPP completed the first 5G framework-based 5G-V2X standard Rel-16, which realizes the cooperative sensing and path planning, thus effectively avoiding accidents.

2.4. C-V2X security issues

Automated vehicles in vehicle-road collaboration interact with the surrounding environment through wireless communication technology [18], so it is of great significance to achieve a secure and reliable communication method to guarantee the security of Telematics [19][20]. The literature [21] proposes a security scheme for Telematics communication based on public key architecture and edge computing. The authors use the location information of the vehicle as well as the RSU as the reference basis for key pair distribution, so that key pre-distribution can be
performed based on the prediction of the vehicle location. However, the security assurance scheme based on public key architecture requires certificate delivery and verification during the communication process, which greatly increases the load on the network. In the literature [22], an efficient anonymous, bulk authentication scheme is proposed to address the problem of security privacy protection in vehicular networking, thus reducing the message loss rate of vehicles and RSUs.

3. System Model

We propose a C-V2X vehicle-road collaboration system for road traffic environment, which is divided into a central cloud platform, an edge computing system, roadside devices and terminal devices.

The C-V2X vehicle-road collaboration system for road traffic environment defines the architecture and functional requirements of the central cloud platform and the edge computing system, and proposes the improvement of multi-sensor fusion and safety warning technology based on high-precision positioning.

![Figure 1. System Architecture](image)

3.1. Central cloud platform

The core of C-V2X vehicle-road coordination system in the central platform assumes the functions of macroscopic decision-making and unified command dispatch. By converging the panoramic sensing data of people, vehicles, roads and environment in the vehicle-road
cooperation scenario, it provides support for vehicle-road and vehicle-brain, and vehicle-vehicle cooperation decision based on big data and AI.

Distributed object storage enables storage of all data types, solving the problems associated with storage of massive amounts of all data forms, and making it more available, fault-tolerant, and scalable than a single data center. Make the system scalable by referring to objects using IDs instead of filenames. Associate large amounts of metadata with specific objects. Perceptual device layer convergence access to the cloud computing platform to provide basic data support for the cloud computing platform.

The functions of the central cloud platform include:

(1) Data management: Aggregate a huge amount of front-end devices, including pictures, videos, status and other timing data of vehicles, traffic signal control machines and many other devices. Distributed storage architecture is adopted for persistent storage of massive data.

(2) Data fusion: Relying on the processing power of the big data platform and the integrated data processing algorithms and models, the multi-source traffic data are automatically analyzed and processed for optimization under the set rules. It provides data-level fusion, feature-level fusion and decision-level fusion services to complete the required traffic control decision and prediction and early warning.

(3) Edge cloud collaboration:

1) Security collaboration: Provide perfect security policies, including traffic cleaning, traffic analysis, etc. In the process of security policy collaboration, the center can block malicious traffic if it is found to exist at an edge to prevent malicious traffic from spreading throughout the edge cloud platform.
2) Application collaboration: The cloud realizes lifecycle management of value-added network applications at edge nodes, including application push, installation, uninstallation, update, monitoring and logging. The central node can incubate and start the already existing application images on different edge clouds to complete the high availability guarantee and hot migration of applications.

(4) GBA security authentication function: In addition to grouping terminals with high similarity, security authentication and device management of the cloud platform are decoupled and decentralized for deployment to the edge gateway authorized through authentication. The designed lightweight certificate-free authentication protocol proposes a distributed authentication mechanism with the edge gateway as the core, thus improving the authentication efficiency.

Device management: centralized management of various devices accessed by the system, including vehicles, guidance screens, traffic signal controllers, and sensors.

3.2. Edge System

Edge computing system is the roadside core system of C-V2X vehicle-road cooperation system for road traffic environment, and it is the main undertaking system for communication and authentication services of C-V2X.

The edge computing system is deployed at the edge side of the front end of the vehicle-road collaboration system near the traffic road and traffic data sources. This system incorporates an open platform of network, computing, storage, and application core capabilities, and provides computing and intelligence services. It extend cloud computing and intelligence capabilities to edge nodes close to end devices. This avoids the problems of longer network latency, network congestion, and degraded quality of service that can be caused by putting computing on the cloud. This satisfies the requirements of high real-time and high computing capability of the vehicle-road collaboration system. The structure is shown in Figure 3.
The edge layer includes two main parts, edge nodes and edge management. The edge node is the hardware entity, which is the core of carrying edge computing services. The presenting core of edge management is software, and the main function is to provide unified management of edge nodes.

The physical composition of the edge computing nodes for vehicle-road collaboration includes three basic modules: network, computing and storage. The service execution of C-V2X vehicle-road cooperative edge computing for road traffic environment is inseparable from the support of communication network. The network of edge computing is characterized by the need to satisfy both the determinism of transmission time and data integrity of control-related services, and the ability to support flexible deployment and implementation of services. Time-sensitive network (TSN) and software-defined network (SDN) technologies will be important fundamental resources for the network part of edge computing. Heterogeneous computing is the key computing hardware architecture at the edge. Edge devices have to handle both structured data and unstructured data at the same time. A local database is used to store high-precision map data, high-resolution image data, etc. It supports functions such as fast writing of time-series data, persistence, and multi-dimensional aggregated queries.

The edge computing node of vehicle-road collaboration logically contains three functional units: control, analysis and optimization. The control function unit perceives the environment timely and accurately, and uses edge computing to enhance local computing capabilities and reduce the response latency caused by cloud-centric computing. The control functional unit mainly includes the functions of environment sensing and execution, real-time communication, entity abstraction, control system modeling, device resource management, and program operation executor. The analysis functional unit mainly includes streaming data analysis, video image analysis, intelligent...
computing, and data mining. The algorithms such as neural network and machine learning related to artificial intelligence are applied at the edge side to complete the solution of complex problems using intelligent computing.

The integration of edge computing system with C-V2X can enhance the end-to-end communication capability of C-V2X. It can also provide auxiliary computing and data storage support for C-V2X vehicle-road cooperation application scenarios for road traffic environment.

The GBA secure communication system runs in a multi-access edge computing system. It provides complete security authentication and session channel encryption services for application layer services such as vehicle networking, road infrastructure networking, and vehicle-road collaboration. In the C-V2X vehicle-road cooperation system for road traffic environment, GBA secure communication connects the vehicle terminal and USIM card with the wireless access network, core network, GBA platform, and CA server. This guarantees the communication security of V2X.

3.3. Traffic information sensing module

Traffic targets in the vehicle-road cooperative environment refer to multi-source multidimensional traffic information such as vehicles, pedestrians, signage, and intersection environment. Multi-source multidimensional traffic information acquisition is achieved by sensors such as radar detectors, video detectors, and small meteorological data collectors. We propose a multi-channel intermingled information fusion method based on radar and video to achieve more accurate traffic target recognition by fusing traffic information from multiple sensors.

The point of video vehicle detection is that it can provide the impact situation of the road surface, and has a more excellent detection performance for beating cars and dense small cars in the image area under ideal lighting conditions. The recognition of different vehicle models and pedestrians is also good. But video vehicle detection is greatly affected by the light situation and weather conditions. For example, the recognition performance at night becomes poor, rain and fog weather basically cannot work, and adhere to the limited distance, generally not more than 100 meters.

Radar vehicle detection can detect a section of the road and can quickly derive precise position and speed information of the target, which is less affected by weather conditions. However, radar vehicle detection cannot give image information, cannot detect stopping targets, is not effective for hitting vehicles, and cannot effectively distinguish between various types of vehicles and pedestrians.

The fusion of traffic information from video vehicle detection and radar vehicle detection has two advantages, respectively: first, a sufficiently large detection area, sufficiently accurate data, and unaffected by climatic conditions is guaranteed by radar. Second, it can provide image information by video detection to accomplish stationary targets, large vehicle detection and distinguish various vehicle categories.
For the same target, both radar and video detect the target with high confidence. Both radar and video detect the target, but with high or low confidence. Only one of the radar and video detects the target. Only one of the radar and video detects this target. Neither radar nor video detects this target. The target data obtained by using both detection methods are weighted by confidence to obtain the final target data, and the final target data is used to update the target tracking status.

Since the type, style, and clarity of data collected by various other sensors are different, it is first necessary to perform spatial coordinate system conversion and temporal calibration on these multidimensional data. After the calibration, the fusion of radar video data with the same time stamp in the same coordinate system is achieved. The fusion centers after spatio-temporal alignment appear in clusters and are roughly distributed around the target true value. According to this characteristic using the idea of clustering in pattern recognition theory, the data belonging to the same target in different detectors can be clustered into one class and the data that are not targets can be separated. The video centers clustered into one class are estimated to calculate the fusion center, so that the tracking of multi-dimensional traffic targets is converted into a single video multi-target tracking problem.

The converted but video target data is input to the neural network. The MobileNet-SSD model is used as the core algorithm of the detection module. The basic structure of the SSD vehicle detection model is shown in Figure 5.
Firstly, the video to be detected by vehicle is pre-processed frame by frame so that the network input is an image of size 300*300*3. 300 denotes the number of pixels of image length and width, and 3 denotes the three channels R, G, and B. The SSD uses a feature pyramid structure for detection. Its base network structure is VGG-16, and the last two fully connected layers are changed to convolutional layers, and subsequently four convolutional layers are added to construct the network structure. The decreasing size of the convolutional layers layer by layer enables the network to make predictions at multiple scales. The convolutional layers extract different vehicle features and the size of the output feature map becomes smaller layer by layer. The size of the feature image obtained from each layer is 38*38, 19*19, 10*10, 5*5, 3*3, and 1*1, respectively.

For each additional feature layer added, a series of convolution kernels are used to perform convolution operations by means of sliding windows to produce the corresponding predictions. The output (feature map) of each of the five different convolutional layers is convolved with two different 3x3 convolutional kernels. One output is classified using confidence, with each default box generating 2 category confidences, and the other output is regressed using localization, with each default box generating 4 coordinate values (x,y,w,h). Specifically for a feature layer of size mxn with p channels, using a small convolution kernel of 3x3xp, a score or coordinate offset with respect to the default box is generated at each position of mxn for the attributed category. These 5 feature maps also go through the PriorBox layer to generate the priority box (the default box selected in practice). The number of default boxes in each layer of the above 5 feature maps is given, and the total number of obtained prior boxes in all feature maps is 8732.

The position of each box is fixed with respect to the feature lattice corresponding to it. In each feature lattice, the displacement from the default box needs to be predicted and the score (probability of belonging to a certain class) of the objects contained in each box. So, for each box in a set of k boxes at a location, c classes, the score of each class, and 4 offsets of that box compared to its default box can be calculated. Therefore, (c+4)*k results are generated for each location in the feature map. For a feature map of size m*n, then (c+4)*k*m*n outputs are generated.

MobileNet-SSD is evolved from SSD. It is a lightweight deep network model proposed for application to mobile, replacing the VGG-16 base feature extraction network in the SSD network with the MobileNet network. It can significantly improve the computational efficiency with guaranteed accuracy. The main use of Depthwise Separable Convolution decomposes the standard convolutional kernel to reduce the computational effort. Depthwise Separable Convolution is a standard convolution kernel divided into a depthwise convolution kernel and a pointwise convolution kernel of 1*1. The ratio of kernel computation is: \((DK*DK*M*DF*DF+M*N*DF*DF)/(DK*DK*M*N*DF*DF)=1/N+1/(DK*DK)\), the computation is greatly reduced.
The detection results directly output by the detection network will contain a large number of duplicate frames, here we use the non-maximum suppression algorithm to filter out the duplicate detection frames and get the vehicle detection results. The main idea of the non-maximum suppression algorithm is as follows: for any detection target, the redundant detection frames should be eliminated, leaving only the frames with the highest confidence. The final remaining window within the sequence is then outputted as the final detection result. Thus, the recognition of multidimensional targets is achieved.

3.4. Security Module

The identity-based authentication protocol is improved to address the problem of limited communication and computational resources of IoT end devices. The resulting authentication scheme with lower computational complexity and higher efficiency is proposed. This achieves bi-directional authentication of end devices and edge gateways.

The identity-based bidirectional authentication protocol is divided into three main phases: as shown in Figure 6.

![Figure 6. Two-way authentication protocol](image)

(1) Initialization phase
At the completion of the private key generation center (PKG), the PKG picks the additive cyclic group $G_1$ and the multiplicative cyclic group $G_2$. Both $G_1$ and $G_2$ are prime $q$-order. $P$ is an arbitrarily chosen generating element of $G_1$. Denote the bilinear pair as:

$$e : G_1 \times G_2 \rightarrow G_1$$

Given a security parameter $k$, select the random number $sk_m \in \mathbb{Z}_p^*$, $sk_m$ is the master key (i.e., the system private key), and compute the master public key (i.e., the system public key).

$$P_{pub} = sk_m P$$

Select hash function.

$$h_1 : \{0,1\}^* \rightarrow G_1$$

$$h_2 : \{0,1\}^* \times G_2 \rightarrow \mathbb{Z}_q^*$$

The master key cannot be made public by the PKG alone, and the system reference $(G_1, G_2, e, q, P, P_{pub}, h_1, h_2)$ is published to all users in the system.

(2) Key extraction stage

Completed in the PKG, the corresponding public key is calculated based on the unique identification ID of the user in the system:

$$Q_{ID} = h_1(ID)$$

The private key corresponding to the user is then generated from the master key:

$$sk_{ID} = sk_m Q_{ID}$$

After that, the user key pair $(Q_{ID}, sk_{ID})$ is sent to the corresponding user through a secure channel (online or offline).

(3) Two-way authentication phase

T is the authentication initiator (i.e., terminal device) and S is the authentication server (edge gateway). To improve security, two-way authentication of T and S is required.

(a) T selects the random number $r_T \in \mathbb{Z}_q^*$, the timestamp $t_T$ and the hash function $h_2$ to calculate

$$c_T = h_2(r_T, t_T)$$
(b) S decrypts $c_T$ after receiving the data, first verifies the validity of the timestamp $t_T$, selects the random number $r_S \cdot q$ when the detection result is a valid timestamp, and calculates

$$m_S = (r_S + r_T)sk_S$$
$$c_S = h_2(r_s, t_S)$$
$$Q_T = h_1(ID_T)$$

Re-transmitting authentication challenge information to the end device T.

(c) T decrypts $c_S$ after receiving the data, verifies the validity of timestamp $t_s$, and if the timestamp is valid, calculates the public key of S.

$$Q_S = h_1(ID_S)$$

and test whether the equation holds:

$$e(m_s, -(r_s + r_T)P) = e(Q_S, P_{pub})$$

If the equation does not hold then it shows that T fails to authenticate to S, i.e., S is not a legitimate edge gateway for the end device and T disconnects from the connection; otherwise it proves that T authenticates to S successfully and calculates.

$$m_T = (r_S + r_T)sk_T$$

return an answer message to S upon completion.

d) S decrypts and verifies that the equation holds after receiving a successful message from T and verifying that the timestamp is successful

$$e(m_s, -(r_s + r_T)P) = e(Q_S, P_{pub})$$

If the equation does not hold, it indicates that S fails to authenticate T, the identity of the terminal device is considered illegitimate, a failure frame is returned, the data uploaded by terminal T is rejected and the connection is disconnected; otherwise, it indicates that S authenticates T successfully, a success frame is returned and the data uploaded by T starts to be received.

4. CONCLUSIONS

This paper proposes a novel framework for C-V2X system design. The framework can integrate multi-source data and perform collaborative analysis, which may benefit numerous services like autonomous driving. To achieve this goal, a highly aggregated architecture is proposed to hierarchically fuse the data resources. Then a multi-modal information fusion method is proposed to further aggregate the multi-sensor data generated within the C-V2X system. The method is flexible for different detection tasks and scenarios. Finally, the paper also introduces a fast and
reliable authentication method to enhance the security level of the whole system. In our future study, we will focus on the detailed methods and models used for our C-V2X systems.

REFERENCES


AUTHORS

Rui Huang, born in June 1984 in Xuzhou, Jiangsu Province, with a bachelor's degree, he is now the deputy general manager of smart city business department. His main research direction is traffic control and big data analysis, computer software development and application, system integration and security.

© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons Attribution (CC BY) license.
DESIGN OF INTERPLANETARY
OBSERVATION TERMINAL BASED ON ALL
PROGRAMMABLE SYSTEM-ON-CHIP

Haonan Jin¹, Lesheng He¹, Liang Dong²,
Yongliang Tan¹ and Qingyang Kong¹

¹Information Institute, Yunnan University, Kunming, China
²Yunnan Astronomical Observatory, Chinese Academy of Sciences,
Kunming, China

ABSTRACT

The drastic changes in the solar wind will cause serious harm to human life. Monitoring interplanetary scintillation (IPS) can predict solar wind activity, thereby effectively reducing the harm caused by space weather. Aiming at the problem of the lack of the ability to observe IPS phenomenon of the 40-meter radio telescope at the Yunnan Astronomical Observatory of China in the frequency band around 300MHz, an IPS real-time acquisition and processing scheme based on all programmable system-on-chip (APSoC) was proposed. The system calculates the average power of 10ms IPS signal in PL-side and transmits it to the system memory through AXI4 bus. PS-side reads the data, takes logarithms, packages it, and finally transmits it to the LabVIEW host computer through gigabit Ethernet UDP mode for display and storage. Experimental tests show that the system functions correctly, and the PL-side power consumption is only 1.955 W, with a high time resolution of 10ms, and no data is lost in 24 hours of continuous observation, with good stability. The system has certain application value in IPS observation.

KEYWORDS

Interplanetary Scintillation, Solar Wind, All Programmable System-on-Chip, AXI4, LabVIEW.

1. INTRODUCTION

Interplanetary Scintillation (IPS) refers to the phenomenon that electromagnetic waves emitted from radio sources outside the solar system are scattered by the solar wind when they pass through the interplanetary space of the solar system, causing random fluctuations in electromagnetic intensity [1]. With the continuous development of human space exploration and aerospace technology, solar wind activity monitoring and space weather forecasting are becoming more and more important [2]. The drastic changes in the solar wind can cause magnetic storms, power transmission facilities to malfunction, interfere with ground shortwave communications, satellite communications, and even threaten the safety of spacecraft and astronauts [3]. Therefore, it is of great significance to predict solar wind activity by monitoring IPS signals.

At present, the common IPS monitoring methods are divided into direct measurement and ground-based measurement. Compared with direct measurement, ground-based measurement has a wider observation scale and is more economical and effective [4]. Ground-based measurement
modes are divided into single-station single-frequency (SSSF) and single-station dual-frequency (SSDF) and multi-station measurement. SSSF measurement mode obtains the scintillation power spectrum by means of spectrum fitting or characteristic frequency to obtain solar wind speed, such as Ooty Radio Telescope (ORT), located in India [5], and the 25-meter radio telescope in Urumqi, Xinjiang, China [6]. SSDF measurement calculates the solar wind speed by calculating the first zero frequency of the cross-correlation spectrum [7], which is more accurate than SSSF mode, such as Miyun 50-meter in Beijing, China [8]. The multi-station measurement mode can directly obtain the projected solar wind speed, such as STELab in Japan [9]. The 40-meter radio telescope at the Yunnan Astronomical Observatory in China is one of the important observation equipment for radio astronomy signals in China. Compared to Xinjiang 25-meter, Miyun 50-meter and FAST [10], Yunnan Astronomical Observatory 40-meter radio telescope is located in the south with low latitude, and can observe many radio sources that cannot be observed by other radio telescopes. According to the experience of scientists in IPS observations, when the observation frequency of radio telescopes is low, the radio source information is more abundant, such as 327MHz. Therefore, improving the receiving equipment of the 40-meter radio telescope near the 300MHz frequency band of Yunnan Observatory for IPS observation is of great significance to fill the gap in its IPS signal observation capability.

In view of the characteristics of the 40-meter radio telescope of the Yunnan Astronomical Observatory [11], the system designed in this paper is a SSSF mode. The characteristic time scale of the change of IPS signal received by a ground-based single station is from 0.1s to 10s [12]. In order to achieve long-term, stable and high-time resolution IPS signal monitoring, the system needs to have high-speed signal acquisition, high-speed cache, big data storage, high-speed processing and communication capabilities. Xilinx's proposed All Programmable System on Chip (APSoC) benefits from the high-speed interconnection between Programmable Logic (PL) and Processing System (PS) through the AXI4 bus [13]. Compared with the traditional FPGA+ARM/DSP processor architecture, the system has higher bandwidth and lower power consumption. Secondly, the data interface of PS-side is simple to implement and convenient to store. Through the cooperation of software and hardware, the system development cycle can be greatly shortened [14]. In summary, APSoC is very suitable for high-speed acquisition, processing and storage of IPS signals. Therefore, an APSoC based IPS observation scheme is proposed in this paper. The acceleration part of digital signal processing is constructed on FPGA (PL-side) to achieve the purpose of real-time IPS signal processing. A terminal parameter control program is constructed in ARM Cortex-A9 processor (PS-side) to rapidly control the device parameters of IPS observation terminal. The IPS observation data is transmitted to the host computer for display and storage through gigabit Ethernet UDP. Based on the above solution, a flexible, fast, and stable real-time observation terminal for IPS signals is realized through the cooperation of software and hardware, which provides a technical foundation for the Yunnan Astronomical Observatory to carry out subsequent IPS observations and has certain application value.

2. OVERALL SYSTEM DESIGN

2.1. Overall system structure

The system uses Digilent's Eclypse-Z7 hardware platform, and the processor is Xilinx’s xc7z020clg484-1 all programmable system-on-chip, which is implemented based on 28nm Artix-7, and has 2 Cotex-A9 ARM processors, which can achieve excellent Performance to power ratio and maximum design flexibility [15], can meet the needs of real-time data acquisition and processing of IPS signals. The ADC data sampling board uses ZmodADC1410 with AD9648 as the core. The sampling frequency of ZmodADC1410 is 100MHz, and it can obtain two 14-bit
signals at the same time. The programmability and high resolution of this device make it a reliable choice for the receiving end of radio astronomy signals, and the program gain control. ZmodADC1410 and Eclypse-Z7 used in this system realize high-speed connection through SYZYGY standard interface. Compared with Pmod, SYZYGY standard interface has higher speed and bandwidth, and is smaller and cheaper than FMC interface. This paper adopts the system structure shown in Figure 1 to realize the IPS observation terminal.

![Figure 1. System overall structure block diagram](image)

Firstly, the system uses a low noise amplifier (LNA) to amplify the weak radio signal received by the 40-meter radio telescope. Then, the analog downconversion module is used to downconvert the received 327MHz analog signal to obtain a 10MHz signal. Then, the intermediate frequency amplifier is used to amplify the intermediate frequency (IF) signal. The digital signal is input to PL-side of APSoC through AD9648. Real-time power calculation and superposition of the signal are carried out in PL, and then the superposition power data is averaged and stored in system memory through AXI4 bus for reading by PS-side. When the data is read, PS-side transmits the data to the LabVIEW host computer software in the form of Gigabit Ethernet UDP protocol for real-time display and storage. In addition, the system can also configure the gain, channel and coupling coefficient of the AD9648 in the hardware receiver through serial communication in the host computer application and issue control commands.

### 3. System Software and Hardware Design

In this paper, the main functions of APSoC are real-time processing and high-speed transmission of digitalized IPS signals, and flexible configuration of AD9648 parameters, including PS-side and PL-side. The PL-side is developed by Verilog with the HDL integrated development environment Vivado2019.1 provided by Xilinx company, and the PS-side is developed by C language in SDK2019.1.

#### 3.1. PL-side system design

In order to achieve the high-speed acquisition and processing of IPS signals and ensure the stability of the system, the basic framework of IPS signal processing is constructed in the PL-side of APSoC. As the characteristic time scale of IPS signal changes is from 0.1s to 10s, in order to improve the system time resolution, the PL-side is used to calculate the power of signal sampling points within 10ms and calculate the average. Because the data interval between sampling points is very small, reaching nanosecond level, the process of power calculation and superposition needs hardware acceleration at PL-side. Then, the power data is mapped to the memory address through AXI4 bus for subsequent reading by PS-side.

According to the above scheme, this paper designs a Block Design project in Vivado. The overall block diagram of the system is shown in Figure 2. These include: IPS Data Processing module (Math IP), ZmodADC Control IP and AXI ZmodADC IP, Processor System Reset IP, AXI
Interconnect and ZYNQ core modules. In order to make the main signal easily visible, the ARESETN reset signal in the default figure is connected to Processor System Reset IP, and clock signal is also connected by default.

![Block diagram of PL-side and PS-side connections](image)

**Figure 2.** PL-side Block Design block diagram

The ZmodADC1410 Control IP core in Figure 2 is an ADC Control module, whose function is to realize data interaction between ZmodADC1410 and APSoC. PS-side can also indirectly Control the ZmodADC1410 Control IP by reading and writing the register of AXI ZmodADC IP via AXI4 bus. The two IPS are connected through a set of ADC Control ports, officially provided by Digilent. The ZYNQ7 Processing System is the hard IP address of the Cortex-A9 ARM processor. After the system was built, the global clock on PL-side was set to 100MHz in the ZYNQ IP core, that is, synchronous clock domain, in order to avoid the metastable problem caused by cross-clock domain. In addition, the serial port UART0, Ethernet port ENET0, GPIO, and the interrupt pin IRQ_F2P from PL to PS need to be enabled in the ZYNQ IP core for subsequent use. The AXI Interconnect IP realizes the topology of AXI bus, and connects M AXI GP0 of ZYNQ IP core to S00 AXI of AXI ZmodADC IP and Math IP, so as to realize the data communication between PL-side and PS-side.

The Data processing part (Math IP) consists of the power calculation module, power superposition module, and Data_to_axi IP to complete the calculation and superposition of the IPS signal power, and transmit the data to the PS-side for subsequent processing. Since dB is commonly used as a unit in engineering, logarithmic operation should be performed on the raw data. Since the power value to be sent is the average power value within 10ms, the amount of data is small, and a large number of LUTs will be consumed if the logarithm operation is
implemented using the PL-side. In order to save logical resources on PL-side, logarithm operation is carried out on PS-side. The schematic diagram of Math IP is shown in Figure 3. The detailed description of each part is as follows.

![Figure 3. The schematic diagram of Math IP](image)

### 3.1.1. Power calculation module

In order to calculate the IPS signal power, the amplitude of the sampling point needs to be squared to obtain the instantaneous power value of the point. The multiplication operation uses the Multiplier IP core. The data width of the ZmodADC Control IP output to the module is 14 bits. Therefore, the Multiplier IP input data width should be set to 14 bits for signed multiplication.

### 3.1.2. Power superposition average module

The function of this module is to calculate the average value of power superposition within 10ms. As shown in Figure 3, the superposition operation is realized by a RAM and adder. Set a PCNT counter, when the PCNT count reaches 1000000, Capture signal is raised, output result of the superposition named Dout[47:0], by intercepting data 28 bits higher to get the average signal power within 10ms. In order to adapt to AXI4 bus bit width, the power data is added to 32 bits and output to a custom AXI4 IP named Data_to_axi. In addition, the Capture signal also triggers an IRQ_F2P interrupt, which triggers a data read transaction on PS-side.

### 3.1.3. Data_to_axi module

In order to realize the data transmission between PL-side and PS-side, a custom AXI4 IP is created through the Tools option in Vivado, and add user logic. When the IP creation is completed, the IP is packaged for integration into Block Design. The IP hierarchy is shown in Figure 3. The Data_to_axi module internally instantiates a module named Data_capture. Whenever the Capture signal of the power superposition average module is raised, the 32-bit input data Data_in is loaded into the second read register of AXI4 IP at address 0x43C0008. The PS-side can read the value in the register by xil_In32() function reading the address.
3.2. PS-side program design

The PS-side clock frequency is 667MHz. In addition to logarithm taking and data packing operations, in order to achieve flexible parameter control, that is, to control the sampling channel, channel gain and coupling coefficient parameters of AD9648 through serial port, and to realize the functions of calling other IP cores and controlling gigabit Ethernet for data communication, it is necessary to build the PS-side operation program in the Cotex-A9 ARM processor. The main program flow of PS-side is shown in Figure 4.

![Figure 4. The main program flow chart of PS-side](image)

Initialization includes the initialization of serial port, SPI, GPIO, ZmodADC1410 and LwIP (Light weight IP). The serial port uses uart0 of PS, and the baud rate of the serial port is 115200bps. ZmodADC1410 is initially set to channel 1, low gain mode, and the coupling coefficient is 0. Use the Lwip211 library integrated in SDK to program UDP communication.

After the initialization step is completed, configure the UDP related functions and connect to the server. When the serial port receives the transmission start command, enable AD9648. When Capture, the power data capture signal at the PL-side, is on the rising edge, the PL-to-PS interrupt is triggered. In the interrupt service subroutine, PS uses the xil_In32() function provided in xil_io.h file of SDK to read the power value stored in the system memory at the PL-side. Since the width of this data is 32 bits, after logarithmic operation, the width must be less than 16 bits. Construct data packets with the data type as uint32. Store the power data 16 bits lower and the data count 16 bits higher. After packing data packets, store them in udp_send_buffer to wait for sending, and the interrupt returns. In order to reduce the burden of data display and storage in the host computer, the sending buffer is set to send data once every 100 data is stored. When the sending buffer is full, udp_trans_start=1, the main program calls udp_send() function to transfer data to the LabVIEW host computer. In order to enable the host computer to distinguish one frame of data, set udp_send_buffer[0]=0xAABBCCDD, udp_send_buffer[101]=0xDDCCBBAA,
respectively, as the frame head and frame end. Since the data type of the buffer is uint32, a frame of data has a total of 408 bytes.

4. **Host Computer Application Design**

In this paper, the visual programming software LabVIEW2018 of NI Company is used for the host computer application development. The main functions include:

1. Serial port communication and UDP communication between the host computer and APSoC,
2. Display and storage of IPS power data.

The host computer application adopts the string state machine program architecture, which is mainly composed of conditional structure and while loop. The program performs the corresponding state according to the string content by conditional structure. The UDP part and serial part of the application program of host computer are controlled by two state machines. The program flow chart of the LabVIEW host computer application is shown in Figure 5.

![Program Flow Chart](image)

**Figure 5.** The program flow chart of the LabVIEW host computer application

First, set and initialize the serial port. When the serial port runs normally, SERIAL_STATE indicator turns green. When the RX buffer of the serial port receives the response "Initialization successful" that APSoC is initialized, it can set the sampling channel, sampling length, channel gain, coupling coefficient and other parameters of AD9648 through the sending buffer according to the message prompted by the serial port. After the parameters of AD9648 are set, click SEND to send the parameters to APSoC. The PS-side of APSoC indirectly controls Zmod Control IP through AXI4 bus, so as to complete the flexible configuration of AD9648 parameters. After sending the start UDP transmission command, set the UDP target address and port, click to OPEN UDP CONNECT, UDP_STATE indicator turns green, you can see the IPS power signal sent from APSoC. Click SAVE DATA to obtain IPS power data saved in .jpg and .txt format in the specified path, which is convenient for subsequent analysis and use.
5. SYSTEM TEST AND RESULT ANALYSIS

5.1. Serial port and UDP function test

To verify the serial port and UDP functions, test according to the following steps:

Step 1: Set the IP address of the Eclypse-Z7 hardware platform to 192.168.1.150, port 8080, the IP address of the LabVIEW host computer to 192.168.1.151, port 8081, and connect the board and the host computer to the same local area network.

Step 2: Open the LabVIEW host computer, select right COM number, set baud rate to 115200bps, open it.

Step 3: Power on the board and keep the default AD9648 parameter.

Step 4: RIGOL DSG815 signal generator is used to generate a signal with a power of -23dBm and a frequency of 327MHz, which is connected to the system.

Step 5: Open the UDP connection and use the Wireshark to capture packets and compare the packets with the UDP receiving buffer of the host computer. The experimental results are shown in Figure 6 and Figure 7.

Figure 6. The LabVIEW host computer interface

As can be seen from Figure 6, at the moment when the board is powered on, the RX buffer of the serial port prints out “Initialization successful”, and sends the command, serial port also responds, which verifies that the serial port function is correct.

Figure 7. Comparison between Wireshark UDP packet capture and UDP read buffer of the LabVIEW host computer
As can be seen from Figure 7, the data in the Wireshark UDP packet capture and the LabVIEW host computer's UDP read buffer are exactly the same, indicating that the host computer successfully received the UDP packet from Eclypse-Z7, and the IPS signal power in Figure 6 is indeed -23dBm. It also verifies the correctness of the system function. The above experiments verify that the serial port and UDP functions of the host computer are correct and meet the design requirements.

5.2. Time resolution test

Since the characteristic time scale of IPS signal changes is 0.1s to 10s, in order to meet the requirements of the time resolution of the system in practical applications, it is necessary to test the time resolution of the system. Adjust the RIGOL DSG815 signal generator to a single step sweep mode, 30 points, 100ms dwell time, send a sine signal from -10dBm to -40dBm, and connect to the system for testing. Plot the output data of the system, as shown in Figure 8.

![Figure 8. Single step scan mode system output data](image)

As can be seen from Figure 8, when the signal power attenuates from -10dBm to -40dBm, the power value will change in real time with the change of the input signal. Secondly, when the time of a single step scan is 3s, the system output data points are 300 points, so the system time resolution can be calculated as 10ms. After repeated measurements using the above method, the system time resolution is 10ms, so it meets the design requirements.

5.3. Stability test

During the monitoring of IPS data, if the system has problems in the calculation, transmission, and storage of IPS power values, resulting in the omission of data points, the observation values of IPS data in this section will be meaningless and the precious observation time of radio telescopes will be wasted. In IPS observation, the longest observation time is only from sunrise to sunset [16], about 12 hours. In order to test the stability of the system, RIGOL DSG815 signal generator is used to send signals with power of -35dBm and frequency of 327MHz. Under the temperature condition of 20°C, continuous observation for 24 hours is carried out. Save system output data to a.txt file. According to statistics, there are 8640,000 data points in the final text file. The data waveform is drawn by MATLAB, as shown in Figure 9 (a). The first 1000 points
were intercepted and the fast Fourier transform was performed on the data within this time scale to obtain the IPS scintillation power spectrum with an integral time of 10s, as shown in Figure 9 (b).

![Figure 9. Continuous observation data and IPS scintillation power spectrum](image)

As can be seen from Figure 9 (a), when the signal power is weak, the continuous observation results basically present a straight line. After calculation, the signal power fluctuation is about ±1dBm, indicating that the system has good test accuracy and stability, and meets the design requirements.

### 5.4. Programmable logic resource usage and power consumption

This system is based on Xilinx's XC7Z020CLG484-1 all programmable system-on-chip. In Vivado, after the PL part of the system is designed according to section 2.1, the final PL-side resource usage is shown in Table 1.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Utilization</th>
<th>Available</th>
<th>Utilization%</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUT</td>
<td>5552</td>
<td>53200</td>
<td>10.44</td>
</tr>
<tr>
<td>LUTRAM</td>
<td>513</td>
<td>17400</td>
<td>2.95</td>
</tr>
<tr>
<td>FF</td>
<td>8965</td>
<td>106400</td>
<td>8.43</td>
</tr>
<tr>
<td>BRAM</td>
<td>24.50</td>
<td>140</td>
<td>17.50</td>
</tr>
<tr>
<td>DSP</td>
<td>2</td>
<td>220</td>
<td>0.91</td>
</tr>
<tr>
<td>IO</td>
<td>32</td>
<td>200</td>
<td>16.00</td>
</tr>
<tr>
<td>BUFG</td>
<td>7</td>
<td>32</td>
<td>21.88</td>
</tr>
</tbody>
</table>

As can be seen from Table 1, BRAM and BUFG are the most used resources on PL-side of the system, accounting for 17.5% and 21.88% of the total resources respectively. DSP is the least used resource, and only 1% of the total resources are used, indicating that the system has a large amount of resource margin and good scalability. And the power analysis tool in Vivado was used to evaluate the power consumption of the PL-side of the system. The power consumption was 1.955W in actual operation, which met the design requirements of low power consumption of the system.
6. CONCLUSIONS

In this paper, we propose an IPS observation system based on Xilinx Zynq7000 APSoC. The system takes XC7Z020CLG484-1 as the core, realizes the real-time processing and transmission of IPS power signal by means of hardware and software cooperation, and realizes a good human-computer interaction interface based on LabVIEW. Experiments show that the system has high integration, high time resolution and good stability. The work in this paper has laid a technical foundation for the 40-meter radio telescope of Yunnan Astronomical Observatory to carry out IPS observation, and has certain application value. Next, we will consider integrating the post-processing of IPS signals into APSoC to improve system performance.
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ABSTRACT

Memory Alias Table exploits a major role in Register Renaming Unit (RRU) for maintaining the translation between logical registers to physical registers for the given instruction(s). This work presents the design of the memory Alias Table based on the 8T-Cell with multiport write, read, and content-addressable operation for 2-WAY three operands machine cycle. Results show that four read ports operate simultaneously within a half-cycle, while two-write ports operate simultaneously within the other half-cycle. The operation of content-addressable with two parallel ports is managed during the half-cycle of the read phase; thus, the three operations occur within a single cycle without latency. HSPICE simulations conduct 32-rows x 6-bit with 21T-Cell memory Alias Table that has 4-read ports, 2-write ports, and 2-content-addressable ports using a standard 65 nm/1V CMOS process. Simulations reveal that the proposed design operates within a one-cycle of 1 GHz consuming an average power of 0.87 mW.
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1. INTRODUCTION

The hardware of instruction-level parallelism constitutes several out-of-order units within the pipeline structure. These units facilitate the execution of multiple instructions within the stages of the pipeline to reduce the dependencies between instructions; and thus, improving the overall Amdahl’s law measure performance [1]-[4]. One of these stages of the pipeline is the instruction dispatch unit that assigns mapping of the logical to the physical registers since the computations were held in physical implementations. Register Renaming Unit (RRU) holds this mapping as well as deallocates back the physical to the logical registers, wherein the number of the physical registers is greater than the number of the logical registers [5]-[7].

Register renaming unit constitutes primarily three tables with several comparators and priority encoders to orchestrate the mapping between logical and physical registers; and thus, increase the performance of out-of-order (OoO) speculative execution unit. The three tables are Alias Table, Physical Table, and Architectural Table [8]-[11]. The Alias Table is indexed by the logical register number and holds the mapping to the physical registers. The Physical Table shows the availability of each physical register. That is, if the allocated bit is set, the corresponding physical register is being mapped by a destination logical register of the assigned instruction;
otherwise, the corresponding physical register is free and can be allocated by a destination logical register of incoming instructions. The Architecture Table records all completed evaluated physical registers and their actual data.

Register renaming tables are considered high-cost design since each table requires several and multi-operations within a single cycle; besides, tables require to maintain low power consumption and short critical path for each operation [12]. Consequently, as the number of instructions per cycle increase and parallelisms becomes prominent in modern processors, the tables required to hold more parallel operations, and thus, having more complex circuits [13]. Therefore, the memory array of multiport SRAM cells considers an essential element in constituting the tables array, in which the cell structure provides several parallel operations with relatively reduce circuit complexity [14][15]. Still, comparators along with priority encoders in a form of prefix tree structure hold a large burden of design overhead area, wherein content-addressable memory (CAM) cell can provide a major role in reducing these complexities of design circuitry as well as maintaining the required operation efficiently [16]. Consequently, the Register Renaming tables have been investigated in several realizations of organizational memory structures. Some works focus on SRAM-based rather than CAM-based implementations for more scalable and energy-efficient at the cost of extra-overhead comparators and priority encoders [14][15]. Other recent works leverage the benefit of CAM to match the contents in a parallel fashion, such as hybrid SRAM-CAM structure [17][18] that result in reducing the latency cycles; and thus, improve throughput.

Another essential factor in the memory array is the type of cell structure. Some of the SRAM-base structures use the 6T-Cell [19], where the read and write ports share the same input-output bus; and thus, narrowing the noise margin. Subsequently, a highly sensitive sense amplifier with constant bias current is essential to boost the speed of the read operation. Other use the 9T-Cell structure [20], in which the back-to-back inverters of the write access port are disconnected by intermediate transistors to reduce the contention during write access mode. Thus, improving the power consumption for the write operation. However, this factor comes for the cost of double the size of the memory array as the authors mention due to the high cost of control logic that requires to generate the appropriate signal voltage level for the intermediate cell’s transistor. Further attempts of SRAM-base cell is the use of 10T-Cell [21] and 7T-Cell [22] that are often used for ultra-low supply voltage in the order 0.5 V or even less for low power consumption with low operating frequency. A comparative study of the abovementioned memory cells exploits the characteristics of each cell and its effect on the overall memory array [23][24].

Nowadays, the 8T-Cell commonly use in most processors and graphics semiconductor companies in the field of CACHE and Shared Memory [25][26]. The 8T-Cell with sperate read and write ports structure considers an essential component for Register Renaming tables, wherein simultaneous read and write operations at different rows are needed. Therefore, multiport for write and read can realize fast access time with a full rail noise margin and low power consumptions [27][28]. Additionally, the 8T-Cell can be adapted to verities and a wide scale of semiconductor technologies, while maintaining its low-power and high-speed features [29]. Therefore, the 8T-Cell is considered in this work for constituting the Register Renaming tables. The 8T-Cell is reconfigured for multiport read and multiport write; besides, the CAM circuitry has added to the 8T-Cell forming a hybrid SRAM-CAM cell. Further facilitation of 8T-Cell reduces design time to market by introducing an automation algorithm from schematic layout to physical layout with the support of 8T-Cell library standard cell components [30][31].

As a result, the prior work on the Register Renaming unit architectural development [32] is extended to pay attention to the Alias Table circuit development as the most complex circuitry, which exploits several simultaneous operations within a single cycle [33]. The Alias Table
constitutes a memory array of SRAM-CAM cells, where the SRAM is based on the 8T-Cell and the CAM is based on the two pass-gate transistors forming XOR logic connected to another two pass-gate transistors of the match line. The SRAM part of the cell has four read ports and two write ports, while the CAM part has two content-addressable ports, results in a total of twenty-one transistors cell. The match line is pre-charged to the power supply, where any mismatch between cell content and the coming data from the mask register drops the match line voltage to the ground. Thus, if all cells in a particular row match the data of the mask register, the match line for that particular row preserves the power supply pre-charge value, which enables the Tri-state buffer to release the row index to the output match port. In summary, the proposed Alias Table circuit has the following key features:

- The Alias Table leverages the 8T-Cell SRAM structure that is suitable for continued low-cost CMOS technology with high-speed and low-power operations.
- The Alias Table conducts write, read, and content-addressable match index within a single clock cycle.
- The Alias Table provides four parallel read operations.
- The Alias Table provides two parallel write operations.
- The Alias Table provides two parallel content-addressable operations.
- The content-addressable operation compares all rows in parallel with the mask register and releases the associated match index address.

The remainder of this paper is organized as follows. Section II discusses the design of the SRAM-CAM cell circuit structure. Section III realizes the overall Alias Table circuit architecture with the proposed memory array of SRAM-CAM cells. Section IV gives the estimated overall critical path delay for each operation, while section V provides the HSPICE simulations and verifications. Additionally, section VI illustrates some performance features along with some comparison of recent works. The conclusion is given in Section VII.

2. **SRAM-CAM Cell Circuit**

The cell given in Figure 1 is designed based on the well-known 8T-Cell circuit with the addition of a new CAM structure. The cell combines three circuits operations that are - four parallel read ports, two parallel write ports, and two parallel content-addressable ports. All three operations are independent of each other’s and have separate ports, given a rail-to-rail noise margin operation that is attractive for continued technology scaling with low power supply voltage and high-speed operation. Moreover, the ports within the same operation are activated in parallel since they are gated with separate pass-gate transistors. TABLE 1 depicts the input/output signals’ abbreviations and descriptions for the 21T-Cell.

The two write ports have a similar circuit structure to the 8T-Cell write port, where the back-to-back inverters are flipped by input bit and inverted input bit. Subsequently, two input bits are gated by two independent pass-gate transistors from each side of the back-to-back inverters given the write circuit with eight transistors count. Each write port is associated with two pass-gate transistors that were gated by a write decoder. Therefore, the two separate write decoders activate the two separate write ports, where each port has a separate data bit.
TABLE 1. 2T-Cell signals definitions and abbreviations

<table>
<thead>
<tr>
<th>Input-Output Signals</th>
<th>Representations</th>
</tr>
</thead>
<tbody>
<tr>
<td>DA</td>
<td>First Input</td>
</tr>
<tr>
<td>DA!</td>
<td>First Inverted Input</td>
</tr>
<tr>
<td>DB</td>
<td>Second Input</td>
</tr>
<tr>
<td>DB!</td>
<td>Second Inverted Input</td>
</tr>
<tr>
<td>WDA</td>
<td>First Write Word Line Decoder</td>
</tr>
<tr>
<td>WDB</td>
<td>Second Write Word Line Decoder</td>
</tr>
<tr>
<td>RDA</td>
<td>First Read Word Line Decoder</td>
</tr>
<tr>
<td>RDB</td>
<td>Second Read Word Line Decoder</td>
</tr>
<tr>
<td>RDC</td>
<td>Third Read Word Line Decoder</td>
</tr>
<tr>
<td>RDD</td>
<td>Fourth Read Word Line Decoder</td>
</tr>
<tr>
<td>OA</td>
<td>First Output</td>
</tr>
<tr>
<td>OB</td>
<td>Second Output</td>
</tr>
<tr>
<td>OC</td>
<td>Third Output</td>
</tr>
<tr>
<td>OD</td>
<td>Fourth Output</td>
</tr>
<tr>
<td>MLA</td>
<td>First Match Line</td>
</tr>
<tr>
<td>MLB</td>
<td>Second Match Line</td>
</tr>
<tr>
<td>MA</td>
<td>First Mask Register</td>
</tr>
<tr>
<td>MA!</td>
<td>First Inverted Mask Register</td>
</tr>
<tr>
<td>MB</td>
<td>Second Mask Register</td>
</tr>
<tr>
<td>MB!</td>
<td>Second Inverted Mask Register</td>
</tr>
<tr>
<td>CLK</td>
<td>System Clock</td>
</tr>
</tbody>
</table>
Subsequently, two different data bits can be written to two different cells simultaneously of the same column of the memory array. A priority encoder is realized at each two input data bits in order to assure no contention of bits values is stored simultaneously at the same cell. Thus, precludes any possibility of two different data bits to be written simultaneously at the same cell.

The four read ports exploit the same structure of the 8T-Cell read port, and they can operate in parallel since each port has a separate pass-gate transistor gated with a separate decoder. Subsequently, the read circuit has five transistors. The discharge-transistor for all the four pass-gate transistors is designed with a larger width ratio than in the 8T-Cell single read port since it has more diffusion capacitances at its drain node. The four output ports are pre-charged to the power supply voltage through the output buffers. Once the read ports’ decoders are enabled, the output ports are either discharged to the ground or preserved the pre-charged voltage, based on the cell stored value.

The CAM circuit compares the cell value with an inverted mask bit value and vice versa by using two pass-gate transistors with a common drain forming an XOR logic structure. Additionally, the second content-addressable port has a similar structure, but the cell value is compared with the second mask bit that is related to the second mask register. For brevity of discussion, the detailed operation of one port content-addressable is presented since the second port has similar behavior. The common drain out of the XOR logic is directed to the gate of discharge pass-gate transistors, which is connected with the match line through a gated clock pass-gate transistor. During the low
Phase of the clock, the match line is pre-charged to the power supply voltage. Consequently, during the high phase of the clock, the match line is either discharged to the ground or preserve the pre-charge value.

As a result, the cell contains two write ports, four read ports, and two content-addressable ports with twenty-one transistors count. The cell used similar geometry sizes (L/W) for the well-known 8T-Cell for write and read operations with similar layout features of combining three metals materials that detail some highlights on the cell layout structure and geometry sizes [34][35].

3. **Alias Table Circuit Architecture**

The study for the Register Renaming unit shows a machine with two simultaneous fetch instructions, where each instruction has three operands, describes the requirements for Alias Table design. The proposed Alias Table constitutes the memory array of size 32-row X 6 bit. Such that, the 32-row presents the logical indices, while the 6-bit presents the physical indices. Some machines present 7-bit instead of 6-bit per each row in order to allocate the last bit for availability [16][18]. However, in this context, the 6-bit is used for the brevity of discussion and ease of understanding. Each cell in the memory array is a hybrid SRAM-CAM of 21T-Cell describes in section II since the Alias Table would require four simultaneous reads, two simultaneous writes, and two simultaneous contents-addressable. An additional constraint is required to maintain all three operations within one cycle of the pipeline stage. Figure 2 demonstrates the topology block diagram of the overall Alias Table realizes four read decoders, two write decoders, a memory array of 21T-Cell, two mask registers, and input-output buffers with priority encoders.
As clearly illustrated in Figure 2, depicting the geometry sizes of the 21T-Cell, which is the height (H_{Cell}) and the width (W_{Cell}), the memory array can be estimated as the height of 32 x H_{Cell} and the width as 6 x W_{Cell}. The four read decoders’ drivers are aligned with the pitch size of the cell height (H_{Cell}), where the width of the read decoders (W_{RD}) can simply be estimated. Similarly, the two write decoders’ driver width (W_{WD}) is depicted.

On the other hand, each bit width of the mask register is aligned with the pitch cell width (W_{Cell}), while the mask bit height (H_{M}) is estimated. Similarly, each input/output buffer is aligned with the pitch cell width and the buffer height (H_{B}) is estimated. The read pre-decoders height (H_{PRD}) is aligned with the height of the input/output bus of the array (H_{M}+H_{B}), where the width of the read pre-decoder is aligned with the decoders width (W_{RD}) as clearly shown in Figure 2. Similarly, the write pre-decoder width is aligned with the write decoder width (W_{WD}), and the height of the write pre-decoder is aligned with the input/output bus of the array (H_{M}+H_{B}). As a result, the total layout geometry of the Alias Table circuitry can be estimated and measure, as well be depicted in simulation section V for the given technology parameters.

4. CIRCUIT AND TIMING ANALYSIS

The circuit detail of each operation is considered in the following subsections along with some highlights on the time delay model for each operation by considering only the critical path. Subsequently, the acronym “TD_{NAME}” is referred to the time delay, where the subscript “NAME” is referred to the circuit’s component involved in the critical path. Furthermore, the scalability of the approach is evaluated using the timing of all critical paths concerning a one-unit gate delay (GD), which provides an analysis that is independent of technology factors for direct comparison purposes [36]. In simulation section V, the 65 nm/1 V technology parameters and HSPICE simulator are used to cross-verify the derived critical path for each operation. The proposed design uses only basic CMOS logic gates structure with basic width/length sizes to provide design layout clarity and cost-effectiveness for continued technology scaling.

4.1. Read Circuit Architecture and Timing

The Alias Table shown in Figure 3 presents the read portion circuit architecture. Each cell in the memory array has four read ports that can be accessed in parallel by the four read decoders due to a separate pass-gate transistor on each port. Therefore, all the cells within a column share the same four read ports lines; thus, each column has a bus of four output lines. Each output line has an output buffer that has a pre-charge PMOS transistor, given a total of twenty-four output bus lines. During the low phase of a clock, all the twenty-four output bus lines are pre-charged by PMOS transistors to a supply voltage, which is known as a pre-charge phase. Inversely, all the twenty-four output bus lines are disabled from pre-charging during the high phase of a clock, which is known as an evaluate-phase. During the evaluation phase, each read decoder enables a one-row port of the memory array, and thus, the four decoders enable four-row ports of the memory array. The four-row ports can be a particular row of the memory array or separate rows of the memory array since the read decoders along with the read ports are independent of each other.

Therefore, the read access time is started by the rising edge of the clock (CLK), such that, the total read access time for fetching the data from a particular row’s cells to output bus bits is estimated as follow:

\[ TD_{Racc} = TD_{Decoder} + TD_{Row} + TD_{Cell-line} + TD_{Buffer} \] (1)
That is, the TDDecoder is the decoder time delay since all four decoders are activated in parallel and each decoder has a separate 5-bit input address bus. Each read decoder has a simple structure of pre-decoders and simple inverter drivers, in which the pre-decoder has a simple prefix-tree of NAND-Gates where the last gate is gated with the clock. Thus, the decoder time delay is approximated into $T_{D\text{Decoder}} = 5 \text{ GDs}$ to consider the worst-case scenario; wherein the decoder delay is usually designed to be even less than 5 GDs for a similar memory size [34]. Furthermore, each read word line is driven by a simple inverter from the decoders' drivers' circuit, and each read wordline has a parasitic of six capacitive gates as clearly shown in Figure 3. Consequently, the read wordline time delay can be approximated into $T_{D\text{Row}} = 3 \text{ GDs}$ as a worst-case scenario.

Once the four read word lines are activated, the data is fetched into the output lines; and thus, the worst-case scenario is to propagate the data to the output lines passing through thirty-two rows, where each row has one parasitic capacitance of type depletion region of NMOS transistor as illustrated in Figure 3. Thus, each bit line of the output bus has a total of thirty-two type parasitic capacitances of the depletion of NMOS transistors. HSPICE simulations shows the depth can be approximated with $T_{D\text{Cell-line}} = 8 \text{ GDs}$ as a worst-case scenario. The bit line output buffer constitutes a simple inverter with a simple pre-charge PMOS transistor, or more often a simple latch to hold the data for a complete clock cycle for other interfacing components. Subsequently, the latch access time is only $T_{D\text{Buffer}} = 1 \text{ GD}$. As a result, the total read access time estimated by Eq. (1) is:

\[ T_{D\text{Racc}} = 5 \text{ GDs} + 3 \text{ GDs} + 8 \text{ GDs} + 1 \text{ GDs} = 17 \text{ GDs}. \]

### 4.2. Write Circuit Architecture and Timing

The write circuit shown in Figure 4 exploits the Alias Table for the write operation. The detailed of the write portion of the cell in the memory array is addressed, which contains two parallel
write ports that are activated by two separate write decoders. Therefore, each column has two input data bit lines, giving a total input data bus of twelve-bit lines. A priority encoder depicted in Figure 5 streamlines the input data at each column to prevent different data written to the same cell; however,

![Diagram of the proposed two parallel ports write circuitry with critical path](image)

**Figure 4.** The proposed two parallel ports write circuitry with critical path

the priority encoder permits different data written in different cells. Thus, a total of six priority encoders exploits the input data buffer to leverage the advantages of two write operations to two different rows simultaneously and prevent the contention of different data to the same row.

The write operation begins during the low phase of the clock, where the access time can simply be derived by the total number of GDs as follow:

\[
TD_{W_{\text{acc}}} = TD_{\text{Decoder}} + TD_{\text{Row}} + TD_{\text{Cell}}
\]  

(2)

That is, the \(TD_{\text{Decoder}}\) is the decoder delay time, which is similar to the read decoder structure. Thus, the write decoder delay time is \(TD_{\text{Decoder}} = 5 \text{ GDs}\) as a worst-case scenario. Furthermore, each writes word line is associated with parasitic capacitances of type capacitive NMOS gates of count twelve since there are six columns of the memory array as clearly shown in Figure 4. Consequently, the write word line time delay can be approximated into \(TD_{\text{Row}} = 6 \text{ GDs}\) as a worst-case scenario. Moreover, each bit of input data is propagated through the column of data bit lines waiting for the particular rows to be enabled by the write decoder, where the propagation time occurs in parallel with the decoder time. Therefore, the write delay cell time is only the count time to flip the cells of the row, which is approximated as \(TD_{\text{Cell}} = 1 \text{ GD}\). As a result, the write access time using Eq. (2) is:

\[
TD_{W_{\text{acc}}} = 5 \text{ GDs} + 6 \text{ GDs} + 1 \text{ GDs} = 12 \text{ GDs}
\]
4.3. Content-Addressable Circuit Architecture and Timing

The Alias Table in Figure 6 illustrates the content-addressable circuit operations, which constitutes the CAM portion of the cell in the memory array, the match lines, the two mask registers, and the Tri-state output buffers. Two match lines per row are supposed to be compared simultaneously with all bits of the mask registers; however, only one match line per row is presented for the brevity of discussion. Each match line on each row is pre-charged to a power supply by a PMOS transistor during the low phase of the clock. During the high phase of the clock, each bit of the mask register is broadcasted to all CAM cells in the associated column of the memory array by two mask lines. Subsequently, each CAM cell in the column examines the mask bit against its content, and thus, the CAM discharges or preserves the pre-charge voltage of the associated match line based on the comparison with the cell's content. If all CAM cells in the row hold the match line voltage; then, the mask register matches the content of that particular row cells. Thus, the match line of that particular row enables the associated memory array index through a Tri-state buffer as illustrated in Figure 6. This matched index propagates to the match-output port of the Alias Table.

The content-addressable of the Alias Table evaluates the match address index at the high phase of the clock, giving the access time as follow:

$$TD_{Cacc} = TD_{FF} + TD_{MB-line} + TD_{XOR} + TD_{Match-line} + TD_{Tri-state} + TD_{Buff-out}$$  \hspace{1cm} (3)

That is, the $TD_{FF}$ is the D-Type Flip-Flop access time of mask register, $TD_{XOR}$ is the cell’s pass-gate access time, $TD_{Tri-state}$ is the Tri-state buffer access time, and $TD_{Buff-out}$ is the output buffer access time, which all are more-less have the same access time delay $TD = 1$ GDs. The delay of the mask bit lines propagated through each column, and thus, passing through thirty-two cells of the parasitic type NMOS gate, in which two parasitic NMOS gate per cell since there are two match lines per cell. Consequently, each match bit lines heavily inherited with sixty-four parasitic gate capacitances. However, the mask bit lines are driven from the mask register, which has an output buffer on each of the mask bit line. Therefore, the estimated delay time for the mask bit line is $TD_{MB-line} = 8$ GDs. On the other hand, each match line has six parasitic capacitances of type depletion NMOS transistors, where the estimated delay is $TD_{Match-line} = 6$ GDs since the worst-case delay is to discharge the match line by only one cell through two in
series pass-gate NMOS transistors. As a result, the content-addressable access time delay is derived from Eq. (3) as:

\[ TD_{\text{Cacc}} = 1 \, G_D + 6 \, G_D + 1 \, G_Ds + 8 \, G_Ds + 1 \, G_Ds + 1 \, G_Ds = 18 \, GDs. \]

Figure 6: The proposed two parallel ports content-addressable circuitry with critical path. Second port circuitry is omitted for ease of understanding, as described.

5. HSPICE Simulations

The memory Alias Table with the derived SRAM-CAM cell of 21 transistors is designed and tested of memory array size 32-row x 6-bit for two write ports, four read ports, and two content-addressable ports. Based on the proposed design architecture, the read, and the content-addressable occur during the high phase of the clock, while the write occurs during the low phase of the clock, given all three operations within a single clock cycle. All timing delay values, total power consumption, and total transistor counts are collected based on the cost-effective CMOS transistor level of 65-nm Taiwan Semiconductor Manufacturing Company (TSMC) technology with a 1 V power supply [37] using an HSPICE simulator [38]. Each standard GD estimates at 0.005 ns, but the delay model assumes GD = 0.02 ns as a precaution measure. Although all distributed fan-in and fan-out logic circuits are composed with a four-gate tree structure and minimum geometry (W/L) sizes.

The HSPICE simulations of memory Alias Table realizes two simultaneous write operations, four simultaneous read operations, and two simultaneous content-addressable operations, where all operations occur within a single cycle of the clock. Exhaustive simulations verify the corner cells of the memory array, which are the upper right-hand corner, the upper left-hand corner, the lower right-hand corner, and the lower left-hand corner. Besides, verifying setup and hold time
between signals and clock as well as the pre-charge time. The parasitic model for all signals’ wires is estimated based on three layers of metals and 65-nm TSMC technology. Further simulations detail can be found in [34][35]. However, for the brevity of discussion and ease of understanding, the worst-case time delay is shown for each operation as only one simulation. Wherein, the reader can easily follow and verify.

5.1. Read Simulations

The simulation in Figure 7 is conducted for the design read circuitry of the Alias Table, which realizes in the circuit diagram of Figure 3. Assume address "0" assigns to read decoders "A" and "B", while address "31" assigns to read decoders "C" and "B". Since there is only six output bus due to six column and every bus has four read ports, the release output ports from the memory array row "0" are- “OA0, OB0, OA1, OB1, OA2, OB2, OA3, OB3, OA4, OB4, OA5, OB5”; additionally, the release output ports from row "31" are-“OC0, OD0, OC1, OD1, OC2, OD2, OC3, OD3, OC4, OD4, OC5, OD5”. Figure 7 presents only the last read ports of corner cell row “0”, which is "OA5, OB5”, and row "31”, which is "OC5, OD5”, instead of showing the complete ports of rows "0" and "31". Subsequently, only the read ports "A and B” of Cell(0,5) and "C and D” of Cell(31,5) are presented for the last column of the memory array as a worst-case timing scenario.

Figure 7. HSPICE simulation for four parallel ports read operation. Two ports fetch from row “0” and two ports fetch from row “31”, where only last column is presented, as described.

The first row of Figure 7 gives the system clock running at 1 GHz, where the second row shows the data stored in Cell(0,5) and Cell(31,5), which are opposite to each other to give more simulation clarity to the reader. The third row shows the outputs “OA5, OB5” at about 0.33 ns
from the clock rising edge. These outputs present the fetch data value from Cell(0,5) using the decoders A, B that select row "0" (read world line "0" is not shown in the simulation). The fourth row shows the outputs “OC5, OD5” at about 0.3 ns, which present the fetch data value from Cell(31,5) since the decoders C, D were selecting row "31" (read world line "31" is not shown in the simulation). Notice, when the clock is asserted low the output bus shows a “0” value since all read lines hold the pre-charge voltage “VDD”, which were inverted at the read output buffer bus. The read output bus shows the data is fetched out at less than 0.35 ns that is very close to the derived read cycle time in Eq. (1), which is:

\[
\text{Read Access-Time} = 0.02 \text{ ns/GD} \times 17 \text{ GDs} = 0.34 \text{ ns.}
\]

As a result, the estimated delay model has more conservative results than the simulation model since the delay model scenario assumes more parasitic to further adhere to the safety margin delay. In either case, the read operation can safely operate at the half cycle of 1 GHz since the other half cycle holds the write cycle in parallel with pre-charge time.

5.2. Write Simulations

The write simulation in Figure 8 is conducted for the design write circuitry of the Alias Table, which realizes in Figure 4. Assume address "0" assigns to write decoder "A" and address "31" assigns to write decoder "B". Thus, the write world line "0" of port "A" (WLA0) and the write world line "31" of port "B" (WLB31) are enabled. The data input ports of the memory array are- "DA0, DB0, DA1, DB1, DA2, DB2, DA3, DB3, DA4, DB4, DA5, DB5", which propagate through all the columns of the memory array to store on rows "0" and "31". Such that, data of port "A" stored on row "0" cells, while data of port "B" stored on row "31" cells.
Figure 8 presents the write simulation of Cell(0,5) and Cell(31,5) of the last column of the memory array as a worst-case timing scenario. The first row of Figure 8 gives the system clock running at 1 GHz. The second row shows the write word lines of rows "0" and "31" (WLA0, WLB31), which are asserted at the falling edge of the clock and de-asserted at the rising edge of the clock consuming a delay of about 0.12 ns. The third row shows the data input ports “DA5, DB5”, which propagates through the last column of the memory array scanning for the active word lines WLA0 and WLB5. The last two signals (“Cell05” and “C315”) show the stored data of Cell05 using data port “A” and Cell315 using data port “B”. The write simulations show the data is stored at less than 0.18 ns, result in a close write access time to the derived write cycle time in Eq. (2), which is:

Write Access-Time = 0.02 ns/GD * 10 GDs = 0.2 ns.

Consequently, the write operation is active at the low half cycle of 1 GHz, while the read operation is active at the high half cycle of 1 GHz. The pre-charge mode for the read and the content-addressable is active during the low half cycle of 1 GHz.

5.3. Content-Addressable Simulations

Figure 8. HSPICE simulation for two parallel ports write operation. Two ports fetch from row “0” and two ports fetch from row “31”, where only last column is presented, as described.
Figure 9: HSPICE simulation for two parallel ports content-addressable operation. Two ports fetch from row “0” and two ports fetch from row “31”, where only the last column is presented, as described.

The simulation of the content-addressable operation in Figure 9 realizes the circuitry of the Alias Table shown in Figure 6, which shows only one port of content-addressable for ease of understanding and brevity of discussion since the other port has a similar operation. The content of the mask register is compared against all rows of the memory array simultaneously, where the row that has the matching contents activates its match line. Subsequently, the active match line permits its associated index address through the Tri-state buffer to propagate to the output port of the content-addressable. The simulation in Figure 9 presents the content-addressable operation, wherein the mask register A is assumed to match the content of row "0" during some time and row "31" during some other time. During the matches, the match line maintains the pre-charge VDD; and thus, enables the Tri-state buffers to release the particular match index value to the output bus of content-addressable. As a result, the output match index bus "CA[0:4]" releases indices "00000" during the match of contents' row "0", and releases indices "11111" during the match of contents' row "31".

The first row of Figure 9 gives the system clock running at 1 GHz, where the second row shows the cells contents Cell(0,5) and Cell(31,5) of only the last cells of rows "0" and row "31" (Column 5) for ease of visuality and brevity of discussion. The third row shows the mask register “A” content of the last bit (MA5). Consequently, the fourth row of simulation shows the match line "0" and "31" of port A (MLA0) and (MLA31), respectively. The MLA0 is high during the match of Cell(0,5) and the high phase of the clock; otherwise, the MLA0 is low during the high phase of clock. Similarly, the MLA31 is high during the match of Cell(31,5) and the high phase of the clock; otherwise, the MLA31 is low during the high phase of clock. Both match lines are high during the low phase of the clock since they are pre-charged during this phase; thus, all match line are high during the low phase of the clock.
The result shows the index is released at less than 0.35 ns, which is very close to the derived content-addressable access time in Eq. (3), that is:

Content-Addressable Access-Time = 0.02 ns/GD * 18 GDs = 0.36 ns.

As a result, the content-addressable operation can safely operate at the half cycle of 1 GHz during the high phase of the clock.

6. RESULTS AND COMPARISONS

The HSPICE simulations conducted in the previous section verifies that the proposed Alias Table exploits the read, write, and content-addressable operations in one cycle without any latency cycle. Such that, the four read ports and two content-addressable ports have occurred in parallel during the high phase of the clock, while the two write ports and pre-charge mechanisms have occurred during the low phase of the clock. Additionally, the simulations showed that the worst operation delay time is less than 20 GDs as a conservative delay measure. Thus, considering a technology factor of 65 nm, the clock cycle of the design can safely run at 1 GHz with a slew rate of 0.1 ns/1V.

Moreover, the Alias Table design has efficient power consumption saving factors. One of the essential factors, the design operates at a 1 V power supply and can further scale for continued CMOS technologies. Additionally, all components have constructed using CMOS transistors with a 65 nm channel length and widths ranging from 3 μm to 5 μm, except for the inverter drivers’ widths that are Wp = 10 μm and Wn = 7 μm. Another major contributing factor for low power design is the use of an SRAM-CAM memory array of 21T-Cell structure that is based on the 8T-Cell with a standard geometry size of 65 nm from Intel [25]. The 21T-Cell SRAM-CAM operates at 1V power supply with no sense amplifier obviating a biasing current, which considers a major source of continuous drawn power. Besides, the 21T-Cell provides separate ports for each operation, avoiding a charge contention that minimizes the current density path from power supply to ground, and provides a rail-to-rail noise margin.

TABLE 2 summarizes the comparison of the characteristics between several state-of-the-art Memory Alias Table structures. Key factors such as power consumption, operating speed, performance with latency cycle, operation ports, and cell structure have been discussed and presented. This comparison evaluates the design's factors independent of the underlying technology factor since it is challenging to find comparable designs with the same technical

<table>
<thead>
<tr>
<th>Design Structure</th>
<th>Memory Cell Structure/ ISA</th>
<th>Read Ports</th>
<th>Write Ports</th>
<th>Content-Addressable</th>
<th>Characteristics Pros/Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipeline Design to reduce power and offset low speed</td>
<td>6T-Cell with sensing Amp/ 4-WAY</td>
<td>12-Ports</td>
<td>4-Ports</td>
<td>1-Port Outside memory array</td>
<td>Moderate speed, large power, two latencies, overhead area of pipeline structure to offset low speed</td>
</tr>
<tr>
<td>Design new memory cell, where each cell contains priority</td>
<td>7T-Cell with Pre-charge/ 4-WAY</td>
<td>8-Ports</td>
<td>4-Ports</td>
<td>1-Port Outside memory array</td>
<td>Low Speed, low power, one latency, expensive cell with very large area and slow</td>
</tr>
</tbody>
</table>
Parameters and specifics. However, the comparison still provides insights about relative power consumption, speed, scalability, and design latency throughput. Noticeably, some of the counterpart designs realize content-addressable operation outside the memory array by having a prefix-tree structure of comparators and priority encoders, which worsen the critical path delay and area overhead. In general, designs inherit several latency cycles to compensate for high-frequency operations, and thus, maintain performance from degradation.

The design in [7] is based on the 6T-Cell structure with 4-ports and 12-ports for write and read operations, respectively. Subsequently, the cell has a narrow noise margin between writes and reads, requiring a high-sensitive sense amplifier, which usually draws large biasing currents to leverage the operation speed. Additionally, the design uses an internal pipeline structure in order to remedy the slow clock-cycle for the cost of extra latency cycles. The design further disadvantage harvests large power consumption, and not suitable for continued CMOS scaling technology that requires 1 V or less for the power supply voltage.

The design in [14] operates at the power supply 1 V; however, it is 3X slower than the proposed design. The memory array structure is based on the 7T-Cell that is commonly known for efficient power consumption in the trade of low-speed operation. Each cell contains a comparator and a priority encoder to exploit content-addressable operation; results in a large area cost. The design still requires several latency cycles to offset the low-speed operations; which influence the overall throughput.

The design in [13] exploits a First-in First-out (FIFO) memory array that only reads or writes from the next location. Thus, the design suffers from the low utilization and fragmentation of the memory array. Additionally, the data dependencies of the write and the read operations are accomplished through several priority encoders with multiplexers outside the FIFO array. Furthermore, the content-addressable exploits a prefix-tree structure of comparators outside the FIFO array. The design requires four latency cycles to holds the three operations. Moreover, the FIFO array is based on the 6T-Cell that is known for its low efficiency on power consumption and technology scaling in comparison with the 8T-Cell.

7. Conclusion
In this work, the Memory Alias Table circuit design is proposed with size 32-row x 5-bit that exploits two write parallel ports, four read parallel ports, and two content-addressable parallel ports. The high phase of the clock holds the read and the content-addressable operations, while the low phase of the clock holds the write and the pre-charge operations. Therefore, the design operates on a single clock cycle and obviates any latency degradation. The cell of the memory array has an SRAM-CAM structure with 21 transistors. The SRAM portion of the cell carries all advantages of the 8T-Cell SRAM-based and constitutes four parallel read ports and two parallel write ports.

The CAM portion of the cell is based on XOR pass gate logic with a pre-charged match line, which shares with all cells in the same row. Every row has two match ports that receive data for comparison from two mask registers. The mask register broadcasts its content to all rows of the memory array. Concurrently, each row examines its cells’ content with the content of the mask register and affect its match line value. If the match line maintains its pre-charge value, then there is a match; and thus, the 5-bit index of that particular row is released. Therefore, content-addressable circuitry precludes a large tree of comparator logic structure. Additionally, the input buffer of the memory array has a priority encoder to alleviate write-after-write data dependencies.

In extensive HSPICE simulations, the results show that the clock cycle of 20 standard CMOS gate delays (i.e., independent of technology parameters) can compensate for the three operations without any latency cycles. As a result, the Memory Alias Table operates at clock cycle 1 GHz with a 1 V power supply based on 65 nm technology surpasses most of the current release designs by 3X-to-5X. Furthermore, the proposed design operates with a 1 V power supply and offers continued technology scaling as an attractive feature for low power design.
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E-TEACHING AND -LEARNING IN CRISIS SITUATIONS: THEIR EFFECT ON NEW DIRECTIONS OF THINKING IN HIGHER EDUCATION
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ABSTRACT

The COVID-19 year was a difficult and challenging year in all areas of life. The academic world as well was compelled, in a matter of days, to shift from face-to-face learning on campus to e-Learning from a distance, with no adequate preparation. Despite the difficulties generated by e-Learning and students’ many complaints, the Israeli Council for Higher Education and institutions of higher education are preparing for a new era, where online courses will constitute an integral part of studies. The purpose of the study was to examine the attitude of lecturers and students to the benefits and shortcomings of e-teaching with its various aspects from a systemic, multi-institutional perspective. The study included 2,015 students and 223 lecturers from different academic institutions: universities, academic colleges of education, academic colleges of engineering, and private colleges.

The research findings show that only one third of the lecturers expressed a preference for e-Learning. With regard to the types of preferred e-lessons: 69% would prefer to teach theoretical classes online, while 42% would prefer to teach exercise classes online. Only 14% would prefer to teach practical classes online, and only 19% would prefer to conduct workshops online. Lecturers were found to have more negative opinions of e-teaching than students: Two thirds of the lecturers (60%) are not happy that e-Learning reduces their interpersonal interaction with the students and among the lecturers. The proportion of lecturers who lament the lack of social interaction is higher than that of students who feel this lack (40%). About two thirds of lecturers noted the lack of social and emotional personal interaction with students and lecturers as one of the main shortcomings of e-Learning. Moreover, most of the lecturers do not perceive e-Learning as an advantage with regard to the quality of teaching and learning and only one third of the lecturers were of the opinion that e-teaching is on a higher standard than face-to-face teaching. Only one sixth of the lecturers were of the opinion that e-Learning is worthwhile for students with regard to their ability to handle the studies and the study material or to gain from the lessons. The study indicates the need for perceptual changes among the lecturers, such that they will reexamine the teaching and learning processes and adjust their role and fields of responsibility to the new opportunities provided by the technological tools and learning environment. The success of e-Learning requires suitable pedagogical educational approaches rather than copying teaching patterns from traditional frontal approaches to online teaching patterns. The research findings indicate the roles of the lecturer in the digital era, and particularly the role of the professionals responsible for teaching and learning in academic institutions, primarily with regard to the pedagogical aspects. The system of academic education has proven that beside the difficulties generated during the crisis, distance learning has many advantages such as the ability to study anytime and anywhere, efficient planning, and adapting the courses and study methods to the students. Nevertheless, the research findings prove that there is no alternative to personal contact, encounters between the teacher and students and among the students. E-learning constitutes a unique and powerful solution, but not an exclusive solution, and it is not necessarily appropriate for all disciplines and teaching and...
learning goals. It appears that combining e-Learning with “face to face” learning can enhance the learning experience, the successes, and students’ achievements. Advance preparation, as well as planning a new daily schedule on campus, might advance lecturers and students, in a gradual and structured way, to the challenging tasks of future teaching.
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1. INTRODUCTION

We are witnessing significant processes, the transformation of pedagogic paradigms, and new ways of combining technology in processes of pedagogic development and in teaching [1-3]. Researchers note that it is now not up to us, and different institutions and organizations, including institutions of higher education, have no option of disregarding technological processes and the possibilities offered by distance learning. In this paper, we shall review leading and relevant trends affecting many different global spheres (the labor market, the economy, politics, the environment) and we shall address their effect on the world of higher education [4].

There are two basic assumptions for thinking about changes in the world of higher education [5-6]:

1. Higher education does not operate in a vacuum. It is a sphere that is affected by the relevant circumstances. It is necessary to take into account such significant transformations even if they do not occur (at first) in higher education, rather in the surrounding spheres [7].

2. Academia is at present under criticism and strict inspection with regard to its status and contribution to the new world:

- **Economy of time** – How do students benefit from academic studies? Why is it worthwhile to invest time and money in higher education?

- **“Face-to-face” encounters are not the most important.** There are many tools and means that support learning.

- **Distance learning** – A trend that began decades ago but has accelerated (digital articles and textbooks, audio books, recorded lectures, interactive course websites). The option of academic studies without leaving home (including live lessons, asynchronous study material, and online exams) exists at present at all institutions in the world. Institutions are distinguished by the unique mix they generate within studies, between the synchronous and asynchronous components. We are required to change the paradigms not only with regard to encounters on Zoom but rather also with regard to the entire learning process, through developing asynchronous components, improving learning environments, ways of evaluation, and others.

- **Individually adapted teaching.** Differentiation and a response to each student according to his or her level of knowledge and unique learning style. In addition, the introduction of adaptive technologies to studies raises the added value of individual adjustment both when presenting information and in the pedagogical solutions offered: determining the ratio of frontal encounters and Zoom encounters (expanding
time and place), self-study and assignments on the course website, personal assignments, and others.

- Digital pedagogy that defines the goals of education and the image of students in the 21st century in order to adapt them to the dynamic and changing circumstances in which students operate [8].

**Soft skills** – In an era when knowledge is up to the students and accessible to all, teaching and developing learning skills and other important skills that will allow students to do better at work and in the real world in any field they engage in, is very important [9].

The jobs of the future are still unknown and therefore enhancing skills such as problem solving, creativity, teamwork, time management, networking, and so on, will ensure capabilities relevant for the future world in all areas [10].

**Experiential learning** – In response to the criticism aimed at academia for its separation from the “field” and the practical world and in the wish to generate meaningful, experiential, and memorable learning for students, there is a demand to integrate more experiential learning. Learning that confronts students with real problems from the field and invites dealing with them, learning that combines familiarization with the practical world of the discipline and forming meaningful experiences. The technological development of virtual reality and augmented reality systems helps form a tangible experience for the students, from home as well [11].

**Networked learning** – As part of the global perception of transitioning from hierarchies to a network, networked learning is based on the premise that knowledge cannot belong to a single person and that no significant learning is produced by transferring knowledge from a single element to a group. Knowledge must be produced in a group by all its members. In this context, the lecturer not only imparts knowledge but rather mediates it, facilitating group learning [12].

- **Artificial intelligence** – This significant technological trend that has been growing rapidly in recent years, is finally beginning to permeate the world of higher education as well. Systems for managing learning are using the assistance of algorithms that analyze the method of operation utilized by learners in the environment, the difficulties and preferences for various media, and provide learners with adjusted feedback according to this algorithm analysis.

**Teaching that encompasses data**: Feedback on effectiveness, support activities, the pattern of learning in the course, data on the lesson and on the students – are a basis for determining indicators and recommendations for support activities.

**The result**: Creating a dynamic of constant improvement.

**In the future**: Developing an algorithm and analysis of learning patterns to explore learning in the course and individually [13].

**The connection between academia and industry** – Much criticism has been voiced with regard to the separation between the academic world and the practical and industrial world outside, which students encounter when completing their studies. Institutions of higher education that form a stronger connection between academia and industry will give themselves a relative advantage and a justification for choosing them over the competitors. Such a connection can occur through contents adapted to market needs, links between places of employment, shadowing, boot camps, residency programs for courses and students, and help in placement towards the end of studies [14].
- **Alternative study models**– As part of the premise whereby it is necessary to emphasize the returns and the added value that students receive from academic studies, the understanding that different students have different needs and that academia must generate interesting and diverse alternatives for studies is forming. Not only full degrees, also nanodegrees, training programs, structured programs for certain occupations or professions, and mainly more specific contents that are better tailored to the practical world that follows academia.

- **Students’ physical, mental, and social well-being**– This trend raises the need to see the students from a more holistic and humane perspective. Distance teaching reinforces the emotional aspects involved in studies and every self-respecting institution must take into account the consideration of and response to these emotional aspects for the good of the studies. Blurring the boundaries between the home and workplace/place of studies, and the hardships added during the COVID-19 crisis, reinforce the conception of social-emotional learning and the need to grant students the security they need in order to be available for the study process.

- The current era urges people to remain on their toes – **life-long learners**. Learning occurs incessantly, as the changes and dynamic nature of life constantly encourage adjustment to the next thing. Many professions are disappearing and others emerging, requiring us all to leave out comfort zone and to learn at all times according to the needs and to our stage in life. No longer an initial degree and then working 40 years in the same place, rather changing needs, dynamic employment, and diverse studies adapted to the different stages in life.

**In summary – what is our added value as an institution and as lecturers?**

Institutions of higher education can no longer rest on their laurels and expect to continue existing and flourishing while disregarding their dynamic surroundings. Rethinking study contents, their relevance for the life of the students, new and varied methods of evaluation and learning, harnessing technology to recreate learning processes and adapt them to the learning methods and to learners’ emotional aspects, all these will ensure that higher education is a meaningful and relevant element in the current era as well.

**2. The Current Study**

**2.1. Purpose of the Study**

To explore the attitude of lecturers to the benefits and shortcomings of e-teaching from different aspects and in a systemic, multi-institutional perspective.

**2.2. Research Questions**

1) What are the benefits and shortcomings of e-teaching on the cognitive dimension (interest, order and organization, and clarity) as perceived by students and lecturers?

2) What are the benefits and shortcomings of e-teaching on the academic-emotional dimension, with a focus on interpersonal interaction and the availability of the lecturers to the students?

3) What are the main difficulties of students in general, with a focus on deficient resources in particular, with regard to e-Learning?

4) What are the personal preferences of students and lecturers with regard to e-teaching and -learning in general and by: type of lesson, approaches to distance learning and teaching, types of institutions of higher education, study departments, and types of lesson, and what factors affect this perception?
5) Are there differences between students and lecturers with regard to the benefits and shortcomings of e-Learning?

2.3. Research Population

The study included 223 lecturers teaching at various academic institutions: universities, academic colleges of education, academic colleges of engineering, and private colleges. Of these, 51% were men and 49% women. Sixty-two percent held the rank of lecturer rank, 20% the rank of teacher, and 18% the rank of professor. Sixty-five percent were teaching in faculties of social sciences and humanities and 35% in faculties of exact sciences. The study also included 2,015 students from different academic institutions: universities, academic colleges of education, academic colleges of engineering, and private colleges.

2.4. Research Tools and Data Analysis

A questionnaire that included statements related to the impact of e-Learning on the quality of learning and to the benefits and shortcomings of e-teaching and e-learning. The questionnaire was constructed based on the cognitive-emotional model of best teaching devised by Hativa [15]. According to this theory, a good teacher has a teaching capacity that is comprised of two dimensions:

1. The cognitive dimension: interest, order and organization, and clarity. Reliability: 0.79.
2. The academic-emotional dimension: interpersonal interaction and the availability of the lecturers for the students. Reliability: 0.73.

Two other areas explored in the study were based on the model devised by Cohen and Davidovitch (2020):

3. Worthwhileness and improving the student’s learning capacity in e-teaching. Reliability: 0.71.
4. Personal preference and perception of e-Learning by students and lecturers (by type of lesson, method of study, type of institution, department of studies, student convenience, and resources). Reliability: 0.84.

The factors affecting students' preference for e-teaching as perceived by students and lecturers were also examined.

The questionnaire developed included 43 items that referred to four main areas described. The respondents were asked to rank their answers on a scale of 1 to 5 (where 1 means not at all and 5 means very much). In addition, the questionnaire included questions on personal, family-employment, and academic/teaching background of the students and lecturers in the sample. The findings are presented below:

2.4.1. Student Characteristics: Personal, Family-Employment, and Academic Background

Of all the respondents, 46.8% were men and 53.2% women, where 87.7% were undergraduate students, 39.0% were not employed, 67.7% were single, and 31.1% married. In addition, 89.3% were Jewish, 8.4% with a high socioeconomic status, 68.0% a medium socioeconomic status, and 23.6% a low socioeconomic status. Almost all (90%) noted that they have the necessary resources and tools for e-Learning.
2.4.2. Lecturers’ Perception of E-Teaching

Only 31% of lecturers in academia prefer e-teaching. The research findings indicatethat the rate of lecturers who lament the lack of social interaction is even higher than that of students who feel the same way. Most of the lecturers do not perceive e-learning as an advantage with regard to the actual quality of teaching and learning.

2.4.3. Preference for E-Teaching by Type of Lesson

With regard to the preferred type of e-lessons:

- 69% of lecturers prefer to teach theoretical classes online.
- 42% prefer online exercise lessons.
- Only 14% prefer online practical lessons.
- Only 19% prefer to conduct workshops online.

**Namely, lecturers have negative views of e-teaching, even more than do students.**

Two thirds of the lecturers are not happy that e-Learning reduces their interaction with the students and with their peers. The rate of lecturers who miss the social interaction is even higher than the rate of students who hold this opinion. About two thirds of the lecturers noted the lack of personal, social, and emotional interaction with students and lecturers, as one of the main disadvantages of e-Learning.

Most of the lecturers do not perceive e-Learning as an advantage with regard to the actual quality of teaching and learning. Only about one fifth of the lecturers are of the opinion that e-teaching is on a higher standard than face-to-face teaching. Only one sixth of the lecturers are of the opinion that e-Learning is worthwhile for students with regard to their ability to cope with the learning and the study material or to benefit from the lesson.

3. SUMMARY OF THE FINDINGS

The research findings indicate that:

- **Students and lecturers do not show a high preference for e-Learning during the COVID-19 crisis:** Less than half the students and about one third of the lecturers expressed a preference for studying in this method.

- **Students and lecturers noted the lack of personal interaction with students and lecturers** as one of the main shortcomings of e-Learning/teaching conducted in their institution.

- One of the disadvantages of e-teaching/learning, which arose in the two populations, was the concern that students’ score average or the average of lecturer evaluations, would be affected following the transition to e-Learning.

- **Saving resources** (such as: petrol for traveling to the academic institution, hours of standing in traffic jams, hours of waiting between lessons at the institution) is one of the benefits of e-Learning as perceived by the students.

- Most of the students do not perceive e-Learning as providing them with an advantage with regards to the quality of learning. Notably, improving the ability to study online is the measure that most affects students’ preference for e-Learning, but only 39% of students are of the opinion that e-Learning indeed gives them such an advantage.
Among the population of lecturers, the perceived worthwhileness of e-teaching for the students and the degree of interest, order, organization, and clarity in teaching, are factors that have a considerable impact on the preference for e-teaching, however less than half the lecturers are of the opinion that e-teaching has these qualities. Notably, older lecturers show less preference for e-teaching than do younger lecturers. They may have more difficulty adapting to teaching in this method.

Both students and lecturers are of the opinion that e-Learning/teaching are not equally suitable for all types of lessons: Both populations are mostly of the opinion that a theoretical lesson can be learned via e-teaching, but few think that it is possible to take a workshop or practical lesson via e-Learning.

The students prefer e-Learning in the synchronous online lesson approach over asynchronous e-Learning via recorded lectures, and some are of the opinion that the best way of studying online is by a combination of these approaches.

- About one tenth of the students report that there is a problem that prevents them from studying online. The main difficulty noted by the students is the lack of technology that enables implementation of e-Learning (computer, microphone, camera, etc.). Other difficulties indicated by the students are the lack of proper study conditions and the difficulty to adjust to e-Learning. Most of the students (90%) noted that they have the necessary resources and tools for e-Learning.
- The students are of the opinion that use of technology is not done thoughtfully and does not affect the quality of teaching and learning processes. They claim that faculty members use it technically more than pedagogically.

4. **Discussion**

The study indicates the need for perceptual changes among the lecturers, such that they will reexamine the teaching and learning processes and adapt their role and fields of responsibility to the new opportunities afforded by the technological tools and learning environment. The success of e-Learning requires appropriate pedagogic educational approaches rather than copying teaching patterns from traditional frontal approaches to online teaching patterns. The research findings indicate the roles of the lecturer in the digital era, and particularly the role of the professionals responsible for teaching and learning in academic institutions, particularly in the pedagogical aspects.

The system of academic education has proven that beside the difficulties formed as a result of the crisis, distance learning has its advantages, such as the ability to study at any time and anywhere, efficient planning, adjusting the courses and manners of studying to the students. Nevertheless, the research findings prove that there is no replacement for personal contact and for the teacher-student encounter and encounters between the students. E-Learning is a unique and powerful but not an exclusive solution and it does not suit all disciplines and ways of teaching. The combination of e-Learning with “face-to-face” learning can enhance the learning experience, as well as students’ success and achievements. Advance preparation and planning a new schedule on campus might boost the progress of lecturers and students in a gradual and structured way, for challenging tasks of teaching in the future.

**From theory to practice:**

- A need for perceptual change among the lecturers, such that they will reexamine the teaching and learning processes and adapt their role and fields of responsibility to the new opportunities afforded by the technological tools and learning environment.
The success of e-Learning requires appropriate pedagogic educational approaches rather than copying teaching patterns from traditional frontal approaches to online teaching patterns.

The system of academic education has proven that beside the difficulties formed as a result of the crisis, distance learning has its advantages, such as the ability to study at any time and anywhere, efficient planning, adjusting the courses and manners of studying to the students.

The need for personal contact and for teacher-student encounters and encounters between the students. E-Learning is a unique and powerful but not an exclusive solution, and it is not necessarily appropriate for all disciplines and ways of learning and teaching. It appears that the combination of e-Learning with “face-to-face” learning can enhance the learning experience, as well as students’ success and achievements. Advance preparation and planning a new schedule on campus might boost the progress of lecturers and students in a gradual and structured way, for challenging tasks of teaching in the future.
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ABSTRACT

The application of Natural Language Processing (NLP) has achieved a high level of relevance in several areas. In the field of software engineering (SE), NLP applications are based on the classification of similar texts (e.g. software requirements), applied in tasks of estimating software effort, selection of human resources, etc. Classifying software requirements has been a complex task, considering the informality and complexity inherent in the texts produced during the software development process. The pre-trained embedding models are shown as a viable alternative when considering the low volume of textual data labeled in the area of software engineering, as well as the lack of quality of these data. Although there is much research around the application of word embedding in several areas, to date, there is no knowledge of studies that have explored its application in the creation of a specific model for the domain of the SE area. Thus, this article presents the proposal for a contextualized embedding model, called BERT_SE, which allows the recognition of specific and relevant terms in the context of SE. The assessment of BERT_SE was performed using the software requirements classification task, demonstrating that this model has an average improvement rate of 13% concerning the BERT_base model, made available by the authors of BERT. The code and pre-trained models are available at https://github.com/elianedb.
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1. INTRODUCTION

The software development process requires some indispensable activities in its planning phase, such as effort estimates for the project requirements, the selection of adequate human resources for development, the search for reusable resources, among others. Often, the information needed to search for such resources is in text format (e.g. use cases, user stories, bug reports). To obtain this information is a very complex task, considering the intrinsic informality in many software development processes regarding the textual artifacts that are produced in them. This difficulty occurs mainly because, in addition to not having a standard structure, these texts include a diversity of domain-specific information, such as source code, links, IP addresses, among others.

A very common aspect in these texts is the occurrence of different words, but they are used in the same context, in which case there is the need to consider them similar because, although the texts are different, their context is similar. In this case, a context can be defined as the text that precedes and/or follows a particular word, sentence, or text, and that contributes to its interpretation and meaning [1]. The context is directly related to the semantics of a word concerning the situation in which it is applied. Therefore, the need to recognize domain specific
terms and their meaning in each situation in which are applied is highlighted in SE, aiming to obtain the most accurate feedback possible in carrying out various tasks of area.

In this paper, the specific-domain terms are a set of common words in a particular area (e.g., medicine, software engineering), among them, there are strong semantic relations. Some studies have already been made to obtain similar words in SE area [2], similar to WordNet, which consists basically in a thesaurus, grouping words based on their meanings [3], which remain static until they are updated. An example of the need for context representation in SE would be for the distinction of ambiguous words, like in the sentence: "The implementation depends on the language". In this case, it is necessary to consider the target word (language) as its context, to infer that this is a programming language and not a speaking language.

Considering the nature of texts in SE, the application of text representation methods based on the characteristics of each word (e.g. bag-of-words) has several limitations. These limitations interfere in the generation of a learning model and are caused by: sparsity, high dimensionality, and as a result, overfitting. Furthermore, this characteristics type is not sufficient to discriminate against each requirement. It occurs because the software textual requirements require a deep analysis, in which, besides the individual characteristics of each word, semantic characteristics are obtained. It means to analyze the meaning of words contained in a requirement related to your context.

Actually, the word embedding models are a strong tendency in NLP. The first word embedding model that utilized artificial neural networks was published in 2013 [4] by Google researchers, and since then, this concept has been part of majority of research in NLP. The word embedding methods aim to mainly capture the semantic of a particular word in a specific context. This method allows the words to be represented in a dense way and with low dimensionality, facilitating applications of machine learning in which NLP is applied. The innovations in the train of word embedding models for a variety of purposes have begun in recent years with the emergence of Word2Vec [4] and GloVe [5], allowing models to learn from rather bulky corpus. So, the contextual representations by means of embedding models have been very useful in the identification of context-sensitive similarity [6], disambiguation of the word meaning [7], [8], induction of the word meaning [9], lexical substitution for the creation of an embedding generic model [10], sentence complementation [11], among others.

The methods to obtain embedding have been considered one of the greatest advanced, and prominent in the area of NLP in recent years. Different methods for the generation of embedding from texts have been developed [12], which is possible to classify them into [13]: context-less or static, and contextualized or dynamic. Contextual embedding has been considered a revolution in NLP. This approach produces different vector representations to the same word in a text, which varies according to its context and, therefore, they are able of capturing contextual semantics of ambiguous words [14], in addition to addressing polysemy issues. In this way, each occurrence of a word is mapped to a dense vector, considering specifically the surrounding context.

Some studies using embedding have been carried out specifically in the field of SE, such as the recommendation of specific-domain topics in Stack Overflow question tags [15], the recommendation of similar bugs [16], sentimental analysis in software engineering [17], ambiguity detection in requirements engineering [18], among others. None of them used contextualized embedding. Therefore, within this new paradigm, the Bidirectional Encoder Representations from Transformers (BERT) [19] have been one of the algorithms which presented the best results in NLP tasks, besides being open-source. With all these benefits, this model has been widely used in various NLP applications. Its use has occurred via pre-trained
models and is available by the authors [19]). These models were pre-trained in a large corpus of unlabeled texts and of general-purpose (e.g. Wikipedia).

The pre-training of language models proved to be highly effective in learning language universal representations from unlabeled data on a large scale [20]. Therefore, there is no need to train from scratch, due to fine-tuning techniques [21]. According to the authors, this technique consists in tuning a generic pre-trained model, using an unlabeled data corpus in the domain of a particular application. This process allows to economize many hours of training and spare the need of the specific rather bulky corpus. Although there are many researches around the application of word embedding in several areas, until where it is known, so far there is no effective contextualized pre-trained model for the SE area. Therefore, this study suggests the generation of a contextualized pre-trained embedding model, able to recognize specific, and relevant terms of the area. Thus, it becomes possible to identify the specific semantic of each parsed sentence. In addition, the existence of this model seeks to help in pattern recognition among these texts, allowing its effective application in several machine learning tasks in the area, which are based on textual data (e.g. bug classification, software effort estimation based on analogy, and others).

Thus, first, the fine-tuning of the generic BERT embedding model, made available by its authors, was performed. Next, this same pre-trained model went through the fine-tuning process, used for that, a specific corpus of SE domain. The result of the fine-tuning process was a contextualized pre-trained model for SE (BERT_SE). Hence, comparative tests were performed between both models: generic and adjusted. The implementation of the approach was divided into three main steps: (1) collection and pre-processing of the used corpus; (2) preparation of data for pre-training, and (3) application of the pre-training method. Then, the evaluation of the results obtained was carried out focusing on identifying if the similarities among sentences of the context of SE, are better expressed by a generic BERT embedding model or a BERT embedding model adjusted (BERT_SE). The preliminary results obtained are promising, motivating the continuity of the research on this topic.

The following content of this paper is organized as follows. Section 2 presents the background containing relevant aspects related to word embedding as well as related works that use embedding models in specific domains. Section 3 presents the construction approach, describing the necessary steps for its implementation and the evaluation metrics used. Section 4 presents the experimental results obtained, followed by the discussion of statistics and model performance. Section 5 presents the threats to validity, followed by the conclusion and future work (session 6).

2. Background

2.1. Pre-trained Embedding Models

The pre-training of the language model proved to be highly effective in learning universal representations of language from unlabeled data on a large scale [20]. Among the main benefits of pre-trained language models, is the fact that there is no need to train them from scratch. This characteristic, besides reducing considerably the need for computational cost, saving a lot of hours of training, become unnecessary a highly representative corpus. This is possible through fine-tuning techniques. The fine-tuning approach, also named transfer learning in some contexts, consists in introduce minor parameters of a specific task and train it in the following tasks, simply adjusting all the pre-trained parameters [19] in a generic rather bulky corpus.
Thus, pre-training has been widely applied in various NLP tasks, bringing many benefits and great advances, especially in tasks that have limited data for training [22], [21]. There are two main methods applied in the generation of pre-trained embedding: context-less and contextualized.

Word2Vec, as well as other similar models (e.g. Glove [5]) are considered algorithms for textual representations context-less. This means that these models present restrictions regarding the representation of the context of words in a text, impairing tasks at the sentence level or even fine-tuning at the word level. This is because these models are unidirectional, that is, they consider the context of a word only from left to right, with no mechanism that detects if a particular word has already occurred in the corpus before. Therefore, these models provide a single representation, using a dense vector, for each word in a text or set of texts.

In addition, according to its authors [4] these models are considered very shallow, as they represent each word in only one layer, and there is a limit on the amount of information they can capture. Finally, these models do not consider the polysemy of words, that is, the same word being used in different contexts can have different meanings (e.g. bank – monetary sense; bank - to sit), which is not treated by these models. Another characteristic that is not treated is the ambiguity of the words, that is, when two or more different words have the same meaning (e.g. create, implement, generate).

On the other hand, many advances have occurred in the area of NLP in recent years. Such advances are due, mainly, to deep learning techniques [23]. Among these advances is the possibility of obtaining contextualized embedding. This approach produces different vector representations for the same word in a text, which varies according to its context. Therefore, these techniques are capable of capturing contextual semantics of ambiguous words [14], as well as addressing polysemy issues. From this new paradigm, recent studies have turned to research that applies contextualized embedding models [24] [14], leaving aside the original paradigm, in which there was only one vector of embedding for each single word in one text/set of texts. Thus, each occurrence of a word is mapped to a dense vector, specifically considering the surrounding context.

This representation approach is easily applicable to many NLP tasks, where the inputs are usually sentences and therefore, the context information is available, such as textual software requirements. This new language representation paradigm originated from several ideas and initiatives that emerged in NLP in recent years, such as: coVe [25], ELMo [24], ULMFiT [21], CVT [26], Context2Vec [10], BERT [19] and Transformer OpenAI (GPT e GPT-2) [27]. The BERT contextualized pre-trained model [19], has presented results greatly improved in NLP tasks, and has therefore been widely used in several applications. Its application has occurred through pre-trained models and available by its authors (e.g. BERT_base e BERT large [19]).

2.2. BERT

The BERT is an innovative method, considered the state of the art in pre-trained language representation [19]. BERT models are considered contextualized or dynamic models, and have shown much-improved results in several NLP tasks [22], [24], [27], [21] as sentiment classification, calculation of semantic tasks of textual similarity and recognition of tasks of textual linking.

This model originated from various ideas and initiatives aimed at textual representation that have emerged in the area of NLP in recent years, such as: coVe [25], ELMo [24], ULMFiT [21], CVT [26], context2Vec [28], the OpenAI transformer (GPT and GPT-2) [27] and the Transformer
BERT is characterized as a dynamic method, mainly because it has an attention mechanism, also called Transformer [19], which allows analyzing the context of each word in a text individually, including checking if each word has been previously used in a text with the same context. This allows the method to learn contextual relationships between words (or subwords) in a text. BERT consists of several Transformer models [29] whose parameters are pre-trained on an unlabeled corpus like Wikipedia and BooksCorpus [30]. It can say that for a given input sentence, BERT “looks left and right several times” and outputs a dense vector representation for each word. For this reason, BERT is classified as a profoundly two-way model because it learns two representations of each word, one on the right and one on the left, and this learning to repeat n times. These representations are concatenated to obtain a final representation to use in future tasks.

The pre-processing model adopted by BERT accomplishes two main tasks: masked language modeling (MLM) and next sentence prediction (NSP). In the MLM task, the authors argue [19] that it is possible to predict a particular masked word from the context. For example, let’s say we have a phrase: “I love reading data science articles.” We want to train a contextualized language model. In this case, you need to replace “data” with “[MASK]”. It is a token to indicate that it is missing. We will then train the model so that it can predict ”date” as the missing token: “I love reading articles from [MASK] science”.

This technique aims to make the model learn the relationship between words, improving the level of learning, avoiding a possible “vicious cycle”, in which the prediction of a word to base on the word itself. Devlin et al. [19] used 15-20% of words as masked words.

The task of NSP is to learn the relationship between sentences. As with MLM, given two sentences (A and B), we want to know if B is the next sentence after A in the corpus or if it would be any sentence.

With this, BERT combines the pre-training tasks of both tasks (MLM and NSP), making it a task-independent model. For this, their authors provided pre-trained models in a generic corpus but allowing fine-tuning. It means that instead of taking days to pre-workout, it only takes a few hours. According to the authors of BERT [19], a new state of the art has been achieved in all NLP tasks they have attempted (e.g. Question Answering (QA) and Natural Language Inference (NLI)).

### 2.3. Work-related to the use of specific domains

In recent years, several initiatives making use of textual representations have been applied in several domains. But some areas require representations of words that consider particularities of a particular domain (e.g. health, technology, software engineering). The following will present some of the studies that involve the representation of textual data from specific domains.

A study by [31] addresses the task of extracting events from a representation model of a domain-specific dataset. Is described a set of participants (i.e. attributes or roles) whose values are text excerpts. The authors show that learning word representations from unlabeled domain-specific data and using them to represent event roles enable them to outperform previous state-of-the-art event, extraction models.

Another application occurred in biomedical text mining. In this area, there are many entities and syntactic parts that present rich domain information. In this way, [32], presented a model of word embedding specific to this domain.
Focusing on the ES area will be presented in the sequence some research that has explored aspects of specific domains. The approach of a recommendation system of similar libraries of software implementation (e.g. similar to JUnit) was proposed by [15]. This approach solves queries about these libraries by combining the word embedding technique and domain-specific knowledge extracted from millions of Stack Overflow tags. Still in this line, [2] proposed SEWordSim. It is a lexicon, that is, a dataset of similar words specific to the SE domain. The similarity characteristics between the words were extracted automatically from the questions and answers available in Stack Overflow.

Another study proposed by Celefato et al. [17] addresses the problem of applying feelings analysis to the discipline of software engineering. This classifier uses a set of semantic resources based on a domain-dependent lexicon. Ye et al. [33] explored word embedding to improve information retrieval in software engineering. Its ultimate goal is to eliminate the lexical gap between code fragments and natural language descriptions that can be found in tutorials, API documentation, and bug reports. They empirically demonstrate how exploring word embedding improves next-generation approaches to bug tracking.

Word embedding techniques were also applied to estimate the degree of ambiguity of words typical of the context of computer science (e.g. system, database, interface) when used in different application domains [18]. The results show that it is possible to identify variations of the meaning of the terms of computer science in the applied domains, providing an estimate of the distance between the considered domains. A new approach to recommending similar bugs was proposed [16]. The approach combines standard information retrieval techniques and word embedding techniques. Sugathadasa et al. [34] proposed new measures of semantic similarity aimed at specific domains. This measure was created by the synergetic union of word2vec and lexical-based semantic similarity methods.

There is a wide variety of studies that use embedding models, but our proposal differs from these approaches because, firstly, it aims to overcome the limitations imposed by bag-of-words models, especially concerning dimensionality and sparsity. Also, the differential of the proposed study is in its application. Because it offers the pre-training word embedding model and allows a multitasking representation of textual artifacts to perform tasks involving NLP in the SE domain. According to Chen et al. [15], multi-task learning requires that tasks be trained from scratch at a time, which makes it inefficient and often requires careful consideration of the task’s specific objective functions. Thus, one of the great advantages of this model is that there is no need to train a model from scratch, or even have a massive corpus representing words and their semantic relationships within that domain.

3. PRE-TRAINED MODEL FINE-TUNING PROCESS

The main objective of this article is to present BERT_SE, a pre-trained language representation model and adjusted for the SE domain. To do this, we first started BERT_SE with the standard weights of BERT_base [19], which was pre-trained in a general domain corpus (Wikipedia in English and Books Corpus).

As a generic model of BERT, the BERT_base uncased was applied, which was previously trained and became available by its authors [19] for free use in NLP tasks. Table 1 presents the specifications for this model.
Table 1. BERT pré-trained model used in the proposed approach.

<table>
<thead>
<tr>
<th>Pre-trained model</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT base</td>
<td>BERT base uncased: 12 layers for each token, 768 hidden layers, 12 heads of attention, 110 million parameters. The uncased specification means that the text was converted to lower case before tokenization based on WordPiece, in addition, removes any accent marks. This model was trained with English texts (Wikipedia) with lowercase letters.</td>
</tr>
</tbody>
</table>

The BERT_base model, as well as the other pre-trained BERT models, offers 3 components [19]:

- A TensorFlow checkpoint (bert_model.ckpt) that contains pre-trained weights (consisting of 3 files).
- A configuration file (bert_config.json) that specifies the model’s hyperparameters.

3.1. Datasets Used for the Fine-tuning

The BERT_base fine-tuning process is performed using a corpus of the SE domain, here called corp_SE. The composition of the corp_SE is shown in Table 2.

A Stack Overflow dataset was chosen because it is relatively restricted, contains a large number of posts and associated tags, and the data is easy to obtain. It is restricted because it refers to a specific domain (of software engineering), that the authors (users of the forum) can use, which is different from a less restricted domain (e.g. Twitter). The remaining corpus used is all derived from open-source software projects or from software development companies that have authorized their application in research in the area. These data were in a .csv file. After that, a basic pre-processing was carried out, with the objective of excluding special characters, HTML tags, and numbers. Thus, in order to maintain a standard, the same pre-processing applied to software requirements data, obtained from open source projects and used by Choetkiertikul et al. (2018), was performed. For the pre-processing, a method based on specific regular expressions was applied. Table 3 presents some examples of sentences that composed the corp_SE.

Therefore, the corp_SE is composed of 456,500 texts, in this paper called sentences. Each sentence has an average length of 61 words. The vocabulary generated by the corp_SE is composed of 1,179,501 words.

3.2. Performing of Fine-tuning

It stands out that the fine-tuning process consists of the use of a pre-trained embedding model from a generic dataset in an unsupervised way, which is adjusted, that is, retrained on a known dataset that is specific to the area of interest. In this case, the fine-tuning was performed on the generic model BERT_base, using corp_SE (according to Table 2). The fine-tuning process of the pre-trained BERT model consists of two main steps [19]:

1) Preparation of data for pre-training: initially, the input data is generated for pre-training. This is made by converting the input sentences into the format expected by the BERT model (using create_pretraining_data algorithm). As BERT can receive one or two sentences as input, the model expects an input format in which special tokens mark the beginning and end of each sentence, as shown in Table 4. In addition, the tokenization process needs to be performed. BERT provides its own tokenizer, which generates output as shown in Table 5.
Table 2. Dataset used in the composing of corp_SE.

<table>
<thead>
<tr>
<th>Data source</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence subset of Stack Overflow (<a href="http://www.stackoverflow.com">www.stackoverflow.com</a>)</td>
<td>A subset of Stackoverflow sentences taken from the Kaggle [36] repository, totaling 137,474 sentences after pre-processing. These sentences consist of posts made by users about doubts and problems related to the most diverse software development technologies.</td>
</tr>
<tr>
<td>Software requirements (user stories) obtained from open-source projects</td>
<td>Textual corpus of 319,026 requirements from 16 large open-source projects in 9 repositories (Apache, Appcelerator, DuraSpace, Atlassian, Moodle, Lsstcorp, Mulesoft, Spring, and Talendforge) [37] and from others 22 open-source datasets [38]. According to the authors that available the datasets, all were obtained online or from software companies with permission for dissemination.</td>
</tr>
</tbody>
</table>

Table 3. Example Sentences that Composed the corp_SE (before pre-processing).

<table>
<thead>
<tr>
<th>Text ID</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Create project references property pagehtml create property page for project which allows manipulation of embedded references. user can add or remove references from the filesystem or url (if possible).</td>
</tr>
<tr>
<td>2</td>
<td>android: permissions failure in android.calendar drillbit testlooks like the android.calendar test recently started failing due to missing permissions, log:code permission denial: opening provider com.android.providers.calendar.calendarprovider2 from processrecord(423b2048 20514:org.appcelerator.titanium.testharness 10082) (pid=20514, uid=10082) requires android.permission.read calendar or android.permission.write calendar code</td>
</tr>
<tr>
<td>3</td>
<td>ws security signature support for ws consumer: we should support ws security signature and verification capabilities in ws consumer.</td>
</tr>
</tbody>
</table>

2) Application of the pre-training method: the method used for pre-training by BERT (run pretraining) became available by its authors. The necessary hyperparameters were informed, the most important being:

- **max_seq_length**: defining the maximum size of the input texts (set at 100).
- **batch-size**: maximum lot size (set at 32, per use guidance of the pre-trained model BERT base).
- **epochs number**: the standard epochs number of model is 100. This number has even been varied to 500 and 1000 during the experiments.

Table 4. Example of formatting input texts for pre-training with BERT.

<table>
<thead>
<tr>
<th>Entry of two sentences</th>
<th>Entry of a sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>[CLS] The man went to the store. [SEP] He bought a gallon of milk. [SEP]</td>
<td>[CLS] The man went to the store. [SEP]</td>
</tr>
</tbody>
</table>

Table 5. Example application of tokenizer provided by BERT.

<table>
<thead>
<tr>
<th>Input sentence</th>
<th>Text after tokenizer</th>
</tr>
</thead>
</table>
| "Here is the sentence I want embedding for." | ["[CLS]", 'here', 'is', 'sentence', 'want', 'embedding', 'for", [SEP]

Justified that in transfer learning is not suggested change in the values of the hyperparameters, except for the epochs number of training. The max_seq_length was not varied, as it was observed
from the exploratory analysis of the data, that a value equal to 100 would correspond to most sentences in the dataset. For *batch-size* we chose to leave the default value of 32, considering the amount of memory available. The study by Devlin et al. (2019) however, demonstrates that changes in this hyperparameter usually do not lead to large differences in performance. For the generic BERT model, we opted for its version *Uncased L-12* base, here called BERT_base (Table 1). The fine-tuning process for the BERT model was performed as shown in the Figure 1.

![Figure 1. Pipeline of the fine-tuning process of the BERT_base model and generation of the textual representation for the corp_SE.](image)

The entire process, from data preparation to fine-tuning the BERT model, used the algorithms available in the repository https://github.com/google-research/bert, in which the authors [19] provides the full framework developed in the Python language.

After performing the fine-tuning, a new pre-trained model is available, as shown in Table 6, which will compose the experiments. It is noteworthy that the proposed model requires pre-training only for the embedding layer. This allows, for example, this pre-trained model is available for other software engineering tasks, or even for different effort estimation tasks. Thus, this pre-trained model may undergo successive adjustments, according to the need of the task to which it will be applied.

### 3.3. Performing of Fine-tuning

This step consists of analyzing the similarity between a source sentence and a target sentence. The use of the cosine similarity measure was defined considering that it is a predominant way of estimating the similarity of two documents based on word incorporation. Thus, the cosine similarity measure must be applied to the two centroids obtained from the embedding vectors associated with the words in each document [39].

That is, given a sentence set regarding SE, was observed the cosine distance of each sentence concerning the others.

The similarity among sentences is given by the cosine distance among mean embedding vectors that represent them. This is made as to the generic model (BERT_base), as the adjusted model (BERT_SE) obtained from the trained model. That is:

$$t_i = 1/n \sum_{i=1}^{n} p_i$$
where \( p = \{p_1, p_2, \ldots, p_n\} \) is a word of the sentence \( t = \{t_1, t_2, \ldots, t_n\} \) with \( n \) elements in a vector. So, the cosine similarity of two sentences is given by:

\[
\cos(t, t') = \frac{\mathbf{t} \cdot \mathbf{t'}}{\|\mathbf{t}\| \times \|\mathbf{t}'\|}
\]

Where both \( t \) and \( t' \) are the mean embedding of sentences.

The cosine distance returns a value between \([0; 1]\). Values closer to 1 indicate greater similarity among vectors. Specialists in the field evaluated, case by case, whether the sentence of origin had semantic similarity or not. For this, a sample of 30 professionals in the field, working in different companies in the field, was selected (e.g. analysts, developers, project managers).

**4. RESULTS AND DISCUSSIONS**

The results presented in this section illustrate that a general-purpose embedding model, even though it presents a larger vocabulary, does not necessarily adequately represent area specific terms, such as SE. The following experiments intended to demonstrate that results of textual classification tasks in the SE domain could be improved if the language model used for its representation is fined using a specific context dataset.

![Figure 2. CoS differences between BERT_base and BERT_SE, when the sample S5 (Table 7) is compared with the remaining test sentences.](image)

It's important to remember, that the cosine measure is a trigonometric function that provides a value equal to 1 if the understood angle is zero, that is, if both vectors point to the same place (identical objects). For any angle other than 0, the cosine value is less than one. If the vectors were orthogonal, the cosine would cancel out, and if they pointed in the opposite direction, its value would be -1. Thus, the value of this metric is between -1 and 1. Therefore, the closer the cosine value gets to 1, the greater is the similarity between two sentences.

The cosine values for BERT_SE are larger, and therefore, closer to 1 when compared to the same values for BERT_base. This indicates a greater cosine similarity between the sentences represented by BERT_SE. This fact can be verified in Table 7, where a BERT_SE improvement rate concerning a base of BERT can be verified.
Especially in software engineering, it is important to note the similarity of contexts among sentences. For example, in S4 (Table 6), both sentences deal with adding a new record (sales order and users). In this way, regardless of the existing content in a register, they are close to implementation operations. Similarly in S3, where both sentences refer to adding a button to a form. Therefore, the coS is expected to be high, since the source and target are from the same context. When presenting the results obtained in Table 6, and asked about the similarity between the sentences used in the evaluation of the model, the specialists approached indicated that there was similarity.

Table 6. Cosine similarity (coS) between sentences in the SE domain, obtained from BERT_base and BERT_SE.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Source sentence</th>
<th>Target sentence</th>
<th>coS BERT_base</th>
<th>coS BERT_SE</th>
<th>BERT_SE improvement rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Create user registration allowing to Include a photo and digital</td>
<td>Create a button that allows you to retrieve the last record deleted from the order</td>
<td>0.59</td>
<td>0.71</td>
<td>20.33</td>
</tr>
<tr>
<td>S2</td>
<td>Create a method that allows the user to customize sales reports</td>
<td>List all store products by category</td>
<td>0.71</td>
<td>0.84</td>
<td>15.4</td>
</tr>
<tr>
<td>S3</td>
<td>Include calculation button by product in the sales order</td>
<td>Create a button that allows you to retrieve the last record deleted from the order</td>
<td>0.65</td>
<td>0.80</td>
<td>18.75</td>
</tr>
<tr>
<td>S4</td>
<td>As a salesperson, I want to include sales orders</td>
<td>Create user registration allowing to include a photo and digital</td>
<td>0.58</td>
<td>0.70</td>
<td>20.7</td>
</tr>
<tr>
<td>S5</td>
<td>Add user authentication function for accessing the system</td>
<td>As an administrator, I need to have access to a sales report to find out how much I received in a given period</td>
<td>0.75</td>
<td>0.84</td>
<td>10.12</td>
</tr>
</tbody>
</table>

Figure 2 shows an experiment where the difference of coS similarities of both BERT_SE and BERT_base models is measured. If the difference is a positive value then BERT_SE has a high similarity value. If the difference has a negative value then BERT_base shows a better similarity representation. In this experiment, we measure the similarity of sentence S5 (see Table 6) against all other sentences. It is observed that all similarities increases when using BERT_SE model, except for the fourth sentence, where BERT_base and BERT_SE produced equal values.
Figure 3. Mean and standard deviation for CoS differences between BERT_base and BERT_SE, for all twenty test sentences.

An experiment similar to the previous one is shown in Figure 3. In this figure, the mean and standard deviation of the differences between the representation given by BERT_base and by BERT_SE (trained with 100 epochs), for each sentence is shown. It is observed that the average values of the differences are positive in all sentences, favoring the representation given by BERT_SE. The standard deviation, when compared to this gain, is low, which confirms this positive difference.

This result confirms that the BERT_SE increases the coS similarity if compared with BERT_base. In the next experiment, we investigate if more training time can reach even better results.

Figure 4 shows the average of the cosine distances for each sentence. First when using the BERT_base model and then when applying the adjusted model BERT_SE, trained with a different epochs number (100, 500, 1000). It is observed that the increase in the epochs number of training did not generate significant improvements in the results, but it was evident that the results are always better when applying BERT_SE.
Figure 5 shows the percentage of improvement obtained about the representation of sentences by the BERT_base model when compared with the cosine similarity values obtained when applying the BERT_SE model. It is observed that there was an improvement in all representations of sentences that used the BERT_SE model. The average improvement rate is 13% compared to the initial representation by BERT_base.

Figure 5. Rate of improvement obtained when representing each sentence with the BERT_SE model in relation to the representation as BERT_base.

5. THREATS TO VALIDITY

This paper proposes the BERT SE, a contextualized pre-trained model to the textual representation in the SE domain. The results of the proposed model were positive, by testing the efficiency in the identification of similar sentences in SE. The pre-trained embedding model BERT_base, which became available by its authors [19], was generated from a dataset extremely wide, containing texts from diverse areas (e.g. Wikipedia), which makes it rather generic. Therefore, it is important to consider the overall model, which is related directly to the availability and diversity of domain data.

To generate a pre-trained embedding model and adjusted it for a specific domain, such as BERT_SE, it is necessary to have a dataset containing only texts related to the SE area, which must be in the same language and pass through the same pre-processing. For the case of SE, this data must reflect the reality of software projects in different areas, different models of the development process, forms of representation of user requirements, technologies, among other attributes. Therefore, we believe that the samples may not be sufficient to represent all the textual variations that exist in SE.

So it is recommended to update BERT_SE whenever new textual data is obtained that is appropriate. Therefore, SE is an area in constant evolution, in which new technologies often appear, another reason to keep the model updated periodically.

The tests performed with the BERT_SE model were validated by a specialists sample in the field, made up of developers, analysts, and project managers. Thus, it is necessary to consider the subjectivity intrinsic to this evaluation, which was carried out according to the opinion and experience of each one of them, which can generate a bias in the results obtained.
6. CONCLUSIONS

The use of pre-trained models for specific domains has shown good results in their applications, such as SciBERT [40] - a pre-trained Language Model for Scientific Text, and BioBERT [41] - a pre-trained biomedical language representation model for biomedical text mining. Therefore, this article aims to explore a BERT_SE, a contextualized pre-trained language model based on BERT, which is destined for textual classification in the field of software engineering.

The BERT_SE was generated from fine-tuning of the BERT_base model [19], a pre-trained embedding model from the generic dataset in an unsupervised way. Thus, BERT_SE was retrained in an unlabeled and specific dataset for the SE area. In this case, fine-tuning was performed on the generic BERT_base model, using the corpus corp_SE. This fine-tuning process to generate BERT_SE, confirmed the statement by the authors of BERT [19] that fine-tuning takes only a few hours on a GPU and does not require a very large specific corpus.

Thus, when compared to the pre-training process, fine-tuning is relatively inexpensive. The results are verified in a sentence representation experiment over software requirements. In this experiment, we expect that a sentence needs be more similar to each other if it belongs to the same context. The results show that the BERT_SE model surpasses the generic model in all representation tests performed, which results in an average improvement rate of 13% about initial representation, given by BERT_base.

As the results of the article show, BERT_SE behaves very well in classifying sentences in the SE area, even considering their context. Thus, it would be possible to perform several NLP tasks in this area with greater precision (e.g. bug classification, software effort estimation based on analogy, and others). The work by Fávero et al. (2020) [42] – in review by the international journal of the area - presents an application scenario for the software effort estimation analogy-based using BERT_SE, where the fine-tuning was performed with a specific less bulky dataset, and the results were positive.

As future work, we intend to launch a version of BERT_SE similar to BERT_large [19]. Besides, increase the volume of the corp_SE and generate a model with its vocabulary, to better correspond to the training corpus, and compare it with the original BERT model. It is also intended to evaluate the model in other NLP tasks (e.g. Named Entity Recognition (NER), Question Answering (QA), etc.) and that may apply to software engineering.
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ABSTRACT

The inspiration for the creation of this app stemmed from the deeply rooted history of eating disorders in sports, particularly in sports that emphasize appearance and muscularity which often includes gymnastics, figure skating, dance, and diving [1]. All three sports require rapid rotation in the air which automatically results in the necessity of a more stringent weight requirement. Eating disorders can also be aggravated by sports who focus on individual performances rather than team-oriented like basketball or soccer [5]. According to research, up to thirteen percent of all athletes have, or are currently suffering from a form of eating disorder such as anorexia [2] and bulimia [3]. In the National Collegiate Athletic Association, it is estimated that up to sixteen percent of male athletes and forty-five percent of female athletes have been diagnosed with an eating disorder.

KEYWORDS

Data Mining, Mobile APP, Machine Learning

1. INTRODUCTION

This app is meant for athletes to properly track their training schedule, as well as creating a proper ratio between training, eating, and resting. It allows athletes to log their daily activity level, as well as selecting their food intake and sleep hours [4]. It is applicable for athletes in all sports, as it does not contain specific restrictions. Additionally, this app contains key features such as a help page, which links all the important prevention hotlines in both English and Spanish. In creating this app, the goal is to control the levels of eating disorders in sports. Athletes are easily brainwashed by abusive coaches, and are given a falsified image of their bodies [6]. While outside factors such as these are uncontrollable, the athlete’s own perception of themselves can be changed.

When first logging into the app, the sign-up screen appears first. New users have the ability to register themselves for the software, while returning users are able to log in using their email address and password. New users are asked to enter basic information about themselves, including their name and gender, which is stored in the profile page. Additionally, as an app aimed at decreasing the rates of eating disorders, athletes are asked for their current weight and height in order to determine any early signs of eating disorders.
This app aims at reducing the rates of eating disorders through its three main components. When the athlete initially logs in, they are automatically directed to a fresh log page, where they can track their activity level, food intake, food quality, sleep hours, and sleep quality. Each category serves a specific purpose. In regards to activity level, food intake and hours of sleep should remain in a healthy ratio with their activity level. For example, two hours of sleep is insufficient for someone who has a five-hour practice period with high intensity. By entering their data, athletes are automatically promoted to reflect on their healthiness. Food intake and food quality have a stark difference fundamentally. Food intake suggests the amount of food consumed, which food quality measures the overall healthiness of the consumed food [7]. To put this into proper perspective, 600 grams of kale drastically differs from 600 grams of French fries. In addition, some foods are denser than others. 600 grams of kale can easily occupy a large salad bowl and is more than enough for one person, while 600 grams of sweet potatoes may only be one or two boiled potatoes, which only serves as a snack for many athletes, as sugar and carbohydrates are effective body fuels [8].

Similarly, sleep hours and sleep quality are vastly different. A person may lightly sleep for nine hours, and therefore feels fatigued the following day. Other times, athletes may sleep for only six hours, but become extremely energetic. Not only does the amount of sleep needed depend on the sport, but it also depends on the athlete. If only sleep hours were implemented, it would not be enough to personally measure the healthiness level of athletes. This is to prevent athletes from being pressured to over-sleeping, as it can result in unexpected tiredness. Normally, scientific research tends to suggest eight hours of sleep for young adults, while many may only need six hours.

Once the athlete submits their data for the day, they are then directed to the ‘Dashboard’ page, which tracks all of their past data. Users are permitted to access their past information by clicking on the tile. Having the ability to view past history allows the athletes to understand whether their eating and sleeping habits have improved. The athletes who consistently rank themselves as poor in regards to sleep quality rating can be identified as those who need sleep improvements. Seeing this, athletes can thereby apply for necessary help, including sleep treatments. Similarly, athletes can track their eating routine in proportion to their training hours and sleep levels. Oftentimes, those who deprive themselves of food do not have enough body energy to fuel for an entire session of practice. This can result in nausea, headaches, weak bodies, and in severe cases, injuries or fainting [9]. A special feature on the dashboard page is the randomly generated inspirational quotes from prominent athletes. These include Simone Biles, Michael Phelps, and many others. The purpose of this is simply to encourage struggling athletes on their path to success.

The last component of the app is the ‘Help’ page. In this page, athletes have access to a number of resources including websites and phone numbers to different hotlines. The National Suicide Hotline is placed on top in both English and Spanish as it is the most urgent and important. In the case of an emergency, athletes or those around them can rapidly access a series of phone numbers.

In general, eating disorders are directly related to abusive coaching methods. Many coaches have a tendency to blame the losses of athletes on their weight. A prime example of this is the experience of track runner Mary Cain. At seventeen years of age, Cain was one of the fastest runners in the United States, and qualified for the 2013 World Championships team as the youngest American in history. In the same year, Cain was signed to Nike’s Oregon Project, the leading track and field program at the time, which was led by coach Alberto Salazar. As a coach who was only familiar with male athletes, Salazar became obsessed with Cain’s weight, and revolved the entire training schedule on reducing weight. As a result of her consistent malnutrition, Cain’s body began breaking down. Her bones had become fragile [15], which began...
to break easily, and she had also developed serious depression which resulted in actions of self-harm [10].

The abusive methods of coaching cannot be controlled by the opinions of the general public, as most of them are merely result-driven. Regulation should come from major organizations such as SafeSport. The goal of this app is to manage what can be controlled, which is the athlete’s perception of themselves. Through publishing this app, the hope is to see a reduction in the symptoms of eating disorders in users. This can be verified through changes made in the ‘log’ page. Improvements are justified through a change in behaviour, for example, consuming more healthy food and getting better sleep quality.

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we met during the experiment and designing the sample; Section 3 focuses on the details of our solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the relevant details about the experiment we did, following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this project.

2. CHALLENGES

In order to build the tracking system, a few challenges have been identified as follows.

2.1. Finding an Adequate Solution

One major challenge that occurred throughout the process was finding an adequate solution to the original problem that was posed. Eating disorders are extremely overlooked in sports, meaning that minimal research has been done, and almost no preventative measures have been taken, especially in performance-based sports. In fact, it is basically impossible to eliminate eating disorders through one app, as the environment an athlete is in is the most outcome-defining factor. The most an app can do is to limit the potential of further developing eating disorders.

2.2. Naming Each Label

Additionally, it was difficult to find a proper wording for every label in the app. It was necessary to ensure that the words being used are not triggering under any circumstances. Requesting the user of the app to enter their weight upon registering can already cause insecurities among those who struggle with their body-image. Therefore, the selection of words must be done carefully and precisely. Words such as “fat” or “overweight” must be completely abandoned. This is because those who struggle with eating disorders do not have an accurate perception of body-weight. Despite being possibly underweight, they may still believe the opposite, most likely due to the manipulative environment they practice in.

2.3. Asking Athlete to Fill Logs

In the end, it was determined that the most helpful method is asking their athlete to fill out daily logs that tracks their progress. This ensures that the app respects the user’s privacy and sensitivity while promoting a healthier diet culture. Athletes can view their own progress by reviewing their past entries. For example, improvements are shown if the user historically indicates that they do not eat enough, and after two weeks, they start to eat more.
3. Solution

Affly is a food health tracking app that helps users track the quality and quantity of their food and their sleeping quality. This is done by asking the user to input how much they eat and the quality of their food from a drop down based on how they feel. This subjective method of measuring and rating allows the user to reflect, think about and have an honest discussion with themselves about their habits. This method also avoids the difficulty of counting calories and tracking macro and micro nutrition [12]. Users are encouraged to add new data points daily and once the app has enough data it can show the users’ habits over time and give users insights.

Affly utilises Google’s Firebase tools to manage its users and their data. User creation is done within the Affly app itself only requiring an email for registration using Firebase’s Authentication services. User data is stored using Firebase’s Realtime Database. The information is stored using the users’ unique ID and stores daily data using timestamps as keys under the users’ unique ID [13].

Affly was created using the flutter framework to allow easy development for both iOS and Android [14].

Login: Allows the user to login.
Register: Allows the user to sign up and register.
Dashboard: Shows the user the latest insights of their health.
Log: Shows a list of log entries the user has entered. Pressing on a log entry lead to a detail page on the log entry.
Figure 3. Screenshot of the App (1)

Log Entry Detail Page: Shows detail about the log entry.
New Log Entry: This page allows the user to add a new entry.
Help: This page lists resource users can contact for support.
Profile: This page shows the user info such as their email and profile name.

4. EXPERIMENT

4.1 Experiment 1

To prove the app works effectively and efficiently in the outdoor sports area, we ask 100 high school students who like to do sports like camping, walking trails, climbing mountains, and other outdoor sports, the Table shows the scores given by different types of sports lovers and the charts shows the ratio and distribution. We tested with 4 different types of sports and the test group is from different areas of Los Angeles so the group amount is big enough and group Diversity is guaranteed.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Very Helpful</th>
<th>Helpful</th>
<th>Normal</th>
<th>Not help</th>
</tr>
</thead>
<tbody>
<tr>
<td>camping</td>
<td>25</td>
<td>20</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>walking trails</td>
<td>25</td>
<td>19</td>
<td>4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>climbing mountains</td>
<td>25</td>
<td>22</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>other outdoor sports</td>
<td>25</td>
<td>20</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 5. Result Matrix
Figure 6. Score by Camping lover ratio

Figure 7. Score by walking trails ratio
For the second survey, we find 50 people who are working on training muscles and divide them into two groups. One group uses the app and the other one never uses it. We calculate the changes in the body fat rate of both groups. The two groups are following the same workout schedule and plan so it turns out people who work with the app reduce their body fat rate much faster than people who work without the app. The group works with the app to reduce their body rate average by 0.8%, and the group working without the app reduces their body rate average by 0.3%.
Based on the above two experiments, we can prove that people who work with the app reduce the body fat rate much faster than people who work without the app. So we can consider the app to be effective and efficient.

5. RELATED WORK

A majority of last research done on eating disorders focuses on the treatments of eating disorders rather than the detection of earlier signs. This is because for a computer program, it is much easier to function through regulation. Most treatments will be similar for all users. On the other hand, early symptoms of eating disorders can vary, which makes it extra difficult to create an app that can accurately predict eating disorders.

6. CONCLUSIONS

The main component of this project is the construction of the application itself. To begin with, four parts of the app were proposed, including the “dashboard”, “log”, “help”, and “profile” pages. The “log” and “help” pages are the most functional and crucial. In contrast, “dashboard” and “profile” are used for display purposes. Users will likely spend the longest time on “log” as they need to consistently track their daily progress. The dashboard indicates past entries and progress the user has made. Under normal circumstances, the user should not be constantly accessing the “help” page, however, if necessary, the “help” page is a valuable resource that can be potentially life-saving. Tests have been performed to test the overall functionality of the app. The “sign-up” and “log-in” pages are able to effortlessly upload users' information to the database to ensure that their history on the app does not become erased. The “log” page is able to accurately record the user’s daily entries which are displayed in chronological order in the “dashboard”.

While the app functions effectively and efficiently, there is plenty of room left for improvement. In the future, this app seeks to include automatic notifications. After tracking and analyzing all of the user’s information, the app will automatically generate reports which will be returned to the user at their convenience. The user will have access to the app in the dashboard and will no longer be required to run their own analysis. This would be able to solve the app’s largest issue: practicability [11]. Users who are already struggling with eating disorders will not have the time and energy to read about their past eating history.
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ABSTRACT

In the information era, enormous amounts of data have become available on hand to decision makers. Big data refers to datasets that are not only big, but also high in variety and velocity, which makes them difficult to handle using traditional tools and techniques. Due to the rapid growth of such data, solutions need to be studied and provided in order to handle and extract value and knowledge from these datasets. Machine learning is a method of data analysis that automates analytical model building. It is a branch of artificial intelligence based on the idea that systems can learn from data, identify patterns and make decisions with minimal human intervention. Such minimal human intervention can be provided using big data analytics, which is the application of advanced analytics techniques on big data. This paper aims to analyse some of the different machine learning algorithms and methods which can be applied to big data analysis, as well as the opportunities provided by the application of big data analytics in various decision making domains.
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1. INTRODUCTION

Resurging interest in machine learning is due to the same factors that have made data mining and Bayesian analysis more popular than ever. Things like growing volumes and varieties of available data, computational processing that is cheaper and more powerful, and affordable data storage. All of these things mean it's possible to quickly and automatically produce models that can analyse bigger, more complex data and deliver faster, more accurate results – even on a very large scale. And by building precise models, an organization has a better chance of identifying profitable opportunities – or avoiding unknown risks [1].

Because of new computing technologies, machine learning today is not like machine learning of the past. It was born from pattern recognition and the theory that computers can learn without being programmed to perform specific tasks; researchers interested in artificial intelligence wanted to see if computers could learn from data. The iterative aspect of machine learning is important because as models are exposed to new data, they are able to independently adapt. They learn from previous computations to produce reliable, repeatable decisions and results. It’s a science that’s not new – but one that has gained fresh momentum. While many machine learning algorithms have been around for a long time, the ability to automatically apply complex mathematical calculations to big data, over and over, faster and faster – is a recent development [2]. This paper will look at some of the different machine learning algorithms and methods which can be applied to big data analysis, as well as the opportunities provided by the application of big data analytics in various decision making domains.
2. **HOW MACHINE LEARNING WORKS**

Machine learning is a branch of artificial intelligence (AI) and computer science which focuses on the use of data and algorithms to imitate the way that humans learn, gradually improving its accuracy [3].

Machine learning is an important component of the growing field of data science. Through the use of statistical methods, algorithms are trained to make classifications or predictions, uncovering key insights within data mining projects. These insights subsequently drive decision making within applications and businesses, ideally impacting key growth metrics [4]. As big data continues to expand and grow, the market demand for data scientists will increase, requiring them to assist in the identification of the most relevant business questions and subsequently the data to answer them.

### 2.1. Machine Learning Algorithms

Machine learning algorithms can be categorized into three main parts:

1. **A Decision Process**: In general, machine learning algorithms are used to make a prediction or classification. Based on some input data, which can be labelled or unlabelled, your algorithm will produce an estimate about a pattern in the data.

2. **An Error Function**: An error function serves to evaluate the prediction of the model. If there are known examples, an error function can make a comparison to assess the accuracy of the model.

3. **A Model Optimization Process**: If the model can fit better to the data points in the training set, then weights are adjusted to reduce the discrepancy between the known example and the model estimate. The algorithm will repeat this evaluate and optimize process, updating weights autonomously until a threshold of accuracy has been met.

### 2.2. Types of Machine Learning Methods

Machine learning classifiers fall into three primary categories [5]:

#### 2.2.1. Supervised machine learning

Supervised learning also known as supervised machine learning, is defined by its use of labelled datasets to train algorithms that classify data or predict outcomes accurately. As input data is fed into the model, it adjusts its weights until the model has been fitted appropriately. This occurs as part of the cross validation process to ensure that the model avoids overfitting or underfitting. Supervised learning helps organizations solve for a variety of real-world problems at scale, such as classifying spam in a separate folder from your inbox. Some methods used in supervised learning include neural networks, naïve bayes, linear regression, logistic regression, random forest, support vector machine (SVM), and more.

#### 2.2.2. Unsupervised machine learning

Unsupervised learning, also known as unsupervised machine learning, uses machine learning algorithms to analyse and cluster unlabelled datasets. These algorithms discover hidden patterns or data groupings without the need for human intervention. Its ability to discover similarities and differences in information make it the ideal solution for exploratory data analysis, cross-selling strategies, customer segmentation, image and pattern recognition. It’s also used to reduce the
number of features in a model through the process of dimensionality reduction; principal component analysis (PCA) and singular value decomposition (SVD) are two common approaches for this. Other algorithms used in unsupervised learning include neural networks, kmeans clustering, probabilistic clustering methods, and more [6].

2.2.3. Semi-supervised learning

Semi-supervised learning offers a happy medium between supervised and unsupervised learning. During training, it uses a smaller labelled data set to guide classification and feature extraction from a larger, unlabelled data set. Semi-supervised learning can solve the problem of having not enough labelled data (or not being able to afford to label enough data) to train a supervised learning algorithm.

2.3. Practical use of Machine Learning

Here are just a few examples of machine learning you might encounter every day [7]:

2.3.1. Speech Recognition

It is also known as automatic speech recognition (ASR), computer speech recognition, or speech-to-text, and it is a capability which uses natural language processing (NLP) to process human speech into a written format. Many mobile devices incorporate speech recognition into their systems to conduct voice search—e.g. Siri—or provide more accessibility around texting.

2.3.2. Customer Service

Online chatbots are replacing human agents along the customer journey. They answer frequently asked questions (FAQs) around topics, like shipping, or provide personalized advice, cross-selling products or suggesting sizes for users, changing the way we think about customer engagement across websites and social media platforms. Examples include messaging bots on e-commerce sites with virtual agents, messaging apps, such as Slack and Facebook Messenger, and tasks usually done by virtual assistants and voice assistants.

2.3.3. Computer Vision

This AI technology enables computers and systems to derive meaningful information from digital images, videos and other visual inputs, and based on those inputs, it can take action. This ability to provide recommendations distinguishes it from image recognition tasks. Powered by convolutional neural networks, computer vision has applications within photo tagging in social media, radiology imaging in healthcare, and self-driving cars within the automotive industry.

2.3.4. Recommendation Engines

Using past consumption behaviour data, AI algorithms can help to discover data trends that can be used to develop more effective cross-selling strategies. This is used to make relevant add-on recommendations to customers during the checkout process for online retailers.

2.3.5. Automated stock trading

Designed to optimize stock portfolios, AI-driven high-frequency trading platforms make thousands or even millions of trades per day without human intervention.
3. **WHAT IS BIG DATA AND WHAT ARE ITS BENEFITS**

Big data analytics has revolutionized the field of IT, enhancing and adding added advantage to organizations. It involves the use of analytics, new age tech like machine learning, mining, statistics and more. Big data can help organizations and teams to perform multiple operations on a single platform, store Tbs of data, pre-process it, analyse all the data, irrespective of the size and type, and visualize it too [8].

The Sources of Big Data:

**Black Box Data**

This is the data generated by airplanes, including jets and helicopters. Black box data includes flight crew voices, microphone recordings, and aircraft performance information.

**Social Media Data**

This is data developed by such social media sites as Twitter, Facebook, Instagram, Pinterest, and Google+.

**Stock Exchange Data**

This is data from stock exchanges about the share selling and buying decisions made by customers.

**Power Grid Data**

This is data from power grids. It holds information on particular nodes, such as usage information.

**Transport Data**

This includes possible capacity, vehicle model, availability, and distance covered by a vehicle.

**Search Engine Data**

This is one of the most significant sources of big data. Search engines have vast databases where they get their data.

The speed at which data is streamed, nowadays, is unprecedented, making it difficult to deal with it in a timely fashion. Smart metering, sensors, and RFID tags make it necessary to deal with data torrents in almost real-time. Most organizations are finding it difficult to react to data quickly. Not many years ago, having too much data was simply a storage issue [9]. However, with increased storage capacities and reduced storage costs are now focusing on how relevant data can create value.

There is a greater variety of data today than there was a few years ago. Data is broadly classified as structured data (relational data), semi-structured data (data in the form of XML sheets), and unstructured data (media logs and data in the form of PDF, Word, and Text files). Many companies have to grapple with governing, managing, and merging the different data varieties [10].
3.1. Advantages of Big Data

1. Today’s consumer is very demanding. All customer wants to be treated as an individual and to be thanked after buying a product. With big data, supplier will get actionable data that they can use to engage with their customers one-on-one in real-time [11]. One way big data allows supplier to do this is that they will be able to check a complaining customer’s profile in real-time and get info on the product(s) the customer is complaining about. Supplier will then be able to perform reputation management.

2. Big data allows supplier to re-develop the products/services they are selling. Information on what others think about their products, such as through unstructured social networking site text helps supplier in product development.

3. Big data allows supplier to test different variations of CAD (computer-aided design) images to determine how minor changes affect their process or product. This makes big data invaluable in the manufacturing process.

4. Predictive analysis will keep supplier ahead of their competitors. Big data can facilitate this by, as an example, scanning and analysing social media feeds and newspaper reports. Big data also helps supplier do health-tests on their customers, suppliers, and other stakeholders to help supplier reduce risks such as default.

5. Big data is helpful in keeping data safe. Big data tools help supplier map the data landscape of their company, which helps in the analysis of internal threats. As an example, supplier will know if their sensitive information has protection or not. A more specific example is that supplier will be able to flag the emailing or storage of 16 digit numbers (which could, potentially, be credit card numbers) [12].

6. Big data allows supplier to diversify their revenue streams. Analysing big data can give supplier trend-data that could help the supplier come up with a completely new revenue stream.

7. The supplier website needs to be dynamic if it is to compete favourably in the crowded online space. Analysis of big data helps supplier personalize the look/content and feel of their site to suit every visitor based on, for example, nationality and sex. An example of this is Amazon’s IBCF (item-based collaborative filtering) that drives its “People you may know” and “Frequently bought together” features [13].

8. If the supplier is running a factory, big data is important because the supplier will not have to replace pieces of technology based on the number of months or years they have been in use. This is costly and impractical since different parts wear at different rates. Big data allows supplier to spot failing devices and will predict when the supplier should replace them.

9. Big data is important in the healthcare industry, which is one of the last few industries still stuck with a generalized, conventional approach. Big data allows a cancer patient to get medication that is developed based on his/her genes.

3.2. Challenging of Big Data

1. One of the issues with big data is the exponential growth of raw data. The data centres and databases store huge amounts of data, which is still rapidly growing. With the exponential growth of data, organizations often find it difficult to rightly store this data [14].

2. The next challenge is choosing the right big data tool. There are various big data tools, however choosing the wrong one can result in wasted effort, time and money too.

3. Next challenge of big data is securing it. Often organizations are too busy understanding and analysing the data, that they leave the data security for a later stage, and unprotected data ultimately becomes the breeding ground for the hackers.
4. CONCLUSIONS

So this study was concerned by understanding the inter-relationship between machine learning and big data analysis, what frameworks and systems that worked, and how machine learning can impact the big data analytic process whether by introducing new innovations that foster advanced machine learning process and escalating power consumption, security issues and replacing human in workplaces. The advanced big data analytics and machine learning algorithms with various applications show promising results in artificial intelligence development and further evaluation and research using machine learning are in progress.
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ABSTRACT

The face expression is the first thing we pay attention to when we want to understand a person's state of mind. Thus, the ability to recognize facial expressions in an automatic way is a very interesting research field. In this paper, because the small size of available training datasets, we propose a novel data augmentation technique that improves the performances in the recognition task. We apply geometrical transformations and build from scratch GAN models able to generate new synthetic images for each emotion type. Thus, on the augmented datasets we fine-tune pretrained convolutional neural networks with different architectures. To measure the generalization ability of the models, we apply extra-database protocol approach, namely we train models on the augmented versions of training dataset and test them on two different databases. The combination of these techniques allows to reach average accuracy values of the order of 85% for the InceptionResNetV2 model.
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1. INTRODUCTION

The ability to build intelligent systems that accurately recognize the emotions felt by a person is an open challenge of Artificial Intelligence and undoubtedly represents one of the points of contact between the human and machine spheres. Since the face expression is the first thing we pay attention to when we want to understand a person’s state of mind, facial expression analysis represents the first step in researching and building a human emotion classifier. In the facial expression recognition (FER) task, it is believed that there are six basic universal expressions, namely fear, sad, angry, disgust, surprise and happy [1]. To these emotions is often added a neutral expression.

Thanks to recent advances in the field of Machine Learning and Deep Learning, many FER systems have been proposed in the literature over the years, obtaining in some cases high accuracy values [2] [3]. On the other hand, greater levels of precision can be achieved taking into account the following issues:

1) it is observed a significant overlap between basic emotion classes [1] and differences in cultural manifestation of a given emotion [4];
2) the public image-labeled databases widely used to train and test FER systems may not be large enough;
3) the available datasets differ in the quality of pictures and how people express a given emotion. Some of databases are composed of images taken ‘in the wild’, where the labeled
emotion is naturally manifested by the people while doing some action. This differs from other datasets where the pictures are taken when the people are posing with that particular expression.

4) the results strongly depend on the databases used for train and test the models. In the intra-database protocol, where train is carried out in one database and test in a subject independent set of the same database, the current methods achieve high accuracy, reaching around 95% [5] [6]. On the contrary, methods evaluated in the cross-database protocol, where train is carried out in one or more databases and the test in different databases, usually are obtained lower accuracy, ranging between 40% and 88% [5] [6] [7] [8].

An automated FER system can be seen as a supervised classification method comparing selected facial features from given image or video frame with faces within a database. It is a well established fact that computer vision tasks are optimally solved by convolutional neural network (CNN) and, it is usually necessary to have large databases in order to avoid overfitting [11][12][13]. Unfortunately, some public image-labeled databases used to train and test FER systems, such as Karolinska Directed Emotional Faces (KDEF)[14] and Extended Chon-Kanade (CK+)[15], are not sufficiently large. To overcome this problem were introduced data augmentation (DA) techniques. They are of two types: (i) geometric (e.g. rotation, translation and scaling) and color transformations that change the shape or the color of the starting images leaving unchanged their labels [16][7][8]; (ii) guided-augmentation methods (e.g. by generative adversarial network (GAN) [17]) that create new synthetic images with specific labels [18][8].

Another way to circumvent the obstacle of small train databases is making use of transfer learning and fine tuning. These are machine learning techniques enabling to use knowledge from previously learned tasks and apply them to newer, related ones [19][11].

Leveraging on the previous techniques of data augmentation and transfer learning, the recent work of Zavarez et al.[7] proposed a cross-database evaluation where a pre-trained VGG16 network is fine tuned on six databases, augmented by using geometrical transformations, and evaluated on a seven different database. Their test on CK+ database reaches an average accuracy of 88%. In a similar way, Porcu et al.[8], augmenting the train database KDEF with synthetics images by means of geometrical transformations and GAN techniques, reach an accuracy of 83% when a pre-trained VGG16 neural network is evaluated always in the CK+ test set.

The aim of this paper is to explore whether it is possible to further improve the accuracy and the ability to generalize on new data of automated FER systems. We will examine if the available data augmentation techniques allow us to enlarge the training datasets more than what has been done so far. Moreover, we will consider different CNN architectures in addition to the already used VGG16.

To address the issues related to the small size of KDEF database, we will make use of both DA techniques exposed above. We will apply geometric and color transformations in an offline mode storing the results as a new database. After that, we will build GAN models from scratch to generate novel synthetic images for every emotion. Moreover, in order to compare the results and enlarge the training dataset even further, we will make use of the synthetic images kindly made available by the group of Porcu et al.[8]. Our results will show that as the number of training data increases, will improve also the stability and performances of the models.

Inspired by the previous works [7] and [8], in this paper we will conduct both cross-database and intra-database protocol experiments. Once we have trained the models on the full KDEF dataset and its enlarged versions, we will evaluate them on the CK+ and JAFFE test set, showing a good ability to generalize on new data. Furthermore, we will apply a k-fold cross validation making
use of a general database obtained by the union of the KDEF dataset, its augmented versions, and the CK+ and JAFFE datasets.

Encouraged by the remarkable results obtained in the field of image recognition, in this paper we will make use of transfer learning techniques applied to other CNN architectures not used before. In addition to the VGG16, we will consider the VGG19, InceptionV3 and InceptionResNetV2 architectures already pre-trained on the ImageNet dataset. Then, simply by modifying the final layers of each model and fine tuning their values along the KDEF dataset and its augmented versions, we will be able to reach high accuracy values for the problem of face emotion recognition.

For example, we will show that the InceptionResNetV2 network applied to the CK+ dataset reaches a mean accuracy of 86.15% with a very close range variability. This is an index of excellent stability and generalization to new data.

The work is structured as follows. In section 2 we will describe the three datasets selected for the comparison (KDEF, CK+ and JAFFE) and as we pre-processed the images. In section 3, we will illustrate how we have increased the data by means of geometric transformations and GAN techniques and build the different train sets. In section 4, we describe how we have applied transfer learning and fine tuning techniques on pre-trained CNN. The section 5 describes the experimental setup and reports the results. We conduct our experiments by using Python 3.7.10, Tensorflow 2.4.1, and 12GB NVIDIA Tesla K80 GPU. Finally, in section 6, we present the conclusions and remarks.

2. DATA PREPARATION

2.1. Dataset

We conduct our analysis making use of three databases of images from subjects of different ethnicities, genders, and ages in a variety of environments: KDEF, CK+ and JAFFE databases. Their main properties are reported in the following:

1) KDEF: The Karolinska Directed Emotional Faces (KDEF) consists of 4900 pictures of 70 subjects (35 males and 35 females), each of which has been photographed twice in each of the seven facial expressions at five different angles (full left profile, half left profile, straight, half right profile, full right profile). For our experiments we consider only the straight images with a total of 980 pictures.

2) CK+: The Extended Cohn-Kanade (CK+) consists of 100 university students aged from 18 to 30 years. Each picture is a frame from videos where each subject was instructed to perform expressions that begin and end with the neutral expression. Once neglected the images belonging to the contempt expressions, which is not included in the list of considered emotions, we get a total of 902 pictures.

3) JAFFE: The JAFFE dataset consists of 213 images of different facial expressions from 10 different Japanese female subjects. Each subject was asked to do seven facial expressions (six basic facial expressions and neutral).

In order to train a supervised classifier in the cross-database protocol, we take the KDEF as starting point to build the final training databases. Namely, on the KDEF we will apply various data augmentation techniques to obtain four different enlarged training databases. Finally, the models will be tested on the CK+ and JAFFE.
2.2. Face detection and image standardization

To understand what kind of emotion a person is feeling, we look at his eyes, if he wrinkles his nose, the shape of mouth and so on. All of these features manifest on the face of the person we are looking at, thus we have to concentrate only on the face, neglecting other parts of the body and the background. Our first action is to reduce all the images just to the rectangle containing the face. We run this transformation using the DNN module of the OpenCV library [25], with a confidence of 0.5 for face recognition.

We also fix a standard dimension for the input images, now containing only the portion of the face. We adopt (224, 224, 3), where the first two dimensions represent the number of the row and column pixels, while the third dimension is the number of colour channels in the RGB sequence. At this level we leave the pixel intensity between 0 and 255. As better explained in Section (4.3), we will change the normalization of the input values depending on the classifier model.

3. DATA AUGMENTATION

The KDEF is a small train database to solve a complex task of computer vision thus, in order to increase the amount of training data, we perform a Data Augmentation step. In particular, to generate new data from existing ones, we follow two approaches:

1) Geometrical and colour transformations;
2) Generation of synthetic images from scratch using GAN

3.1. Geometrical and colour transformations

In the first approach, we build a set of artificial synthetic images by modifying some geometrical and color characteristics of the original images. Namely, we define the following set of operators acting on the geometry and colors of each image leaving unchanged the expression of the face:

1) Random rotation: a function that rotates each image by a random factor $\rho$, namely a float which denotes the upper limit, as a fraction of $2\pi$, for clockwise and counterclockwise rotations. In the experiments we set $\rho = 0.1$.
2) Random zoom: a function which randomly zoom each image by a random factor $\zeta$. In the experiments we set $\zeta = 0.1$.
3) Random flip: a function which randomly flip each image on the horizontal mode.
4) Random height: a function which randomly adjusts the height by a random factor $\theta$, namely a positive float representing lower and upper bound for resizing the image vertically. In the experiments we set $\theta = 0.2$.
5) Random width: a function which randomly adjusts the width by a random factor $\omega$, namely a positive float representing lower and upper bound for resizing the image horizontally. In the experiments we set $\omega = 0.2$.
6) Random contrast: a function which randomly adjust the contrast of an image between $[1 - \gamma, 1 + \gamma]$. In the experiments we set $\gamma = 0.2$.

We apply the above transformations five times to each original image, obtaining five synthetic images with the same target emotion. In this way, we obtain a new dataset, called KDEF_DA_OL (standing for Data Augmentation Offline) made of 4900 new images. Finally, merging KDEF_DA_OL with the starting KDEF dataset, we get the first training dataset made of 5880 images. We call this dataset KDEF_OL.
3.2. Synthetic data generation: GAN

Introduced in 2014 [17], Generative Adversarial Network (GAN) are able to learn how to reproduce synthetic data that looks real. For example, computers can learn how to create realistic images and pictures of peoples that do not exist in reality. Generally, GANs train two neural networks simultaneously: the generator attempts to produce a realistic image to fool the discriminator, which tries to distinguish whether this image is from the training set or the generated set.

The authors of [8] used the GAN framework implemented for the DeepFake autoencoder architecture of the FaceSwap project (https://github.com/deepfakes/faceSwap). Basically, the face images from the KDEF database are used as base to create novel synthetic images using the facial features of two images selected from the YouTube-Faces database [26]. The novel images differ between each other, in particular with respect to the eyes, nose and mouth, whose characteristics are taken from the two selected new images. The authors kindly shared their augmented database with 980 synthetic images that, for convenience, we call KDEF_GAN_PFA. Once standardized, we merge this set of images with the previous KDEF_OL dataset in order to obtain a larger dataset with 6860 images including the original KDEF and the augmented version with both offline and GAN techniques. We call this dataset KDEF_PFA.

In this work we apply GANs models for data augmentation in a different way than [8]. First, we group the pictures with the same expression of the KDEF database. To each group we add four images of famous actors with the same expression taken from the web. For example, the pictures in Figure 1 with a manifestly happy expression, once standardized, have been added to the 140 happy images of KDEF dataset. Thus, for each emotion we obtain a set of 144 pictures that will be used to train a couple of GANs generator and discriminator networks in order to generate new synthetic images sharing the same facial expression. We believe that this procedure introduces a certain variability into the train dataset, thus the produced synthetic faces will slightly differ from the parent faces in terms of pose, brightness and background.

We assemble the discriminator model as a typical image classifier. In agreement with the structure of deep convolutional GAN (DCGAN) [27], as represented in Figure 2 the discriminator is a network made of a first convolutional 2D layer followed by five convolutional layers with striding to downscale the image by a factor of two every step. The result goes through flatten layer, followed by a dense sigmoid layer which returns a single output probability to classify the input picture as real or fake. In each striding layer we use a LeakyReLU activation function and a number of filters starting from 32 and doubling at each layer.
As shown in Figure 3, the generator takes in input a noise vector from the latent dimension, chosen equal to 100, and generates an image. The network first upsamples the noise vector with a dense layer in order to have enough values to reshape into the first generator block. Each block consists of a transposed convolution 2D layer to upsample the image by a factor of two. We use 5 decoder blocks with LeakyReLU activation function and a final convolution 2D layer with hyperbolic tangent activation function to get a 3D tensor with the desired shape (224, 224, 3), which represents the final produced image.

We build the joined DCGAN by adding the discriminator on the top of the generator and train it applying the following steps. First, we send random noise to the generator, adding the output with real images to initially train only the discriminator. Then we freeze the discriminator and train the generator with the purpose to fooling the discriminator. We repeat this process iteratively for 2000 epochs using the Adam optimizer with a learning rate of 0.0002 and $\beta_1 = 0.5$ [28], and monitoring the quality of the generated images every 100 epochs. We start saving trained models starting with 1000-th epoch in order to use the most stable version depending on the quality of the produced images.

We repeat this procedure for each emotion. First, we train a DCGAN model, thus, using the most stable version, we generate 150 synthetic images. At the end we get with a total of 1050 fake images composing the dataset KDEF_GAN_Q. As before, we merge this dataset together the previous KDEF_OL in order to obtain another larger dataset with 6930 images including the
original one and the augmented version with both offline and a second GAN technique. We
called this dataset KDEF_Q.

![Generated Images](image)

Figure 4. Examples of generated images by DCGAN models showing different face emotions:
(a) happy, (b) surprised, (c) sad, (d) afraid, (e) angry, (f) disgusted

We add the following remarks. Since the activation function of the last layer of the generator
applies the hyperbolic tangent, we rescale the input images between -1 and 1 before training the
DCGAN model. Thus, we subsequently rescale once again the generated images between 0 and
255, in agreement with the adopted standardization. Furthermore, we note that another stable
configuration for generator model takes a batch normalization layer after the first two transposed
convolution layers and, at the same time, a global average pooling 2D layer instead of the flatten
one at the end of the discriminator model. In both cases the quality of the produced images is
quite sufficient. As shown in Figure 4, we get images of people whose features clearly express
typical facial emotions. Although the quality of the generated images it is not comparable with
the latest GAN techniques as [29][30], we test these images with an emotion classifier in order to
check if the predicted emotions coincide with those of the images. We refer the discussion of this
test to Section 5.3.

In addition to the three previous dataset we also consider their union, namely a dataset containing
the original KDEF, the augmented offline version, the augmented GAN version obtained by [8]
and our augmented GAN version. This dataset contains 7910 images and has been called
KDEF_PFA_Q. Summarizing, the datasets on which we will train and test the emotion classifiers
are listed in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Images</th>
<th>Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDEF_OL</td>
<td>5880</td>
<td>Train</td>
</tr>
<tr>
<td>KDEF_PFA</td>
<td>6860</td>
<td>Train</td>
</tr>
<tr>
<td>KDEF_Q</td>
<td>6930</td>
<td>Train</td>
</tr>
<tr>
<td>KDEF_PFA_Q</td>
<td>7910</td>
<td>Train</td>
</tr>
<tr>
<td>CK+</td>
<td>902</td>
<td>Test</td>
</tr>
<tr>
<td>JAFFE</td>
<td>213</td>
<td>Test</td>
</tr>
</tbody>
</table>
4. Models and Training Algorithm

In this work we fine tune pre-trained models applying the transfer learning technique. We consider four deep learning architectures, each of which has placed a milestone in the problem of image recognition, namely the VGG16, VGG19 [21], InceptionV3 [31][22] and InceptionResNetV2 [32][23]. The models where trained on the ImageNet ILSVRC-2012 dataset (http://image-net.org/challenges/LSVRC/2012/), which includes more than one million images distributed along one thousand different classes [11].

The idea behind transfer learning consists in reusing the knowledge learned in solving a given problem and transferring it to solve a different but similar one [19] [11]. We consider deep networks already trained in a very big dataset to solve a problem of image classification. We thus reuse this knowledge, namely the values of the weights of the networks, to solve the problem of emotions classification. Furthermore, it is known that each layer of a neural network learns how to identify the features that are necessary to perform the final classification. Usually, lower layers identify lower-order features such as colors and edges, and higher layers compose these lower-order features into higher order ones such as shapes or objects. Hence, the intermediate layer has the capability to extract important features from an image which are useful for making a different kind of classification. Thus, to specialize the networks to our task, we applied fine-tuning technique freezing the values of the weights of a first part of the layers, and training the second part on ours specific dataset.

![Figure 5. Architecture of neural networks used for transfer learning and fine tuning techniques. In the Base Model block, n represent the total number of layers, while k is the number of trainable layers during the fine tuning procedure.](image-url)

4.1. Architecture of the models

We build the models joining the components one after the other. As shown in Figure 5, the first block is the base model, namely one of the pretrained networks. Tensorflow allows to download the base architecture where the weights are already trained in the ImageNet dataset. Since we want to fine tune the models in different datasets respect to the ImageNet one and with a different number of target classes, we specified the clause include top=False when downloading the model in order to remove the last layers related to the ImageNet classification task. Thus, we applied a global average pooling 2D layer, then a fully connected layer with 256 neurons and, lastly, a softmax activation function with seven outputs, corresponding to the seven possible emotions.
4.2. Fine tuning procedure

We divide the training procedure in two steps. Looking at the Figure 5, first we freeze the values of the weights of all the $n$ layers of the base model, training for 10 epochs only the weights of the fully connected layer and the softmax function at the output. In this stage, the models are trained using the Adam optimizer with a learning rate equal to $10^{-3}$. Subsequently, we unlock the last $k$ layers of the base model, allowing to tune their weights on the training datasets for 65 epochs. In this stage, we always use the Adam optimizer but with a learning rate equal to $10^{-4}$ to not move too far from the optimal position.

As shown in Table 2, each base model has a different number of layers, thus a different number of parameters. To find the optimal value of tuned layers $k$ in the second step, we carry out some train and validation test on the training datasets. Thus, for each of model, we choose the value of $k$ maximizing the validation accuracy.

<table>
<thead>
<tr>
<th>Base model</th>
<th>Layers</th>
<th>Tuned Layers</th>
<th>Params</th>
<th>Trainable params</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>19</td>
<td>5</td>
<td>14714688</td>
<td>7079424</td>
</tr>
<tr>
<td>VGG19</td>
<td>22</td>
<td>9</td>
<td>20024384</td>
<td>14158848</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>311</td>
<td>140</td>
<td>21802784</td>
<td>16215936</td>
</tr>
<tr>
<td>InceptionResNetV2</td>
<td>780</td>
<td>371</td>
<td>54336736</td>
<td>40442464</td>
</tr>
</tbody>
</table>

4.3. Images normalization

The different base models were pre-trained on the ImageNet dataset using different normalizations for the input images. We must therefore adapt our datasets to these normalizations. Thus, for the InceptionV3 and InceptionResNetV2 models, we scale the pixel intensity between 0 and 1. Instead, for the VGG16 and VGG19 models, first we convert the input images from RGB to BGR, then we zero-center each color channel with respect to the ImageNet mean, namely $(103.939,116.779,123.68)$, without scaling.

5. EXPERIMENTAL SETUP AND RESULTS

We perform experiments following two strategies: a (i) cross-datasets approach, in which the model is trained and tested using different datasets, and (ii) intra-datasets approach, in which a global dataset is created by the union of the specific datasets and it is used for training and test.

5.1. Cross-datasets test

We implement the cross-datasets procedure by training the models on the datasets KDEF_OL, KDEF_PFA, KDEF_Q and KDEF_PFA_Q, then testing them on the CK+ and JAFFE datasets. To reduce the influence of random weights initialization, each architecture was trained and tested ten times. Thus, for each metric, we evaluate mean and standard deviation. The results for the accuracy values are summarized in Table 3.
The results vary significantly between the two test databases. The ability of the models to generalize on new images is quite high on the CK+, while it lowers considerably on the JAFFE. This fact shows the importance to test the models in at least two different databases to measure their generalization ability in the cross-database protocol. Furthermore, we observe that the generalization ability is also conditioned by the similarity between the test and train datasets. Actually, we cannot ignore that the JAFFE dataset is highly biased in term of gender and ethnicity, namely it comprises only Japanese female subjects.

The tests performed on the CK+ set show that the InceptionResNetV2 architecture not only achieves the highest accuracy on the KDEF_Q train set, with a mean value of 86.15% and a max peak of 90.35% between the ten runs, but it is also the most stable model because the smallest range of variation. On the other way, the InceptionV3 model fails to generalize. The results change slightly in the case of the JAFFE test set. In this case the InceptionV3 is the best model on each train datasets and reaches the maximum value for the accuracy when is trained on the dataset KDEF_PFA_Q.

Table 4. Comparison of the accuracy values between our InceptionResNetV2 model trained on the KDEF_Q database and other models tested on the CK+ database

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Dataset</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>Augmented KDEF</td>
<td>86.15</td>
</tr>
<tr>
<td>Porcu et al.[8]</td>
<td>Augmented KDEF</td>
<td>83.30</td>
</tr>
<tr>
<td>Zavarez et al. [7]</td>
<td>Six databases</td>
<td>88.58</td>
</tr>
<tr>
<td>Hasani et al.[33]</td>
<td>MMI + FERA</td>
<td>73.91</td>
</tr>
<tr>
<td>Lekdioui et al.[34]</td>
<td>KDEF</td>
<td>78.85</td>
</tr>
</tbody>
</table>
In Table 4 and Table 5, we compare the accuracy achieved by the proposed best architectures with those achieved by state of the art cross-database experiments conducted for FER systems and tested, respectively, on the CK+ and JAFFE database. In the case of the CK+ test set, our result is second only to the approach proposed by Zavarev et al.[7], that trained a VGG16 model in a dataset composed by six different database enlarged by using geometrical and colour transformation, therefore on a number of images higher than ours. On the other hand, we can see that our result slightly improves that obtained by Porcu et al.[8]. Actually, our approaches are quite similar. They differ in the way we applied the GAN techniques to increase the number of images of the KDEF dataset and, of course, the model architectures. Namely their analysis uses only a VGG16 model.

Finally, we present the values of the metrics precision and recall computed for the single emotion classes when considering the best combination of model architecture. In Table 6 we show the results obtained for the InceptionResNetV2 model trained on the KDEF Q dataset and tested on the CK+ for which we get a peak of accuracy of 90.35%. We remember that the precision for a given class measures the number of correctly predicted samples out of all predicted samples in that class. Instead, the recall for a given class measures the number of correctly predicted samples out of the number of actual samples belonging to that class. Thus, although the InceptionResnetV2 applied to CK+ is a good classifier, it has a high false positives rate on fear and sad faces because roughly half of samples predicted as fear or sad actually do not belong to these classes. At the same time, it struggles to recognize angry and fear faces because only the 38% and 48%, respectively, of angry and fear faces are correctly classified. As happened for the accuracy, the precision and recall values of the best model evaluated on the JAFFE dataset get drastically worse. This is because the training datasets differ greatly from the JAFFE one, which containing only Japanese female subjects. Thus, the results obtained in this case are not of great relevance and it is useless to show them.
5.2. Intra-datasets test

The last experiment that we conduct is made on the union of all the datasets consider so far, namely, referring to Section 2, the original KDEF dataset, its augmented versions KDEF_DA_OL, KDEF_GAN_PFA, KDEF_GAN_Q and, finally, the CK+ and JAFFE databases. In this dataset, made of 9025 images, we apply a k-fold cross validation with k equal to 5. Using the same training procedure and the same model architectures of the previous section, we get the results showed in Table (7) for the accuracy on the validation folds.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>85.00 ± 1.83</td>
</tr>
<tr>
<td>VGG19</td>
<td>97.61 ± 0.58</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>97.49 ± 1.83</td>
</tr>
<tr>
<td>InceptionResNetV2</td>
<td>97.99 ± 1.07</td>
</tr>
</tbody>
</table>

As we expected, the accuracy values obtained in the intra-database protocol are greater then those obtained in the extra-database protocol. Once again, the InceptionResNetV2 remains the model with the greatest accuracy with a mean of 97.99%. We also note that the VGG16 models is unable to reach the same accuracy values as the other models.

5.3. Quality test for GAN generated images

Table 8. Accuracy values for the best VGG19 and InceptionResnetV2 model trained on KDEF_DA_OL dataset and tested on each separated group of 150 generated fake images

<table>
<thead>
<tr>
<th>Emotion</th>
<th>VGG19 (%)</th>
<th>InceptionResnetV2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angry</td>
<td>91</td>
<td>100</td>
</tr>
<tr>
<td>Disgust</td>
<td>87</td>
<td>88</td>
</tr>
<tr>
<td>Fear</td>
<td>97</td>
<td>85</td>
</tr>
<tr>
<td>Happy</td>
<td>95</td>
<td>97</td>
</tr>
<tr>
<td>Neutral</td>
<td>83</td>
<td>98</td>
</tr>
<tr>
<td>Sad</td>
<td>96</td>
<td>99</td>
</tr>
<tr>
<td>Surprise</td>
<td>97</td>
<td>99</td>
</tr>
</tbody>
</table>

In Section 3.2 we generated 150 fake images for each emotion by means of GAN techniques. In order to test their quality, namely to check if each group of images is actually classified as belonging to that class, we use the best emotion classifiers that we found in Section 5.1. In particular, looking to Table 7, we consider the models VGG19 and InceptionResNetV2 with the highest accuracy and trained in the dataset KDEF_DA_OL because it does not contain the generated fake images that we want to test. The results are shown in Table 8. As learned in Section 5.1, the classifiers struggle to recognize sad faces, in fact only the 36% of them are correctly recognized by the InceptionResnetV2 model. In all other cases the generated fake images are correctly classified with accuracy values higher the 85%, thus their quality is quite good for artificially increasing the original KDEF dataset.

6. CONCLUSIONS

In this paper we extensively investigated various techniques in order to build efficient supervised systems able to recognize human face expressions. The main obstacle to solve this task is the
small size of the available training datasets. To get around this problem we made use of data augmentation techniques, such as geometrical transformations and training from scratch GAN models.

The experiments conducted in the cross-database protocol showed that the pretrained InceptionResNetV2 network, once fine tuned on an enlarged version of the KDEF database and tested on the CK+ test set, reaches a mean accuracy value of 86.15% with a close range of variation. Although the high values achieved for the accuracy, the model seem to suffer in recognizing emotions like fear and sad, for which we have obtained values of precision and recall under 70%. This problem is quite common to other FER systems and is probably related to the shape of faces that sometimes is very similar for these types of emotions.

The main obstacle to further increase the performances of the models and their ability to disentangle the recognition of face emotions remains the size and the composition of the training datasets. We showed that, even with few images for the training phase, GAN model can be built from scratch to obtain new synthetic images which are undoubtedly useful for obtaining the final performing FER systems. On the other hand, these synthetic images are of poor quality and all share the same appearance. In a future work, for the data augmentation step, we will apply transfer learning and fine tuning techniques to pretrained GAN models [36][37]. Thus, also with limited data, we will specialize GAN architectures to generate a large number of high quality images for each emotion type to be used, later, in the task of training an emotion recognizer.
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ABSTRACT

Alzheimer's disease (AD) is a degenerative brain ailment that affects millions worldwide. It is the most common form of dementia. Patients with an early diagnosis of Alzheimer's disease have a strong chance of preventing additional brain damage by halting nerve cell death. At the same time, it begins to progress several years before any symptoms appear. The variety of data is the biggest problem encountered during diagnosis. Neurological examination, brain imaging, and often asked questions from his connected closed relatives are the three forms of data that a neurologist or geriatrics employs to diagnose patients. One of the biggest questions which need answering is the choice of a convenient feature.

The main objective of this paper is to help neurologists or geriatrics diagnose patient conditions. It proposes a new hybrid model for features extracted from medical data. It discusses AD's early diagnosis and progression for all features considered in the diagnosis and their complex interactions. It proves to have the best accuracy when compared with the state-of-the-art algorithm. Also, it proves to be more accurate against some recent research ideas. It got 95% in all cases, considering this work focused more on increasing the number of instances in comparison.
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1. INTRODUCTION

Dementia is a general term used to describe symptoms that impact memory, the performance of daily activities, and communication abilities. Alzheimer's disease (AD) is the most common type of dementia. It gets worse with time and affects memory, language, and thought. As a result, it is a neurodegenerative disease described by progressive memory loss. It causes over 60% of dementia cases [1], [2]. Its patients usually have multiple symptoms. They range from a progressive loss of memory, language disorders, and disorientation. In general, there are several stages in AD. They are early, middle, and late (sometimes referred to as mild, moderate, and severe in a medical context) [3]. One of the main concerns facing specialists on the early detection of Mild Cognitive Impairment (MCI) is an intermediate stage between health and AD. It shows the potential of ongoing progression toward AD or other dementia. Although it does not
interfere with daily activities, it is abnormal given their age and education level. That is why it does not meet the criteria for AD.

Recent research shows that only 20–40% of individual cases will change to AD within three years; This is a lower rate of exchange reported in medical samples than in clinical cases [2]. However, AD's progression starts several years before any symptoms become visible and progressive [3]. Many drugs are in development, as there is no available treatment for AD [4], [5]. Researchers were able to diagnose Alzheimer's disease using modern diagnostic methods and biomarker tests. By combining biomarkers, it achieves varying levels of accuracy [4]. Unfortunately, the present research focuses on using MRI to classify illness states at their current stage rather than combining various features. As a result, these studies function as proof of concept without being tested in the real world [6], [7].

In the current age of artificial intelligence and machine learning technologies, predicting AD conversion is considered an important research area. The institutional use of machine learning techniques and the shift toward a personalized medicine concept, particularly in medical fields, represents a chance to improve therapeutic results. It makes personalized predictions with a high level of certainty based on the subject's specific data, which could help researchers and physicians make better and more effective judgments [8].

In this article, we propose a novel AD diagnosis method by combining multiple measures. Our measures include tests and MRI. For each measure, we extract all features that are shown as feature sets, respectively. Therefore, each one within ranked by accuracy in descending order. The top-ranked features of each feature set are applied to the multi-layer perceptron rule to obtain the best classification accuracy. After achieving the best accuracy, we can get the optimal feature subset. Afterward, to investigate the performance with chosen features. We propose a combined classifier to achieve AD classification. The rest of the paper is arranged as follows: Section 2 discusses the previous work related to our objective. The proposed model is illustrated in section 3. Section 4 shows the experiments made to achieve an objective. Finally, the discussion is shown in section 5.

2. LITERATURE REVIEW

Most studies on Alzheimer's disease (AD) have focused on using medical imaging as the only factor. Martín-Juan et al. [9] is a survey concentrating on longitudinal imaging data. It focused on papers that have published between 2007 and 2019. Hong et al. [10] introduce Long short-term memory (LSTM) to predict AD development. It carries out the future state prediction for the disease rather than the state of a current diagnosis. While Janghel develops and compares different methods to diagnose and predict AD using MRI scans only [11]. It implements one model, which is the convolution neural network (CNN). At the same time, it uses four different architectures of CNN. An embedded feature selection method based on the least-squares loss function and within-class scatter for selecting the optimal feature subset is proposed by Cai et al. [12]. The optimal subsets of features used for binary classification are based on a support vector machine (SVM). Also, deep learning technology was discussed by Bi et al. [13]. It focused on the problem of automatic prediction of AD based on MRI images. It applies two main steps: 1-implement the unsupervised CNN for feature extraction. 2-utilizes the unsupervised predictor to achieve the final diagnosis.

According to our knowledge, Grassi et al. [14] use a weighted rank average grouped by different supervised machine learning methods to predict three-year conversion. Only a limited set of diverse characteristics are used to make predictions. The employment of algorithmic decision-making tools is the critical benefit. Liu et al. [15] provide a new method for detecting AD
based on spectrogram characteristics collected from voice data. It can assist families in better understanding the progression of a patient's sickness at an early stage.

Guo et al. [16] forecast the conversion from MCI to AD efficiently. Researchers proposed a cerebral similarity network containing more progression information. The classifiers were trained and evaluated using leave-one-out cross-validation and support vector machine (SVM). With a high accuracy of 92.31%, the proposed methodology was shown to be effective.

The following studies serve as the foundation for our study. In ascending order, they are listed. The first, [17], explains how MRI data can improve the accuracy of diagnoses for the Mini-Mental State Examination (MMSE) and logical memory (LM) tests. It accesses model correctness via Multilayer Perceptron. The second, [14], shows how clinically translatable strategies for conversion can be predicted. It also detects high-risk people who are converted. It continues to work three years after the initial assessment. Then, Haaksma et al. [18] address the link between Alzheimer's disease and its predictors. It included some Alzheimer's disease cases that have had at least one examination following diagnosis. To determine whether there are latent classes of Mini-Mental State Examination (MMSE) and Clinical Dementia Rating sum of boxes (CDRsb) routes across time. It employs growth mixture models with parallel processes. To find baseline predictors of class membership, researchers utilized bias-corrected multinomial logistic regression. A multimodal data [19] classifier that employs a hybrid deep neural network classifier. It is based on a set of MRI pictures as well as EEG inputs. The goal is to improve the learning process by incorporating the weight component of DNN into CNN. Then it explains how the accuracy of hybrid classifiers is determined.

To find correlations between brain areas and genes, use the appropriate correlation analysis approach at the conclusion. [20] was proposed via a cluster evolutionary random forest (CERF). It adds the concept of clustering evolution to increase the random forest’s generalization performance. Farouk and Rady [21] in 2020 investigated the use of unsupervised clustering methods for the early identification of Alzheimer's disease. Though classification techniques are used to identify medical disorders, the lack or inaccuracy of labeled data might be an issue. This study compares the k-means and k-medoids using Voxel-Based Morphometry (VBM) characteristics taken from MRI scans.

3. METHODOLOGY

The feature selection technique is a knowledge discovery tool that helps grasp a problem by analyzing the most critical aspects. It seeks to improve classifiers by listing essential features, which also helps to reduce computational load. Due to the high correlation between features, many equally ideal signatures are commonly produced, making standard feature selection methods unstable and reducing the confidence in selected features [18], [22]. This section describes the two-tier feature selection. The feature ranking stage employs information entropy (IE) that uses a filtering approach. The stage aims at ranking subsets of features based on high information gain entropy in decreasing order. Therefore, this stage aims to extend additional features that contribute to the relationship between alerts with better discriminative ability than the initially ranked features. [23].

This paper describes a method (IE-MLP) for disease diagnosis and prediction based on feature selection utilizing optimality criteria. The information entropy Multilayer Perceptron (IE-MLP) [23], [24], [25] method uses optimality criterion for feature selection. Its major objective is to make the doctor's assessment easier. Figure 1 shows the block diagram; it has two basic steps:
1) Feature extraction divides the data into three types in this phase (neurological test, MRI, diagnosis at baseline – the following section describes more details about the data). The doctor uses all three types of data at diagnosis. That is the reason behind selecting these various data sets kinds.

2) Feature selection reduces the number of features in a computation that uses many resources without losing important information. It makes the computer's task easier and faster; the importance of these steps is that it saves time and costs to increase diagnosis speed. It accepts the ADNI dataset's characteristics as input. Then, the Perceptron Learning Rule is applied to the smaller sets to determine the decision rule. It has a significant impact on disease diagnosis and prediction. The dataset goes through a pre-processing stage to alter data; the pre-processed data feeds into the suggested model to extract relevant features. Perceptron rules are applied to the resultant feature vector to investigate the importance of various anatomical ROIs.

4. EXPERIMENTS

4.1. Dataset and Preprocessing

The Alzheimer's Disease Neuroimaging Initiative (ADNI) database was utilized to compile the data for this article (adni.loni.usc.edu). The ADNI began as a public-private partnership in 2003. The primary purpose of ADNI is to identify clinical, imaging, genetic, and biochemical indicators for Alzheimer's disease early identification and tracking (AD). It includes many cognitively normal, MCI, and AD patients recruited from over 50 different US and Canadian facilities, with six-month follow-up examinations. The proposed work uses ADNIMERGE (this subset is part of the official dataset released by ADNI). It includes Clinical and biomarker data from the Alzheimer's Disease Neuroimaging Initiative. It contains 90 attributes and 12612 instances. Although it has nine classes, we include only three in this paper (AD, MCI, and NL).

As previously stated, the ADNI collection contains a variety of data kinds. By setting the duration for test retakes, this effort intends to aid diagnosis utilizing other data. For these reasons, the categories of data used are as follows:
Neurological Examination: For specialized examination of the brain and mental health issues (neuropsychologist). Tests included assessing memory and cognitive abilities in the evaluation.

The patients’ initial tests and diagnoses serve as a baseline.

Image processing in the brain: Only two categories of technologies are available in the ADNI dataset (MRI used only)

### 4.2. Feature Selection

<table>
<thead>
<tr>
<th>Original Dataset</th>
<th>Attribute Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (19 attributes)</td>
<td>1</td>
</tr>
<tr>
<td>MRI (7 attributes)</td>
<td>1</td>
</tr>
<tr>
<td>Neurological (9 attributes)</td>
<td>7</td>
</tr>
</tbody>
</table>

As mentioned in the previous subsection, data contains 87 attributes and 2700 instances. After data pre-processing, it includes 45 attributes and 2700 instances. In the beginning, 45 attributes are a significant number to analyze. So, the feature extraction and selection model chooses more convenient features. At the same time, the chosen features need to be acceptable by medication standards.

The IE-MLP works as follows: 1) Information entropies arranges the data in ascending order depending on their values 2) Multilayer perceptron got the arranged data, and the suitable feature is selected. Table 1 shows the number of attributes before and after the proposed model. The difference between each model and accuracy is discussed in more detail in section 5.

### 4.3. Classification Technique

A neural network (NN) is a type of machine learning which models itself after the human brain; while the basic unit of the brain is a neuron, the essential building block of NN is a perceptron connected to an extensive network. It can perform deep learning. An ANN and error function helps calculate the gradient of a loss function for all the weights in the network. In this paper, a multi-layer perceptron (MLP) chose for the training model. The following are some of the reasons for choosing this model:

1. It is fast, simple, and easy to program
2. It is flexible as it does not require prior knowledge
3. It does not need any special mention of the features of the function to be learned.

The NN uses no hidden layer, and it contains seven input and three output units. With a Learning rate equal to 0.3. The activation function used is Approximate Sigmoid, and the loss function is squared error.

### 5. Discussion

A confusion matrix describes the performance of a classification model (or "classifier"). Equations 1-4 contains a set of rates lists that computes from a confusion matrix. Let's now define the most basic terms, which are whole numbers (not rates):
True positives (TP): These are cases in which we predicted yes (they have the disease), and they do have the disease.

True negatives (TN): We predicted no, and they do not have the disease.

False positives (FP): We predicted yes, but they do not have the disease.

False negatives (FN): We predicted no, but they do have the disease.

Table 2: Confusion Matrix for 800 attributes

<table>
<thead>
<tr>
<th>Measure</th>
<th>Value (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>95.8</td>
</tr>
<tr>
<td>Error Rate</td>
<td>4.5</td>
</tr>
<tr>
<td>Specificity</td>
<td>95.5</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>95.6</td>
</tr>
<tr>
<td>Roc-Curve</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 3: Varying data size vs. Time

<table>
<thead>
<tr>
<th>Data Size</th>
<th>Time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>2.28</td>
</tr>
<tr>
<td>700</td>
<td>2.04</td>
</tr>
<tr>
<td>600</td>
<td>1.71</td>
</tr>
<tr>
<td>500</td>
<td>1.43</td>
</tr>
</tbody>
</table>

The following criteria are the chosen ones from the confusion matrix. The reason behind selecting them is that they will have real meaning to our objective. According to equation 1, accuracy is one metric for evaluating classification models. It is the ratio of the number of correct predictions to the total number of input samples.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)
\]

\[
\text{Error Rate} = \frac{FP + FN}{TP + TN + FP + FN} \quad (2)
\]

Equation 2 illustrates the Error Rate, which is the number of all incorrect predictions divided by the total number of the dataset. The best error rate is 0.0, whereas the worst is 1.0. As the error rate increases, the model reliability decreases.

Specificity (SP) is the number of correct pessimistic predictions divided by the total number of negatives. It showed in equation 3. It is also called actual negative rate (TNR)

\[
\text{Specificity} = \frac{TN}{N} \quad (3)
\]

Precision discussed in equation 4; tries to answer what proportion of identifications was correct. Our model got 0.95. It means a high number of instances that were correctly classified.
ROC curves are a valuable tool for evaluating a diagnostic test’s performance over a wide range of possible values for a predictor variable. The area under a ROC curve is a measure of discrimination that researchers can use to compare the results of two or more diagnostic tests. A ROC curve shows the relationship between clinical sensitivity and specificity for every possible cut-off. The ROC curve is a graph with:

- The x-axis shows 1 – specificity
- The y-axis shows sensitivity

In order to view the difference based on varying data sizes, including data sizes from 500 to 800, the confusion matrix (equation 1:4) comparison with different feature types is taken in Table 2. The results show that our algorithm achieves the best performance with a chosen feature. Table 3 and figure 2 show that our model is stable in most of the features.
ROC curves depict the relationship/trade-off between clinical sensitivity and specificity for each conceivable cut-off for a test or a set of tests in a graphical format. Furthermore, the area under the ROC curve provides insight into the value of using the test(s) in question. Figure 3, 4,5 shows the ROC area for three classes (Dementia, MCI, NL). The proposed model got a 0.99 average value for 800 class attributes. To indicate better performance by curves that are closer to the top-left corner [26]. It means that the model has a good measure of separability, which means there is a 99% chance that the model will distinguish between different cases. The next step in the proposed work is to apply the results in actual experiments to evaluate the model performance.

6. CONCLUSIONS

This study introduced a proposed framework for Alzheimer's disease diagnosis by combining multiple measures. It explores the effect of features extraction from MRI and neurological tests. Diagnosis of AD depends on multiple features that facilitate the process. The main objective of this study is to improve time and save time on specialties' needs. Experimental results on the ADNI database have shown that our proposed method is efficient and can achieve better classification performance. The proposed approach managed successfully to obtain an early AD diagnosis with an accuracy of 97%. The clustering techniques used in the proposed approach provided an automated preliminary insight discovering vital early patterns in the data with reliable accuracy. Our results further demonstrate that clinical AD diagnosis could benefit from calculating multiple measures from diagnostic data and incorporating these all in automated analysis.
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ABSTRACT

With large amounts of unstructured data being produced every day, organizations are trying to extract as much relevant information as possible. This massive quantity of data is collected from a variety of sources, and data analysts and data scientists use it to create a dashboard that provides a complete picture of the organization's performance. Dashboards are business intelligence (BI) reporting tools that collect and show key metrics and key performance indicators (KPIs) on a single screen, enabling users to monitor and analyse business performance at a glance. An objective assessment of the company's overall performance, as well as of each department, is provided. If each department has access to the dashboard, it may serve as a springboard for future discussion and good decision-making. The goal of this article is to explain in detail the implementation of Dashboard and how it works, which will serve as a blueprint for building an effective dashboard with respect to best practices for dashboard design.
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1. INTRODUCTION

Definition - What does dashboard mean?

A Dashboard is said to be a simple to read, frequently single page, real-time user interface, demonstrating a graphical introduction of the present status (snapshot) and historical trends of an organization's or computer appliances key performance indicators to enable immediate and informed choices to be made briefly. There are a lot of ideas about what a dashboard is, which this article will clearly define.

There are typically four types of presentation media: dashboards, visual analysis tools, scorecards, and reports but our focus will be on dashboard designing. These are all visual representations of data that help people identify correlations, trends, outliers (anomalies), patterns, and business conditions. Similarly, they all have their own unique attributes. A dashboard in a simple word can provides us with a Summary of the status of a Performance of a project, Sales report, Customer details Updates, Employees report etc. A dashboard gives the real-time changes happening that can be analyse further. There are three most used dashboards among many other.
The operational dashboard: This is said to be the simplest and most popular kind of dashboard that shows real-time changes in data for various operations. This is a visualization tool that helps to track business operations and provides us with an updated performance report. These dashboards are good at summarizing large amounts of data and are designed in a way such that they can be viewed multiple times a day, say to check their progress towards a target set. It is mostly used by managers to monitor the performance of their employees. These simple dashboards can collect data from a single or multiple sources and present it in a simple and readable at-a-glance format.

Source from: https://ubiq.co/analytics-blog/create-operational-dashboard-business/

Analytical Dashboards: This is the types of dashboards that used data from previous reports to make further decisions. This is used to track changes, predict the result and conclusion as well. Drill through, Pivot Tables are some features that is available in this dashboard. This Dashboards is commonly used by Data Analyst who perform slicing of Data to compare and Investigate Occurring Outcomes.
**Strategic Dashboards:** These dashboards help the managers and stakeholders to determine the current state of the organization. With this dashboard, the area of Improvement can be detected and ways to avoid business disruption can be established.

**Advantages of A Dashboards:** A dashboard makes it easier to grasp data from different sources and view them at a single glance. It gives a clear picture of the company's progress and improves decision making. Dashboards are very important in today’s industry. It allows the stakeholders as

Source from: https://dashthis.com/analytical-dashboard/

Source from: https://www.cascade.app/blog/examples-to-create-strategy-dashboards
well as the user to select certain key performance indicators to display and would provide real-time updates whenever needed. These indicators can be based on anything such as output, input, time, and activity. A good dashboard will provide key benefits such as total business visibility, significant time savings, reduced stress, increased productivity, and increased profits. The most important part of a good dashboard is the part that gets the least amount of attention, which usually shows the underlying data. There are several types of ways to set up dashboards, but they are all categorized into three, which will be explained further in the paper.

2. IMPLEMENTATION OF A DASHBOARD DESIGN

At a high level, it may seem relatively easy to build a dashboard. Companies that feel they have a good handle on which performance indicators are of strategic importance to the organization may think collecting, summarizing, and consolidating the supporting data shouldn't be that difficult. However, such oversimplification can lead to a failed project before it ever gets off the ground. A dashboard may appear to be a simple task at first glance. Organizations that believe they have a strong hold on which performance indicators are critical to their business operations may believe that gathering, summarizing, and aggregating the supporting data shouldn't be too tough. However, oversimplification can lead to a failed project. Successfully implementing a dashboard requires a step-by-step process and a methodology that considers all aspects of the project life cycle. This series of tasks includes planning, design, building, and deploying. This will be similar, regardless of the technology or vendor chosen. It is important to include all these steps above correctly to design and implement a dashboard that will have the potential to bring an immediate and considerable return on investment (ROI) to your organization.

2.1. Characteristics of a good dashboard design

A dashboard is an information management tool that visually tracks, explains, or break down and shows key performance indicators (KPI), metrics and key data points to monitor the wellbeing of a business, department, or explicit process. They are customizable to meet the specific needs of a department and organization.

- All the visualizations fit on a single PC screen — It should fit on one screen, but there may be scroll bars for tables with a lot of rows or charts with too many Data points.
- It demonstrates the most important performance indicators / performance measures to be checked.
• It should be able to discover correlations, trends, exceptions (irregularities), and business conditions in Data.
• Interactivity for example filtering and drill-down can be used in a Dashboard; however, those kinds of activities ought not be required to see which performance indicators are failing to meet expectations.
• It is not designed exclusively for decision makers but instead ought to be utilized by the general workforce as effective dashboards are straightforward and use.
• The displayed Data automatically refreshed with no help from the client. frequency of the update will differ by organization and by purpose. The most effective dashboards have Data updated on a minimum daily.

2.2. Database Vs Dashboard

A Database is a management framework for your data. Databases come in about as many various forms as the data comes in. A dashboard is a visual display of the most important of the most imperative data expected to accomplish at least one goals; combined and organized on a single screen so the information can be monitored briefly. We can say both has to do with information or data of your company.

Types of Databases

• Relational database.
• Flat-file database.
• Hierarchical & Network database.
• Object-oriented database.
• Object-relational database.

Relationships between Database and Dashboard

THE ABOVE DIAGRAM EXPLAIN HOW A DATABASE LOOK LIKE
2.3. Identify the necessary internal and likely external databases that would be needed to support the Dashboard

After external database servers are defined, the databases on them can be defined. Altus Director can utilize databases that as of now exist on those servers, or it can create them while bootstrapping new Cloudera Manager examples or CDH clusters.

After outer database servers are characterized, the databases on them can be characterized. Altus. The following parts of an existing database must be defined which are additionally expected to support a dashboard:

- **Type** - The type of database, “MYSQL” or “POSTGRESQL.”
- **Hostname** – Server host name.
- **Port** – Server listening port.
- **Name** – The server database name.
- **Username** – User account name that has full access to the database.
- **Password** – User account password.

The parts of an external database template are:

- **Name** - A unique name for the template within the deployment or cluster template.
- **Database Server Name** - The name of the external database server where the new database is to reside.
- **Database Name Prefix** - The string prefix for the name of the new database server.
- **Username Prefix** - The string prefix for the name of the new user account that will have full access to the database.

The database server name in a database server template must refer to an external database server that is already defined.
At the point when Altus Director makes the new database, it names the database by beginning with the prefix in the template and after which appends a random string.

2.4. Internal database

Every organization has an internal network that sends and gets data from different sources inside and outside the organization. That network additionally stores all the internal information identified with organization like sales data, consumer feedback which are part of the data expected to help a database etc. Any such collection of data with respect information on market and consumer behaviour in electronic form will be called as internal database.

I. CRITICAL ENTITY RELATIONSHIPS (ER) ACROSS DATABASES TO ENSURE HIGH LEVEL OF INFORMATION ACCURACY

ER diagrams help ensure that the relationships among the data entities in a database are rightly organized so that any application programs developed are consistent with business operations and user needs. In addition, ER diagrams can also help as reference documents after a database is in use. To the database if changes are made, ER diagrams help design them.

A good example is an ER that is designed for an order database. In this database design, A salesperson will serve many customers. This is an example of a one-to-many relationship, as shown by planned data redundancy a method of structuring data in which the logical database design is altered so that data entities are joined together, sum totals are taken in the data records instead of calculating from elemental data, and some data attributes are repeated in more than one data entity to for database performance improvement. data model - A diagram of data entities and their relationships. Enterprise data modelling is the Data modelling done at the level of all the enterprise. entity-relationship (ER)diagrams- Data models that use basic graphical symbols to show the organization relationships between data.

II. DESCRIBE THE DBMS/ERP RELATIONSHIPS IN HIGH-LEVEL TERMS THAT SUPPORT THE EXTRACT, TRANSFORM, AND LOAD (ETL) FUNCTIONS NECESSARY TO DELIVER INFORMATION AND FORMATS (E.G., CHARTS, ETC.) TO THE DASHBOARD

In computing, extract, transform, load (ETL) is a procedure in database utilization to prepare data for analysis, particularly in data warehousing which ended up well known during the 1970s. Data extraction clarifies extracting data from homogeneous or heterogeneous sources, while data transformation processes data by changing them into a legitimate storage design/structure for the questioning and analysis purposes.

Lastly, data loading explains the insertion of data into the final target database example is an operational data store, a data mart, or a data warehouse. An appropriately designed ETL system extracts data from the source systems, enforces data quality and consistency standards, conforms data so that different sources can be utilized together, and finally delivers data in a presentation-ready format so that application developers can design applications and end users can make decide.
2.5. Dashboard perspectives

I. KEY PRINCIPLES TO DESIGN A DASHBOARD

Building an effective dashboard with respect to best practices for dashboard design is the summit of a complete BI process would more often include gathering requirements, defining KPIs and creating a data model.

II. BUSINESS VALUE OBTAINED

There are five key benefits of Business Value that can be obtained from a Dashboards.

BVDs bridge the information gap.

BVDs channel various data points from within the business into a centralized location – which means geographical, organizational, production, IT and other data can be combined to gain a more contextual understanding of the information at your disposal which offers clear, colorful graphical user interfaces (GUI) that help users easily understand and evaluate complex datasets. Example: a car’s dashboard.

A. Business value give business meaning to IT data.

It simplifies IT data into a format that is understandable to C-level staff members.

B. Visibility

BVD provides the organization with unparalleled visibility and insight and puts all the information at their fingertips.

C. With BVD you can gauge performance against your plan
D. They afford time savings for executives.

3. CRITICAL SUCCESS FACTORS

a. Your dashboard should provide the relevant information in about 5 seconds.

The excess of a dashboard designed should be able to answer most often asked business questions briefly.

b. Logical Layout: The Inverted Pyramid

Display the most significant insights on the top part of the dashboard, trends in the middle, and granular details in the bottom.
c. Minimalism: Less is More

Each dashboard should contain no more than 5-9 visualizations.

d. Choosing the right data visualization

Select the appropriate type of data visualization according to its purpose.

Before choosing a visualization, consider which type of information you are trying to relay:

- Relationship
- Comparison
- Composition
- Distribution

4. COMMON PITFALLS

Common pitfalls in dashboard design:

I. A very common mistake is starting off with too much complexity. I ascribe to the KISS principle – Keep It very Simple and uncomplicated.

II. Taking it further, too much complexity can also lead to the data being separated into multiple screens or into different instances of a single screen.

III. Another common dashboard design blunder is to use gadgets or widgets like speedometers and gauges that may not lend any context to the data in terms of letting you see if your KPIs are on track, better than in the past or worse than projected.

IV. You can avoid using the same type of visual representation of a KPI multiple times for the sake of offering up more “visual variety” to viewers. At the bottom line, they should be able to assess different KPIs using a visual display that’s both intuitive and interactive for them.
I. Another common faux pas in designing visual representations of KPIs is not displaying data from the “zero” level, which can create a distorted view of the data and a significant discrepancy between the KPI’s real and perceived values.

5. CONCLUSIONS

Choosing the correct visualization is key to making sure your end users understand what they are looking at, yet that is not all you ought to consider. When contemplating about how to design a dashboard you need to put in consideration who will be the end user of the dashboard in any case. For instance, when designing a dashboard for an end user focused on ad platform optimization, you might need to focus on metrics that will increase conversion rates. Because your end user will be in the loop of what goes on with every ad on a day-to-day level, considering the nitty-gritty measures such as CPM (cost per Mille) would make more sense and choosing an ERP system is a very difficult thing to experience. It required the knowledge and understanding of a variety of business units. On the other side, choosing DBMS is as good as the experience you go through with ERP system chosen. But an organization should not choose an ERP without considering possible underlying DBMS’s. DBMS vendors always guaranteed to be the best around and they all can also give out a list of notes of their satisfied customers. Implementing ERP is a key decision, which involves human as well as monetary resources and requires legitimate assessment and business process re-designing. If you are unable to track your progress at work whenever your organization needs Improvement, and you are also unable to determine in which area, if your Data are stored in multiple places and you are finding it difficult to compare or analyze them, then you should consider dashboard Creation which will make your Data Analysis and Management a lot easier and your life better.
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THE FUTURE OF ONLINE LEARNING USING ARTIFICIAL INTELLIGENCE
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ABSTRACT

Online learning is the emerging technique in education and learning during the COVID-19 pandemic period. Traditional learning is a complex process as learning patterns, approach, skills and performance varies from person to person. Adaptive online learning focuses on understanding the learner’s performance, skills and adapts to it. The use of advanced technology also provides a means to analyse the behavioural learning pattern. As it provides the detailed skill mapping and performance which enables the learner to understand the areas needs to be improved. The information can also be used by assessors to improve the teaching approach. Advanced online learning system using artificial intelligence is an emerging concept in the coming years. In this new concept, the classes are not taken face-to-face in a classroom but through an electronic medium as a substitute. These virtual learning approach are gaining importance every day and very soon they are going to be an integral part of our world. Taking up these virtual learning through an electronic medium is termed as online learning. We proposed two new models which are powered by artificial intelligence (AI) tools. A number of examples of using these new models are presented.
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1. INTRODUCTION

The purpose of this adaptive and advanced online learning system is to enable learners to get proper knowledge of course and adjusting system according to the users IQ level [1]. It is an educational method which uses computers as interactive teaching devices and reduces the teacher’s workload and enhance the learner understanding. As the online learning system integrated with Artificial Intelligence (AI) is a new approach it has many flaws. Learning is a sophisticated process. And if the computers have to replace a human teacher they need to be more intelligent as Creative Intelligence Learning (CIL) approach does not provide the quantitative teaching learning mechanism [2]. To strengthen the online learning process with the AI mechanism the paper proposed two new adaptive online learning models, 1: Statistical Analysis using AI Learning Model, and 2: Progressive Response Learning Model. This paper will elaborate the models in detail.

2. STATISTICAL ANALYSIS USING ARTIFICIAL INTELLIGENCE LEARNING MODEL

Many online learning assessment systems that use multiple choice approach is based on the correct answers to judge a learner on their understanding of what they have learned [3]. We have
carry out various experiments on these quantifiable measurements (assessment indicators) on Mathematics and English subject on different learner groups. With these assessment indicators, assessors and learners can easily assess the online learning performances [4].

In our research, we have identify 3 critical assessment indicators which can influence the learners’ learning progress and understanding. These 3 assessment indicators have interrelationships with the underlying final mark from the assessment [5]. At the end of the assessment, the artificial intelligence engine will analyse all the statistical information from these 3 indicators and provide a recommendation for the assessor and learner.

(1). **Difficulty Level** (measure by the complexity of the questions [6]). Each question will have the difficulty level embedded. For example, we take a topic in Addition from Mathematics subject. For an Addition topic, we can assign the Difficulty level to these 3 questions depending on the complexity, i.e. \(4 + 3 = ?\) (Low Difficulty), \(755 + 958 = ?\) (Medium Difficulty) and \(7,431,398,214 + 32,883,295 = ?\) (High Difficulty).

<table>
<thead>
<tr>
<th>Level Terms</th>
<th>Quantitative Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>High (hardest)</td>
<td>3</td>
</tr>
<tr>
<td>Medium</td>
<td>2</td>
</tr>
<tr>
<td>Low (easiest)</td>
<td>1</td>
</tr>
</tbody>
</table>

(2). **Understanding Level** (measure by the time from the question appear to submission). Each question will have the understanding level embedded. For example, assuming there is a question with Level Term - High (from a to b) where “\(a = 3\) seconds” and “\(b = 5\) seconds”. In this example, if the learner can submit the answer between 3 to 5 seconds after the question appeared than the answer will be assigned 2 points for the Understanding indicator.

<table>
<thead>
<tr>
<th>Level Terms</th>
<th>Quantitative Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>High (from a to b) fastest</td>
<td>2</td>
</tr>
<tr>
<td>Medium (from b to c)</td>
<td>1</td>
</tr>
<tr>
<td>Low (from c onwards) slowest</td>
<td>0</td>
</tr>
</tbody>
</table>

(3). **Confident Level** (variation in choosing an answer before submission).

For each question, we will capture the behaviour of the learner when choosing an answer before submission [7]. For example, for most learners if they are confident and prudent on choosing the correct answer, they will submit the answer once decided without making any changes. If the learner didn’t make any changes when answer this example question, than this answer will be assigned 2 points for the Confident indicator.

<table>
<thead>
<tr>
<th>Level Terms</th>
<th>Quantitative Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>High (no change on first pick)</td>
<td>2</td>
</tr>
<tr>
<td>Medium (one change)</td>
<td>1</td>
</tr>
<tr>
<td>Low (two changes or more)</td>
<td>0</td>
</tr>
</tbody>
</table>
In this research, we have carry out multiple experiments to evaluate the use of assessment indicators and the statistical information generated when the learner performing the assessment [8][9]. We have conducted 3 detail experiments and the outcomes generated shows promising result on the learners’ overall learning performances. Below are the 3 experiments summary which we have conducted on 100 online voluntary learners. All marks and indicators have been converted to percentage (%) prior for further analysis by the AI engine.

Both the assessment indicators and statistical information stand alone do not have any representations and it is meaningless without others being analysed altogether [10][11]. Furthermore, in order to have an effective and efficient online learning outcome for the learner, the assessor requires to design and develop the curriculum, learning materials and Q&A using a hybrid integrated model. The curriculum needs to be an all rounded learning blueprint, where learner can improve their understanding in a progressive manner and user-friendly approach.

2.1. AI Rules

The AI rules define the way the online learning system assigned learning materials and exercises for the learner to follow. These are the basic rules which we have carry out in our experiments, in which we find it effective in improving the learners understanding. Online learning assessor and learner can modify all the assessment indicators accordingly (depending on various conditions and overall standard requirements) [12].

<table>
<thead>
<tr>
<th>Rule number</th>
<th>Difficulty level</th>
<th>Correct answers (%)</th>
<th>Understanding level (%)</th>
<th>Confident level (%)</th>
<th>Recommendation (Response)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>&lt; 50</td>
<td>Nil</td>
<td>Nil</td>
<td>Repeat the same difficulty level = 1 exercise</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>≥ 50</td>
<td>&lt; 50</td>
<td>&lt; 50</td>
<td>Repeat the same difficulty level = 1 exercise</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>≥ 50</td>
<td>&lt; 50</td>
<td>≥ 50</td>
<td>Repeat the same difficulty level = 1 exercise</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>≥ 50</td>
<td>≥ 50</td>
<td>&lt; 50</td>
<td>Repeat the same difficulty level = 1 exercise</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>≥ 50</td>
<td>≥ 50</td>
<td>≥ 50</td>
<td>Move to next difficulty level = 2 exercise</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>&lt; 50</td>
<td>Nil</td>
<td>Nil</td>
<td>Repeat the same difficulty level = 2 exercise</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>≥ 50</td>
<td>&lt; 50</td>
<td>&lt; 50</td>
<td>Repeat the same difficulty level = 2 exercise</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>≥ 50</td>
<td>&lt; 50</td>
<td>≥ 50</td>
<td>Repeat the same difficulty level = 2 exercise</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>≥ 50</td>
<td>≥ 50</td>
<td>&lt; 50</td>
<td>Repeat the same difficulty level = 2 exercise</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>≥ 50</td>
<td>≥ 50</td>
<td>≥ 50</td>
<td>Move to next difficulty level = 3 exercise</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>&lt; 75</td>
<td>Nil</td>
<td>Nil</td>
<td>Repeat the same difficulty level = 3 exercise</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>≥ 75</td>
<td>&lt; 50</td>
<td>&lt; 50</td>
<td>Repeat the same difficulty level = 3 exercise</td>
</tr>
</tbody>
</table>
3. PROGRESSIVE RESPONSE LEARNING MODEL

In a traditional learning model involves a teacher giving lectures to a group of students in a physical classroom. The teacher will then teach what has been prepared and planned in the curriculum. However, some students have different learning pace and understanding level. This will creates many problems not only to the teacher but to the entire class. Therefore, this Progressive Response Learning Model can minimise these problems, where students having different learning pace and understanding level.

The principle behind this Progressive Response Learning model is 'to make those fast pace learner go fast while slow pace learner go far'. In this paper, we will present two analysis where this model can demonstrate the effectiveness when apply to online learning. In these two analysis, I will use multiple choice questions approach and the outcomes from the assessment will than be evaluated. After that, the assessor and learner can easily review the online learning performance [13].

The analysis consists of 2 assessment groups from 20 voluntary online learners between the age of 9 and 10. We assigned them into 2 groups based on their school assessment results in Algebra topic, Mathematics subject, GROUP (A) - 10 fast pace learners and GROUP (B) - 10 slow pace learners. Each group will be assigned 10 Q&A sections and each Q&A section will have 10 questions. In total, we will apply 100 questions with the Difficulty level distribution of 40% Low, 30% Medium and 30% High. In this analysis, we will compare the traditional learning approach and the Progressive Response Learning approach. The Q&A questions are from Year 5: UK National Curriculum, Algebra topic (Mathematics).

3.1. Traditional Learning Approach

All learners (fast and slow pace leaners) are require to do all 10 Q&A sections, each section a day, within 10 days. The outcomes from this assessment are represented in marks (in %) and groups, GROUP (A) - Fast-Pace Learners and GROUP (B) - Slow Pace Learners.
Figure 2. The results from applying traditional learning approach on two different groups of learners, GROUP (A) - Fast Pace Learners group and GROUP (B) - Slow Pace Learners group.

3.2. ProgressiveResponse Learning Approach

All learners (fast and slow pace learners) are required to do all 10 Q&A sections, each section a day, within 10 days. In this model, we will repeat some of the previous Q&A in every exercise and using this approach, we can encourage the learner to retrieve the skills the learner learned from the previous exercise and increase the confidence level when facing new questions. The outcomes from this assessment are represented in marks (in %) and the Difficulty level are presented on the charts (Figure 3).

Figure 3. The results from applying Progressive Response Learning approach on two different groups of learners.
GROUP (A) - Fast Pace Learners group and GROUP (B) - Slow Pace Learners group.
As we can see from the preliminary experimental results, there are improvements in the overall marks and performance after applying the Progressive Response Learning model. Besides that, this model involves psychological factor when facing different learner’s behaviour, therefore, further research and investigations are needed in this area.

4. **Online Learning System**

The online learning using AI system include several components, which can be integrated as one complete artificial intelligence online learning system (14). These are the standard components:

1. **Reasoning** - It is the set of processes that empowers us to provide basis for judgement, making decisions, and prediction.
2. **Learning** - It is the activity of gaining in formation or skill by studying, practising, being educated, or experiencing something. Learning improves the awareness of the subjects of the study.
3. **Problem Solving** - It is the procedure in which one perceives and tries to arrive at a desired solution from a current situation by taking some path, which is obstructed by known or unknown hurdles.
4. **Perception** - It is the way of acquiring, interpreting, selecting, and organizing sensory information.
5. **Linguistic Intelligence** - It is one's ability to use, comprehend, talk, and compose the verbal and written language. It is significant in interpersonal communication.

The potential of online learning system include 4 factors of accessibility, flexibility, interactivity, and collaboration of online learning afforded by the technology. In terms of the challenges to online learning, 6 are identified: defining online learning; proposing a new legacy of epistemology-social constructivism for all; quality assurance and standards; commitment versus innovation; copyright and intellectual property; and personal learning in social constructivism.

![Figure 4. The artificial intelligence online learning system components.](image)

5. **Conclusions**

Adaptive online learning is an enhancement that makes learning systems more effective by adapting the presentation of information and overall link structure to the individual learner, based...
on learners’ knowledge and behaviour. The teachers can use the learner behaviour information for various analyses and make the changes in the teaching process to improve the teaching and learning process. By further expert analysis and experimentation it can become a firm educational method which uses computers as interactive teaching devices to enhance individual skills. It is based on project methodology in which learner’s cognitive and psychological will be judged based on learner overall performance. It is based on AI domain and further scope of improvement is huge. The two new proposed models show promising response in AI online learning and further evaluation and research is in progress.
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ABSTRACT
Given the impact of Machine Learning (ML) on individuals and the society, understanding how harm might be occur throughout the ML life cycle becomes critical more than ever. By offering a framework to determine distinct potential sources of downstream harm in ML pipeline, the paper demonstrates the importance of choices throughout distinct phases of data collection, development, and deployment that extend far beyond just model training. Relevant mitigation techniques are also suggested for being used instead of merely relying on generic notions of what counts as fairness.
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1. INTRODUCTION
Algorithms do not “decide” or “guide” or “theorize”—the human-beings developing those algorithms do. Yet, developers and software engineers are often unable to anticipate the consequences that arise when their code and embedded assumptions interact with a complex (and unequal) world, and how that interaction will reinforce (or misguide) our interpretations of human behaviour. Algorithms, in other words, do not only help us parse data; they also generate data that will then be analysed from resulting from human behaviour.

This paper provides a framework for understanding different sources of harm throughout the ML life cycle in order to offer techniques for mitigations based on an understanding of the data generation and development processes rather than relying on generic assumptions of what being fair means.

2. EXISTING WORK
An ML algorithm aims to find patterns in a (usually massive) dataset, and to apply that knowledge to make a prediction about new data points (e.g: photos, job applicant profiles, medical records etc.) (Cusumano et al., 2019; Parker, van Alstyne, & Choudary, 2016). As a result, problems can arise during the data collection, model development, and deployment processes that can lead to different harmful downstream consequences.

This paper refers to the concept of “harm” or “negative consequences” caused by ML systems. ML (Machine Learning) can be defined as the overall process inferring in a statistical way from existing data in order to generalize to new, unseen data.
Deep reinforcement learning—where machines learn by testing the consequences of their actions—combines deep neural networks with reinforcement learning, which together can be trained to achieve goals over many steps. Most machine learning algorithms are good at perceptive tasks such as recognizing a voice or a face. Yet, deep reinforcement learning can learn tactical sequences of actions, things like winning a board game or delivering a package. In the real world, human-beings are able to very quickly parse complex scenes where simultaneously many aspects of common sense related to physics, psychology, language and more are at play.

A high-level overview of a ML-based model might look as follows:

**Data Collection**

Before any analysis or learning happens, data must first be collected. Compiling a dataset involves identifying a target population (of people or things), as well as defining and measuring features and labels from it. Often, ML practitioners use existing datasets rather than going through the data collection process.

**Data Preparation**

Depending on the data modality and task, different types of preprocessing may be applied to the dataset before using it.

As Figure 1 displays, the data generation process begins with data collection. This process involves defining a target population and sampling from it, as well as identifying and measuring features and labels. This dataset is split into training and test sets. Data is also collected (perhaps by a different process) into benchmark datasets.

**Model Development**

Models are then built using the training data (not including the held-out validation data).

As seen in Figure 1, a model is defined, and optimized on the training data. Test and benchmark data is used to evaluate it, and the final model is then integrated into a real-world context. This process is naturally cyclic, and decisions influenced by models affect the state of the world that exists the next time data is collected or decisions are applied. The red color indicate where in this pipeline different sources of downstream harm might arise.
When it comes to building models for images, a training dataset can be developed for a particular detection model by manually labelling images. In case of a low precision and recall, for example due to the variety of natural and artificial features, following methods can be utilized to improve performance:

- The use of mix-up as a regularization method, where random training images are blended together by taking a weighted average. Though mix-up is originally proposed for image classification, it can be used for semantic segmentation. Regularization is important in general for segmentation task, as even with 100k training images, the training data might not capture the full variation of terrain, atmospheric and lighting conditions that the model is presented with at test time, and hence, there is a tendency to overfit.

- Another method is the use of unsupervised self-training in which the output of the best detection model from the previous stage is used as a ‘teacher’ to then train a ‘student’ model that makes similar predictions from augmented images. In practice, this could reduce false positives and sharpen the detection output. In order to overcome the issue of “bloppy” detections, one can use distance weighting to adapt the loss function for making correct predictions near boundaries. During training, distance weighting places greater emphasis at the edges by adding weight to the loss — particularly where there are instances that nearly touch.
When visually inspecting the detections for low-scoring images, various causes can be noted such as problematic label errors. In order to shed light onto which methods contribute most to the final performance, mean average precision (mAP) can be measured. Distance weighting, mixup and the use of ImageNet pre-training are most common factors for the performance of the supervised learning baseline.

**Model Evaluation**

After the final model is chosen, the performance of the model on the test data is reported. The test data is not used before this step, to ensure that the model’s performance is a true representation of how it performs on unseen data. Aside from the test data, other available datasets — also called benchmark datasets — may be used to demonstrate model robustness or to enable comparison to other existing methods.

**Model Post-processing**

Once a model has been trained, there are various post-processing steps that may needed. For example, if the output of a model performing binary classification is a probability, but the desired output to display to users is a categorical answer, there remains a choice of what threshold(s) to use to round the probability to a hard classification.

**Model Deployment**

There are many steps that arise in deploying a model to a real-world setting. For example, the model may need to be changed based on requirements for explainability or apparent consistency of results, or there may need to be built-in mechanisms to integrate real-time feedback. Importantly, there is no guarantee that the population a model sees as input after it is deployed (here, we will refer to this as the use population) looks the same as the population in the development sample.

The algorithms used to parse and analyze those data become commercial black boxes. Barocas et al. [4] provide a useful framework for thinking about how these consequences actually manifest, splitting them into allocative harms (when opportunities or resources are withheld from certain people or groups) and representational harms (when certain people or groups are stigmatized or stereotyped). For example, algorithms that determine whether someone is offered a loan or a job [12, 36] risk inflicting allocative harm. We, human-beings are fallible in making unbiased decisions ourselves and algorithms can actually help us detect human-generated (and socially reinforced) discrimination (Kleinberg et al., 2020; Mullainathan, 2019).

There’s a large body of work on testing common sense and reasoning in AI systems. Many of them are focus on natural language understanding, including the famous Turing Test and Winograd schemas. In contrast, the AGENT project focuses on the kinds of reasoning capabilities humans learn before being able to speak. The idea behind the AGENT (Action, Goal, Efficiency, coNstraint, uTility) test by DeepMind Team is to assess how well AI systems can mimic this basic skill, what they can develop psychological reasoning capabilities, and how well the representations they learn generalize to novel situations.

According to the DeepMind Team, the AGENT test takes place in two phases:

- First, the AI is presented with one or two sequences that depict the agent’s behavior. These examples should familiarize the AI with the virtual agent’s preferences.
After the familiarization phase, the AI is shown a test sequence and it must determine whether the agent is acting in an expected or surprising manner.

The designers of the tests have included human inductive biases, which means the agents and environment are governed by rules that would be rational to humans (e.g., the cost of jumping or climbing an obstacle grows with its height). This decision helps make the challenges more realistic and easier to evaluate.

The Deepmind researchers tested the AGENT challenge on two baseline AI models. The first one, Bayesian Inverse Planning and Core Knowledge (BIPaCK), is a generative model that integrates physics simulation and planning.

As seen Figure 2., the BIPaCK model uses planner and physics engines to predict the trajectory of the agent. The model uses the full ground-truth information provided by the dataset and feeds it into its physics and planning engine to predict the trajectory of the agent. However, in the real world, AI systems don’t have access to precisely annotated ground truth information and must perform the complicated task of detecting objects against different backgrounds and lighting conditions.
The ToMnet-G model uses graph neural networks and LSTMs to embed scene representations and predict agent behavior (Fig. 3). The contrast between the two models highlights the challenges of the simplest tasks that humans learn without any instructions.

In order for an ML model to work well, the following simple steps can be implemented:

1. Train a classifier on labeled data.
2. The bigger classifier model then infers pseudo-labels on a much larger unlabeled dataset.
3. Then, it trains a larger classifier on the combined labeled and pseudo-labeled data, while also adding noise.
4. (Optional) Going back to step 2, the smaller model may be used a new classifier.

One can view this as a form of self-training, because the model generates pseudo-labels with which it retrains itself to improve performance. One underpinning hypothesis is that the noise added during training not only helps with the learning, but also makes the model more robust. This approach is similar to knowledge distillation, which is a process of transferring knowledge from a large model to a smaller model. The goal of distillation is to improve speed in order to build a model that is fast to run in production without sacrificing much in quality compared to the bigger model.
Knowledge distillation does not add noise during training (e.g., data augmentation or model regularization) and typically involves a smaller inference model. In contrast, one can think of it as the process of “knowledge expansion”. One strategy for training production models is to apply training twice (Fig. 4):

- first to get a larger inference model \( T' \) and then
- to derive a smaller model \( S \).

In some cases, the training may need data augmentation, yet, in certain applications, e.g., natural language processing, such types of input noise are not readily available. For those applications, the training model can be simplified to have no noise. In that case, the above two-stage process becomes a simpler method:

- First, the bigger model infers pseudo-labels on the unlabeled dataset from which is a new model \( (T') \) that is of equal-or-larger size than the original model being trained.
- The self-training phase is then followed by knowledge distillation to produce a smaller model for production.

3. SOURCES OF HARM IN ML

This section explores each potential source of harm in-depth. Each subsection will detail where and how in the ML pipeline problems might arise, as well as a characteristic example. These categories are not mutually exclusive; however, identifying and characterizing each one as distinct makes them less confusing and easier to tackle.

3.1. Historical Bias

Historical bias arises even if data is perfectly measured and sampled, if the world as it is or was leads to a model that produces harmful outcomes. Such a system, even if it reflects the world accurately, can still inflict harm on a population. Considerations of historical bias often involve evaluating the representational harm (such as reinforcing a stereotype) to a particular group.

3.2. Representation Bias

Representation bias occurs when the development sample under-represents some part of the population, and subsequently fails to generalize well for a subset of the use population. Representation bias can arise in several ways:

1. When defining the target population, if it does not reflect the use population. Data that is representative of Boston, for example, may not be representative if used to analyze the population of Indianapolis.
2. When defining the target population, if contains under-represented groups. Say the target population for a particular medical dataset is defined to be adults aged 18-40. There are minority groups within this population: for example, people who are pregnant may make up only 5% of the target population.
3. When sampling from the target population, if the sampling method is limited or uneven. For example, the target population for modeling an infectious disease might be all adults, but medical data may be available only for the sample of people who were considered serious enough to bring in for further screening. As a result, the development sample will represent a skewed subset of the target population. In statistics, this is typically referred to as sampling bias.
3.3. Measurement Bias

Measurement bias occurs when choosing, collecting, or computing features and labels to use in a prediction problem. For example, “creditworthiness” is an abstract construct that is often operationalized with a measurable proxy like a credit score. Proxies become problematic when they are poor reflections or the target construct and/or are generated differently across groups, which can happen when:

1. The proxy is an oversimplification of a more complex construct. Consider the prediction problem of deciding whether a student will be successful (e.g., in a college admissions context). Algorithm designers may resort to a single available label such as “GPA” [28], which ignores different indicators of success present in different parts of the population.

2. The method of measurement varies across groups. For example, consider factory workers at several different locations who are monitored to count the number of errors that occur (i.e., observed number of errors is being used as a proxy for work quality). This can also lead to a feedback loop wherein the group is subject to further monitoring because of the apparent higher rate of mistakes [5, 17].

3. The accuracy of measurement varies across groups. For example, in medical applications, “diagnosed with condition X” is often used as a proxy for “has condition X.” However, structural discrimination can lead to systematically higher rates of misdiagnosis or underdiagnosis in certain groups [23, 32, 35].

3.4. Aggregation Bias

A particular dataset might represent people or groups with different backgrounds, cultures or norms, and a given variable can mean something quite different across them. Aggregation bias can lead to a model that is not optimal for any group, or a model that is fit to the dominant population (e.g., if there is also representation bias).

3.5. Learning Bias

Learning bias arises when modeling choices amplify performance disparities across different examples in the data [24]. For example, an important modeling choice is the objective function that an ML algorithm learns to optimize during training. Typically, these functions encode some measure of accuracy on the task (e.g., cross-entropy loss for classification problems or mean squared error for regression problems).

3.6. Evaluation Bias

Evaluation bias occurs when the benchmark data used for a particular task does not represent the use population. Evaluation bias ultimately arises because of a desire to quantitatively compare models against each other. Such generalizations are often not statistically valid [38], and can lead to overfitting to a particular benchmark.

3.7. Deployment Bias

Deployment bias arises when there is a mismatch between the problem a model is intended to solve and the way in which it is actually used. This often occurs when a system is built and evaluated as if it were fully autonomous, while in reality, it operates in a complicated socio-technical system moderated by institutional structures and human decision-makers (Selbst et al. [39] refers to this as the “framing trap”).
4. A Framework for Data Generation and ML Pipeline

There is a growing body of work on “fairness-aware algorithms” that modify some part of the modelling pipeline to satisfy particular notions of “fairness.” Consider the data transformations for a dataset as depicted in Figure 5. The upper part of the diagram of Figure 2 deals with data collection and model building, while the bottom half describes the evaluation and deployment process.

The data transformation sequence can be abstracted into a general process $A$. Let $X$ and $Y$ be the underlying feature and label constructs we wish to capture where $s : X_N \rightarrow X_n$ is the sampling function, $X'$ and $Y'$ are the measured feature and label proxies that are chosen to build a model, where $r$ and $t$ are the projections from constructs to proxies, i.e., $X \rightarrow X'$ and $Y \rightarrow Y'$.

The function $f_{\text{ideal}} : X \rightarrow Y$ is the target function—learned using the ideal constructs from the target population—but $f_{\text{actual}} : X' \rightarrow Y'$ is the actual function that is learned using proxies measured from the development sample. Then, the function $k$ computes some evaluation metric(s) $E$ for $f_{\text{actual}}$ on data $X'_m, Y'_m$ (possibly generated by a different process, e.g., $A_{\text{eval}}$ in Figure 2).

Finally, given the learned function $f_{\text{actual}}$, a new input example $x$, and any external, environmental information $z$, a function $h$ governs the real-world decision $d$ that will be made (e.g., a human decision-maker taking a model’s prediction and making a final decision).
5. Mitigation Techniques

The aim of this section is to understand and motivate mitigation techniques in terms of their ability to target different sources of harm to get a better understanding when and why different approaches might help, and what hidden assumptions they make.

As an example, measurement bias is related to how features and labels are generated (i.e., how \( r \) and \( t \) are instantiated). Historical bias is defined by inherent problems with the distribution of \( X \) and/or \( Y \) across the entire population. Therefore, solutions that try to adjust \( s \) by collecting more data (that then undergoes the same transformation to \( X' \)) will likely be ineffective for either of these issues. However, it may be possible to combat historical bias by designing \( s \) to systematically over- or under-sample \( X \) and \( Y \), leading to a development sample with a different distribution that does not reflect the same undesirable historical biases. In the case of measurement bias, changing \( r \) and \( t \) through more thoughtful, context-aware measurement or annotation processes (e.g., as in Patton et al. [34]) may work.

In contrast, representation bias stems either from the target population definition \( (X_N, Y_N) \) or the sampling function \( (s) \). In this case, methods that adjust \( r \) or \( t \) (e.g., choosing different features or labels) or \( g \) (e.g., changing the objective function) may be misguided. Importantly, solutions that do address representation bias by adjusting \( s \) implicitly assume that \( r \) and \( t \) are acceptable and that therefore, improving \( s \) will mitigate the harm.

Learning bias is an issue with the way \( f \) is optimized, and mitigations should target the defined objective(s) and learning process [24]. In addition, some sources of harm are connected: e.g., learning bias can exacerbate performance disparities on under-represented groups, so changing \( s \) to more equally represent different groups/examples could also help prevent it.

Deployment bias arises when \( h \) introduces unexpected behaviour affecting the final decision \( d \). Dealing with deployment bias is challenging since the function \( h \) is usually determined by complex real-world institutions or human decision-makers. Mitigating deployment bias might involve instituting a system of checks and balances in which users balance their faith in model predictions with other information and judgements [26]. This might be facilitated by choosing an \( f \) that is human-interpretable, or by developing interfaces that help users understand model uncertainty and how predictions should be used. Evaluation and aggregation bias are discussed in more detail below.

To supplement user reporting, platforms have algorithms that flag content for human review. Several platforms currently use image recognition tools and natural language processing classifiers to help moderators filter and prioritize possible objectionable content for evaluation.

Such prompts have at least three virtues. First, they may help users pause and engage in what Daniel Kahneman calls “system 2” thinking—higher-level cognitive reflection. In fact, research has shown that pop-up warnings requiring user interaction to dismiss them can positively change user behavior. Second, if such self-moderation occurs, it would be in advance of posting, before potentially harmful material can spread. Finally, these prompts preserve users’ freedom of expression, as they allow users to ignore the warnings and post the questionable material anyway.

Finally, there is a risk of exploitation by bad actors. Those who intentionally and willfully post misleading or dangerous material will not be deterred by an algorithmic warning. Instead, they could use the warnings to help them craft harmful posts that fall just below the threshold of algorithmic detection.
User prompts are designed to reduce the spread of harmful content while respecting freedom of expression and are immediate and reasonably effective. The precedent for user prompts already exists, and the technology needed to expand them into new contexts is available. All that remains is for platforms to take action.

6. **RECOMMENDATIONS**

Bringing convolutional neural networks (CNNs) to any industry through means of AI algorithms—whether it be medical imaging, robotics, or some other application entirely—has the potential to enable new functionalities and reduce the compute requirements for existing processes as a single CNN can replace more computationally expensive image processing, denoising, and object detection algorithms. However, there might be some challenges and difficulties while moving an idea from conception to productization. Here is an overview of some challenges and potential solutions regarding the development and deployment of AI model.

*Leverage existing models*

As existing models already exist for almost every application, rather than reinventing the wheel, it’s often much easier to start with a network based on one of these architectures. Moreover, starting with a known model will reduce the amount of time, data, and effort to train a model, since it’s possible to retrain existing models in a process called ‘transfer learning.’

*Simple models are effective*

For most applications, there is no need for a latest and greatest in CNN architectures. For example, if an application only requires detecting the difference between a few different objects with high certainty, even simple detectors can do the task. Users can benefit greatly once they realize that their applications can be solved for a fraction of the computational complexity with much simpler models than what’s on the forefront of research. The goal is to not make the migration to CNNs any harder than it has to be.

*Integrate quantization early*

Quantizing a model down from multi-byte precisions to a single-byte can multiply inference speed with little to no degradation in accuracy. For example, frameworks such as PyTorch expose their own methods for quantizing models, but they’re not always compatible with each other. Regardless of the approach taken, the aim should be to quantize from the outset of developing the model in a consistent way.

7. **CONCLUSION**

This paper provides a framework for understanding the sources of downstream harm caused by ML systems to facilitate productive communication around potential issues. By framing sources of downstream harm through the data generation, model building, evaluation, and deployment processes, we encourage application-appropriate solutions rather than relying on broad notions of what is fair. Fairness is not one-size-fits-all; knowledge of an application and engagement with its stakeholders should inform the identification of these sources.

Finally, the paper illustrates that there are important choices being made throughout the broader data generation and ML pipeline that extend far beyond just model training. In practice, ML is an iterative process with a long and complicated feedback loop. This paper highlighted problems
that manifest through this loop, from historical context to the process of benchmarking models to their final integration into real-world processes.
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Abstract. This paper presents named entity recognition as a multi-answer QA task combined with contextual natural-language-inference based noise reduction. This method allows us to use pre-trained models that have been trained for certain downstream tasks to generate unsupervised data, reducing the need for manual annotation to create named entity tags with tokens. For each entity, we provide a unique context, such as entity types, definitions, questions and a few empirical rules along with the target text to train a named entity model for the domain of our interest. This formulation (a) allows the system to jointly learn NER-specific features from the datasets provided, and (b) can extract multiple NER-specific features, thereby boosting the performance of existing NER models (c) provides business-contextualized definitions to reduce ambiguity among similar entities. We conducted numerous tests to determine the quality of the created data, and we find that this method of data generation allows us to obtain clean, noise-free data with minimal effort and time. This approach has been demonstrated to be successful in extracting named entities, which are then used in subsequent components.
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1 Introduction

The increasing availability of open source Natural Language Processing (NLP) resources and toolkits, combined with the massive amount of data generated every day, necessitates the development of tools that can analyse this data and extract useful information. Unfortunately, just because there is more data being generated every day does not indicate that it can be used to train modern deep learning systems.

In NLP, named entity recognition (NER) is a crucial task which aims to recognise and classify named items such as persons, locations, and events. These extracted named entities are used in a variety of NLP operations to help make better sense of unstructured data.

Some of the early applications of NER included human name identification in a given system such as [1], question answering models [2] that use entity recognition to improve search results and document summarization systems such as [3], where NER identifies significant parts of text that contribute to summaries.

Neural network-based models have recently improved the performance of NER tasks, due to the advances in deep learning. For various human languages, including English, French, and Chinese, named entity models have been developed.
Since NER is becoming more important across many fields and businesses, domain-specific NER technologies have become the new focus. Several NER models for the medical domain system such as [4], have been created to identify a variety of medical categories, including Genes, chemicals, diseases, and so on. This is due to (a) the availability of open source data for all of these areas, such as [5], (b) These datasets do not have any confidentiality associated and thus suitable for training.

However in some domains, using these architectures may be insufficient because the performance of these models is dependent on the quantity and quality of labeled data, and annotated data generation might be particularly difficult because these models require a large amount of high-quality data. This drives researchers to hope to develop a mechanism for extracting semantic and lexical knowledge from enormous amounts of unstructured, unlabeled data, which can then be applied to the NER task thereby improving the performance.

[6] are creating a Service Intelligence platform that, given a faulty hi-tech hardware, recommends actions and provides actionable insights to the repair technician. While there are commercial applications to create, edit, and search technician notes, historical technician repair notes have not been leveraged to derive insights. A key characteristic of insight recommendation engine is to understand the context of these notes, which is provided by the named entities, and given the unstructured nature of these notes, is not trivial to extract. These extracted named entities a) directly assist technicians by giving focused and most informative segments of the notes, allowing them to spend less time reading and perceiving the notes. b) provide an overview of the problem along with recommendations for parts or locations that the technician should investigate further.

So after careful evaluation based on the above criteria, classes such as Model name, Parts replaced, Error codes, Frequency, Amplitude, Functional Test performed are the entity tags that we chose to extract and train.

The goal of this research is to present a system for generating labeled data that can be used directly to train a domain-specific NER model. We perform our experiments on technical case descriptions and technician notes that have been raised on the service intelligence platform. These notes along with the extracted entities provide a technical insight onto what could be the reason behind the exhibited symptom and subsequently the proposed resolution.

From the generated data, we only retain the best quality data, rejecting the ambiguous data points and reducing the noise by employing an ensemble of numerous definitions and business contextualised rules. We also go over the results of fine-tuned models and architectures trained on the generated data.

In this paper, we study various approaches of data generation to train custom named entity models. We show our proposed system and novel modules implemented to achieve unsupervised data generation. We also compare the performance
of various deep learning models trained on the generated data along with associated results which depict the effectiveness of our system.

1.1 Related work

Due to the domain specific terminologies and ambiguity of these business terms, Named Entity Recognition (NER) has been deemed a relatively challenging problem in the domain of Hi-Tech. Experiments conducted by [7] show that external knowledge can be helpful in classifying the same terms as different named entities depending on the context. Earlier works like [8] have used rule based and dictionary based approaches to solve the NER task for particular domains and languages. However, these approaches have weak generalisation properties when applied to unseen data.

Other learning based systems developed by [9] abd [10] have wide applications across a variety of domains but have some limitations, such as the lack of specific domain knowledge integration and the inability to handle novel entity types with limited data availability. They are also occasionally under-optimized for accuracy due to the usage of less powerful models, resulting in poor performance in downstream activities. For the task of NER, researchers such as [11], [12] have developed machine learning models such as Hidden Markov Models (HMM) and conditional random fields (CRF). These machine learning methods, however, demand comprehensive and time-consuming feature identification and extraction, which can be costly in terms of manual labour.

Modern deep learning architectures for NER, such as [13], overcome the issues faced by these models. These models generally function best on massive amounts of labeled data, and are thus frequently created for open-source or academic sources. [14] attempts to solve the paucity of data in a few areas by transferring an ANN model trained on a large labeled dataset to a smaller unlabeled dataset. Other synthetic data generation-based methods include (a) back-translation, noise reduction, and parallel sentence extraction as suggested by [15] (b) data labelling modules that use open source websites such as Wikipedia and Google to label data automatically as proposed by [16].

2 Our work

2.1 Task formulation

NER is defined in traditional systems as a token level multi-class classification task. For the purposes of this study, we will concentrate on data generation and transformation into a format that comprises of text tokens and corresponding named entity tags. The named entity tag is created as

\[ B - e_k, I - e_k \text{ and } O \]
where $e_k$ is the entity type. As a result, given any token and context $C_1, C_2, C_3..C_n$, the unsupervised data generation module generates tags $L_1, L_2, L_3...L_n$ which are used to fine-tune a named entity classifier. The tags must be grouped into B and I for us to identify the beginning and end of each entity. We employ four forms of knowledge context based on our experiments: entity types, questions that represent each entity type, definitions for each entity type, and business rules created for each entity type. Due to the lack of innate business domain features and standards, text sequence by itself may not enable us obtain the optimum labels for the provided data, therefore these knowledge contexts are essential to enhance the quality of the data generated.

2.2 Dataset

The data we used for this study was our service intelligence platform’s unstructured agent notes and issue descriptions created by technicians. We must be able to give high-quality named entities with a small margin of error because the extracted entities directly assist the technicians in understanding the problem and prescribing solutions. However, due to many limitations in these unstructured notes, such as domain specialised language, a lack of correct linguistic structure, and shorter chunks of text with condensed information, this is not a simple process.

Due to these restrictions, annotated named entities are required to capture all of these information in the tagged data so that the NER model can learn them. To produce named entities from technician notes for diverse product lines, we use various unsupervised approaches such as question answering, natural language inference, and conditional text generation. Not all entity tags have a similar distribution of tagged data, resulting in an imbalance in the data. We accommodate for this imbalance by giving tailored context along with the text sequence to assist the model to learn these features better.

2.3 Candidate generation

The overall approach for data generation is depicted in 1

The first stage of data generation entails extracting candidate named entities using an ensemble of multiple variants of QA models fine tuned on SQuAD [17]. We employ an ensemble because we want to minimise the error that a single model can produce, and extract candidates with high confidence using majority voting approaches. This would allow us to reduce the noise produced by these separate models while also maximising their aggregate performance. For each of the mentioned entities, we create a few templates such as:

- What were the parts replaced for Replaced parts,
- What was the error code mentioned in the note for Error code
During our investigation of the coverage of annotated labels, we determined that a one-to-one question-to-entity type mapping effectively covered these entity tags. For the entity type **Functional test**, we ask a few different variations of questions, such as *What test was performed*, *What was the name of the test that failed etc.*. These question variants enabled us to capture a large number of annotated sample for this entity type. In this dataset, these were the best-performing questions during inference.

As demonstrated in [18], we used several models fine tuned on SQuAD2.0 dataset. Using these models in an ensembled fashion helps in more accurate named entities when compared to using a single model, which in turn improves the final NER model’s performance.

### 2.4 Context and definition based candidate noise reduction

Once we’ve arrived at a list of candidate entities, we finalised a set of carefully crafted definitions for each of the entity tag, based on business expertise that was provided by the technicians and experts. The definitions were:

- Frequency is the rate at which current changes direction per second. Frequency is measured in Hertz (Hz).
- Amplitude is the maximum displacement or distance moved by a point on a vibrating body or wave measured from its equilibrium position. It is measured in decibels (dBs).
A functional test refers to an operational test performed on a machine that indicates which part of a machine fails.

We incorporate these definitions for additional noise reduction by providing this as a context to a text generation model which was fine tuned to answer Boolean questions as in [19]. To validate the predicted entity for each entity type, we provide the curated entity type definition as additional context in the format “Context(definition) - Sequence” as input to the boolq based text generation model. We also provide question to this model in the format, “Does $e_k$ follow the context mentioned?” where $e_k$ is the predicted entity. The fine-tuned model responds with either a “yes” or “no” answer, allowing us to retain the candidates which confine to the business contexts.

Since the fine tuned QA ensemble isn’t powerful enough to provide only the appropriate entities due to absence of domain knowledge, and is frequently linked with false positives, this textual generation-based noise reduction helps us increase the coverage of predicted entities with minimum false positive rate.

### 2.5 Business rule based Candidate enrichment

In addition to the entities generated by the question answering models, we created a set of business rules to extract a few other entity types that could not be processed by question answering approaches due to lack of linguistic structure in the notes in which these entities appear. These entities include named entities that we have some prior knowledge about and would like the model to learn for generalisation purposes, such as Model Number. We generate annotated data for these labels using a collection of ”seed entities” as the knowledge context. When we utilise this data to fine-tune the model, it learns the latent patterns in which these entities appear and predicts newer entities of this type that may appear in the future.

### 2.6 Aggregation of generated data

Once the data has been generated using these approaches, we pass it to a collator, which aggregates all of the various predictions in such a way that

- Each token has been tagged to only one single entity, since in our use case, it has been proven that there would be no scenario where one token would belong to more than one entity type.
- Each text sequence has a set of non-overlapping entities. The data generation pipeline tags multiple sub sequences of text to a particular entity type, there are cases where they might end up overlapping with each other. For example, in the sequence The machine failed self-test during boot up may have sequences such as failed self-test , failed self-test during boot up tagged to the entity type **Functional tests**. The collator looks at various factors such as model prediction
probability, length of sequence tagged and linguistic properties such as noun chunks to choose the most relevant sub sequence among these sequences.

2.7 Explanation and breakup of tagged data numbers

At the end of this module, for the unstructured agent note inputs, we have credible tagged data which can now be fed into our named entity fine tuner. The distribution of the tagged data is as depicted in 1:

<table>
<thead>
<tr>
<th>Entity type</th>
<th>Number of samples</th>
<th>Percentage of contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>111662</td>
<td>79.69%</td>
</tr>
<tr>
<td>I-Test</td>
<td>17565</td>
<td>12.53%</td>
</tr>
<tr>
<td>B-Test</td>
<td>5539</td>
<td>3.95%</td>
</tr>
<tr>
<td>I-Replaced Parts</td>
<td>1895</td>
<td>1.35%</td>
</tr>
<tr>
<td>B-Replaced Parts</td>
<td>1057</td>
<td>0.75%</td>
</tr>
<tr>
<td>B-model Number</td>
<td>624</td>
<td>0.45%</td>
</tr>
<tr>
<td>I-Amplitude</td>
<td>503</td>
<td>0.36%</td>
</tr>
<tr>
<td>B-Frequency</td>
<td>474</td>
<td>0.34%</td>
</tr>
<tr>
<td>B-Amplitude</td>
<td>397</td>
<td>0.28%</td>
</tr>
<tr>
<td>I-Frequency</td>
<td>334</td>
<td>0.24%</td>
</tr>
<tr>
<td>B-error code</td>
<td>35</td>
<td>0.02%</td>
</tr>
<tr>
<td>I-error code</td>
<td>31</td>
<td>0.02%</td>
</tr>
<tr>
<td>I-model Number</td>
<td>13</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

3 Model Description

3.1 Model Architecture

The basic architecture we use for model training is depicted in 2:

![Fig. 2. BERT/ELECTRA/RoBERTa based NER model architecture](image)

Based on the experiments we performed, we chose to fine-tune our NER task on pre-trained architecture such as BERT, RoBERTa and ELECTRA and compare
the performance that was best suited for our use case. From the generated data, we provide tokens in the sequence and named entity types with the B and I tags (to indicate if the token is a start or rest of the named entity) as input to the model. So we define a set of tokens $C = \{c_j\}$ i.e. $[CLS], c_1, c_2, ..., c_n [SEP]$ as input to the pretrained model where $n$ is the number of tokens present in the text. We provide named entity tags such as $O, B- e_k, I- e_k, ..., O, O$ as output for our model. For the input text, the model predicts a tag for each token at the end of the output layer.

### 3.2 Contextualization

We chose transformer based architectures such as BERT, RoBERTa and ELECTRA to find the ideal model for our use case. We modified the architectures by adding a contextualisation layer in terms of two fully connected layers. We chose fully connected layers since we intend to learn features from all the combinations of the embedding and to learn maximum information with the limited data made available to us. To handle the interaction effects and capture non-linearity of the data in a better way, we add a ReLU unit at the end of each fully connected layer. We take the output of these fully connected layers and feed it to the final feed-forward output layer to predict the entity tags for each token.

### 3.3 Training and Testing

During training, the tokens for each sequence $X$ (generated based on context, definitions and entity types) have annotations of $e_k$ where $k$ is the number of entity types for each token. We calculate categorical cross entropy loss for each token as

$$ CE_k = - \sum_{i=1}^{C} t_i \log(p_i) \quad (1) $$

where $C$ is the total number of entity classes, $t_i$ is a binary indicator if class label $c$ is a correct prediction for the token $k$ and $p_i$ denote the predicted probability of token $k$ belonging to class $c$.  

The model is trained for 15 epochs with learning rate of $5e^{-5}$ and validated using f1-score on a hold-out sample. We trained the same architecture with various pre-trained transformer architecture such as BERT, RoBERTa and ELECTRA. The models were trained with same architecture so that their performances can be compared.

During inference, the text is passed as tokens and the tags which start with B and continue till I are considered as a single entity and validated accordingly. In practice, we deployed the best performing model among the three architectures to suggest named entities to technicians.
4 Experiments and data

Fig. 3. train and val loss for BERT based NER

Fig. 4. train and val loss for RoBERTa based NER

4.1 Comparison of performance metrics

The following table 2 shows various performance metrics such as precision, recall and f1-score for the final fine-tuned models based on the various architectures discussed.

We use a learning rate of $5e^{-5}$ for all our experiments. The maximum sequence length was defined as 128 based on what we saw in the training data. This was based on the average sequence length of the technician notes that we encounter. During inference, if we face longer sequence, we break the text into logical chunks of 128 token-long sequences and process that for testing. We use the metrics train loss, validation loss, precision, f1-score for evaluation of model performance.
4.2 Comparison of train and validation loss

The train and validation loss for the models fine tuned based on BERT, RoBERTa and ELECTRA based architectures are depicted in 3 to 5. From the figures we can see that the RoBERTa model has got the least validation and train loss and this is also reflected in the performance of the model for individual entity tags as well.

4.3 Class level performance comparison

The class level metrics for the models were depicted in 3. We compare performance metrics such as train and validation precision, recall and f1. To maintain equal significance to all the classes, including the imbalanced ones, we use macro averaging based F1 measure.

Macro F1 measure is calculated as follows

\[
Macro F1 score = \frac{1}{C} \sum_{i=1}^{N} f1_i
\]

where

\[
f1 = \frac{(2 \times precision \times recall)}{(precision + recall)}
\]

4.4 Inference

The model trained based on the RoBERTa based embeddings performed consistently on all the classes in both train and validation data. This can also be inferred
from the performance charts and tables. However, the BERT and ELECTRA based models were not able to generalize well on the validation set and hence do not perform as well as the RoBERTa based model. So, for final inference in the product, we used the RoBERTa based model for all the entities.

5 Conclusion and Future Work

For the task of NER, we adopt various pretrained models (BERT, RoBERTa) in this paper. First, we concentrate on data generation utilising unsupervised methods and sequence-to-sequence models. Then, for these entity types, we utilise certain business definitions to eliminate the noisy labels that are generated, and came up with empirical rules iteratively to further minimise the noise in the data. This yields a final annotated dataset that could be utilised in any of the NER training architectures that are based on pre-trained models. Furthermore, we show that RoBERTa based models are better suited to our NER task.

For the purpose of this study, we focused on data quality and quantity and utilized data generation and augmentation techniques to arrive at the best possible training data from unstructured data. In the future, we would be concentrating on few shot learning methodologies that would improve the model’s performance. We also want to incorporate active learning based mechanisms to improve model’s performance as discussed in [20].
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