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Preface


The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The NLP 2021, MLTEC 2021, CLBD 2021, SEAPP 2021, NeTIoT 2021, VLSIE 2021, ITCS 2021, ARIA 2021 and DMS 2021 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.

In closing, NLP 2021, MLTEC 2021, CLBD 2021, SEAPP 2021, NeTIoT 2021, VLSIE 2021, ITCS 2021, ARIA 2021 and DMS 2021 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the NLP 2021, MLTEC 2021, CLBD 2021, SEAPP 2021, NeTIoT 2021, VLSIE 2021, ITCS 2021, ARIA 2021 and DMS 2021.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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An Enhanced Machine Learning Topic Classification Methodology for Cybersecurity
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Abstract. In this research, we use user defined labels from three internet text sources (Reddit, Stackexchange, Arxiv) to train 21 different machine learning models for the topic classification task of detecting cybersecurity discussions in natural text. We analyze the false positive and false negative rates of each of the 21 model’s in a cross validation experiment. Then we present a Cybersecurity Topic Classification (CTC) tool, which takes the majority vote of the 21 trained machine learning models as the decision mechanism for detecting cybersecurity related text. We also show that the majority vote mechanism of the CTC tool provides lower false negative and false positive rates on average than any of the 21 individual models. We show that the CTC tool is scalable to the hundreds of thousands of documents with a wall clock time on the order of hours.

Keywords: cybersecurity, topic modeling, text classification, machine learning, neural networks, natural language processing, Stackexchange, Reddit, Arxiv, social media

1 Introduction

Identifying cybersecurity discussions in open forums at scale is a topic of great interest for the purpose of mitigating and understanding modern cyber threats [11, 18, 20]. The challenge is that often these discussions are quite noisy (i.e., they contain community known synonyms or acronyms) and difficult to get labelled data in order to train resilient NLP (natural language processing) topic classifiers. Additionally, it is important that a tool which detects cybersecurity discussions in internet text sources is scalable and offers low errors rates (in particular, both low false negative rates and low false positive rates).

In order to address the challenges of finding relevant cybersecurity labelled data, we use a technique of gathering posts or articles from different internet sources which have user defined topic labels. We then collect and label the training text as being cybersecurity related or not based on the subset of labels that text source offers. Thus, the labelled training data we gather is not manually labelled by researchers; instead it is labelled inherently by the system we gather the text from. This provides the additional benefit that for cybersecurity related discussions, it might be difficult for a manual labelling process to catch all of the noise (e.g., unknown synonyms), but this labelling method uses the user defined labels (which removes the need for the labelling process to identify all known cybersecurity...
terms used in online discussion forums). Lastly, this method of gathering labelled data is highly scalable. The reason is that the platforms we used have publicly available data and systems to retrieve that data in very large amounts. We used three specific sources of text: Reddit, Stackexchange, and Arxiv.

Using the topic classification labelled data, we train a total of 21 different machine learning models using several different algorithms and the three different text sources. We then show the validation accuracy of the models, as well as the cross validation (i.e., validating a model on a text source upon which it was not trained) accuracy of each of the models. We next present the Cybersecurity Topic Classification (CTC) tool, which uses the majority vote consensus of all 21 trained models in order to evaluate whether a novel document is cybersecurity related or not. We show that the CTC tool has both scalability to hundreds of thousands of documents per hour and low error rates. Lastly, we provide all of the labelled data we used to train and validate the models in an open source Github repository [22].

This article is structured as follows. After a brief literature review in Section 1.1, we define our methods of gathering labelled data and then training and validating the machine learning models in Section 2. Section 3 describes the experiments. The investigation of how the minimum token length of the training data changes false negative and false positive rates is presented in Section 3.1. After training each of the models using the specified parameters, in Section 3.2 we show the validation accuracy rates for each of the 21 trained models. In Section 3.3 we present the CTC tool and show it’s scalability and high accuracy. Section 4 discusses conclusions and future work.

1.1 Previous work

There is significant interest surrounding the goal of being able to automate cybersecurity threat detection on social media [18, 17, 14, 10, 11, 25, 13, 2]. Twitter, Reddit, and Stackexchange are popular forums from which several previous studies have gathered cybersecurity related documents [18, 10, 13, 14, 2, 19] for the purpose of training machine learning detection systems and classifiers. In particular, [18] used tags (or other community defined mechanisms) as a document labelling method for cybersecurity topic classification related text. There is also some interest in investigating vulnerability discussions on developer sites such as Stackoverflow [17, 19].

There are several different approaches taken with which topic modelling task to use as a signal to detect cybersecurity discussions. Typically the topic classification task is related to training directly on labelled text and then perhaps developing an idea of the more relevant keywords in these discussions [18, 11]. Other researchers use sentiment analysis in conjunction with other machine learning models [25, 10].

There are also interesting approaches that use social media as a signal to detect specific cyber-attacks (e.g., DDoS attacks) or vulnerabilities [14, 17, 18, 2].
Table 1: Number of documents from each text source and the labelling method used for each source

<table>
<thead>
<tr>
<th>Source</th>
<th>Cybersecurity</th>
<th>Non Cybersecurity</th>
<th>Labelling Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit</td>
<td>164750</td>
<td>4184184</td>
<td>Sub-reddits</td>
</tr>
<tr>
<td>Stackexchange</td>
<td>41162</td>
<td>4842461</td>
<td>Post topic labels</td>
</tr>
<tr>
<td>Arxiv</td>
<td>12132</td>
<td>28996</td>
<td>Keyword search + topic restriction</td>
</tr>
</tbody>
</table>

For a review of text classification with deep learning models, see [20], and for a survey of gathering social media data, see [6].

2 Methods

This section describes the methods used to gather labelled text, preprocess and vectorize that text, train several machine learning models using the labelled data, and lastly evaluate the accuracy of these machine learning models.

All figures in this article were created using Matplotlib and Python3.7 [12].

2.1 Text sources

For this research, we focus on gathering large amounts of text from the three sources Reddit, Stackexchange, and Arxiv. For gathering Reddit text we used the python modules praw and psaw [23, 1]. In order to query data from StackExchange, we used the python module StackAPI (which is a python wrapper for the StackExchange API [26]). For gathering Arxiv documents, we used the python module arxiv [5]. As a summary of the raw data collected, Table 1 shows the number of cybersecurity and non cybersecurity documents gathered from each source, along with the document labelling method for each source. Next we define the precise methodology for gathering and labelling the documents from each source.

Reddit  Reddit [24] is an internet discussion website that allows registered users to submit different types of content (e.g., text posts, images, links, videos) to the site. Each of these posts then get voted on (upvoted or downvoted) by other users. The entire site is logically organized into sub-reddits. Each sub-reddit has a specific scope and topic of discussion. The document labeling strategy we use is to label documents according to which sub-reddit they originate from.

For gathering cybersecurity related text, we first defined 40 cybersecurity related sub-reddits. Next, we queried each of those sub-reddits with a maximum number of posts
Fig. 1: Reddit token data histogram

returned of 1,000,000 (This does not mean we get 1,000,000 posts for each sub-reddit). The default sorting method for the posts returned is a Reddit defined post metric called Hot; for the purpose of querying with the API, this can not be changed.

For gathering non cybersecurity related text, we search the top 100 most popular sub-reddits at the time of searching (this list can also be found at [22]) using the same method described above. None of the 40 cybersecurity topic focused sub-reddits are in the top 100 most popular sub-reddits.

For gathering posts in general, we perform some filtering of the data before actually labelling and storing each document. In particular, we remove all posts which are marked as deleted or removed, since those posts do not contain any post text anymore (these posts were either removed by the user who posted it or a Reddit administrator).

For each post, the title and main post are treated separately in the API. In order to construct a document out of each post, we treated the title as the first sentence and the post content as the remainder of the document (i.e., we merged the two pieces of text with a period and space in between to logically separate them for future parsing).

Figure 1 shows the distribution of the collected tagged Reddit text in terms of token (i.e., usable words) length.

**Stackexchange** Stackexchange [27] is a group of Q&A websites whose topics of discussion are wide ranging; but the most popular sites are developer and programming sites such as Stackoverflow. The sites are self moderating in that registered user’s can upvote and downvote posts. Each site also allows the users who post to identify posts using topic tags.
We used multiple Stackexchange sites as text sources (see [22] for the full list). For each of these Stackexchange sites, we gathered the top (defined by most upvoted) 10,000 posts for each month since the inception of the given Stackexchange site.

Next, we defined a list of cybersecurity related topic tags across different security and technology related Stackexchange sites (this list of cybersecurity terms, we labelled each post as being cybersecurity related if it used any of the tags in our list and otherwise it was labelled as not cybersecurity related.

As with Reddit, for each post we queried, we merged the title and main post text into a single document.

Figure 2 shows the distribution of the collected tagged Stackexchange text in terms of token (i.e., usable parsed word) length.

**Fig. 2: Stackexchange token data histogram.**

Arxiv Arxiv [4] is an open access repository of e-prints (including papers before peer-review and after peer-review). The repository includes scientific papers on wide ranging topics including computer science, mathematics, physics, statistics, and economics. Each paper comes with one more topic labels and can be downloaded in the form of a PDF.

The methodology for gathering cybersecurity labelled text is as follows. We used a seed list of cybersecurity terms and topics in order to search Arxiv (the word list is provided in [22]). Of the resulting papers returned in the search, if any of the tags are cs.CR (which broadly is defined as computer science regarding cryptography and cybersecurity), then we download that pdf and tag the document as cybersecurity related.

For gathering non cybersecurity related documents from Arxiv, we searched all of the remaining non cs.CR categories and chose the top 100 (i.e., most relevant) papers from
each of those categories; any of these papers with a cs.CR were not downloaded, since those documents would be cybersecurity related.

The last step involves some text cleaning, which is specific to Arxiv, since all of the documents are PDFs. First, we remove all non-English documents (some of the downloaded technical documents were in a variety of other languages). Non-English documents were found using langdetect [16]. With non-English documents, the majority of the text was non-English, therefore the full document was not used. In future work, we may instead translate the non-English documents and use them as well. Next, we use tika to parse the PDF’s into raw text. In some cases, tika is unable to parse the PDF’s (in which case we cannot use those documents). Figure 3 shows the distribution of the collected tagged Arxiv text in terms of token (i.e., usable word) length.

In Figure 3, we see that the average document length for Arxiv is in the thousands of words. In Figure 1, we saw that the Reddit average post length is less than 100 words, in contrast to Arxiv. In Figure 2, we observe that the average StackExchange post length is approximately 100. Across all three text sources, the difference in average document length between cybersecurity and non cybersecurity documents is marginal. The most significant difference between the cybersecurity and non cybersecurity documents is that there are many more non cybersecurity documents than cybersecurity documents.

2.2 Text preprocessing

In order to use each document in the various classification algorithms, it is necessary to vectorize each document. In order to standardize all documents so that this vectorization process is consistent, we preprocess each document in a variety of ways. Specifically we
Table 2: Pre-processed text showing the number of cleaned and tokenized documents that are not empty (here by empty we mean having no detectable English words).

<table>
<thead>
<tr>
<th>Source</th>
<th>cybersecurity</th>
<th>non cybersecurity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit</td>
<td>163,739</td>
<td>4,129,605</td>
</tr>
<tr>
<td>Stackexchange</td>
<td>41,162</td>
<td>4,842,459</td>
</tr>
<tr>
<td>Arxiv</td>
<td>12,132</td>
<td>289,969</td>
</tr>
</tbody>
</table>

remove URL’s, non ascii characters, code tags, all HTML tags, and excessive whitespace. Table 2 shows the total number of usable documents after we have cleaned the text.

2.3 Vectorizer

For this research, we used a term frequency - inverse document frequency (TF-IDF) vectorizer found in *scikit-learn* [21]. TF-IDF vectorization is used to show how common (or important) a given word is in the input document. In particular, it weights words more heavily that occur at a greater frequency. The first step in creating a consistent vectorization method across all documents was compiling the more relevant and popular English words to use for this vectorizer. To this end, we used two English word lists and a custom list of cybersecurity terms. We used *google20kwords* from [9] and *30k.txt* from [8].

We merge all of these lists, remove all duplicates, and remove all entries that are not English words. To determine whether to remove or keep a word, if any of the three methods *nltk* (see [7]) words, nltk wordnet, or the python module *enchant* consider a word to be English, we include it in the dictionary. Pronouns and nouns, such as names and company names, are not considered English words. The resulting English dictionary has a length of 24,538 (the word list is provided in [22]). Non English words were not vectorized because the vast majority of the text we gathered was English and using this fixed English dictionary means that non English words are automatically removed. Future work may include handling foreign language words.

We then fit a TF-IDF vectorizer to this dictionary, save it with 32 bit precision (in order to reduce memory costs), and use this vectorizer for computing the inputs to all machine learning classifiers. The TF-IDF vectorizer can be used to vectorize sentences, paragraphs, or entire documents. In our case, we vectorized each document using TF-IDF. We do not remove any stop words during this vectorization because in simple grid search experiments, removing stop words increased accuracy in some cases, while in other cases it decreased accuracy (both training and testing accuracy). Therefore, since removing stop words or not was not clearly motivated, we did not perform this extra step.
2.4 Machine learning classifiers

We test a total of 6 different types of machine learning classifiers. For all of these classifiers, we use a fixed TF-IDF vectorizer that has been fitted to the English dictionary described in the previous section. Specifically, we use Decision Tree, Random Forest, Logistic, LinearSVC, and Multi-layer Perceptron (MLP). Each of these five models were provided in the python module scikit-learn (version 0.22.0) [21]. We also build a Deep Neural Network (DNN) model using tensorflow (version 2.3.0).

For the Decision Tree classifier, we set the maximum depth to be 100, to reduce the real time computational cost. For the DNN model, we specify all of the parameters and hyperparameters used in Section 2.4. For all other models, we used default parameters.

Deep Neural Network We build a simple multi-layer neural network with one hidden layer using tensorflow; we use a sequential model with 3 layers. The first layer has an input equal to the length of English dictionary we used (24,538 words), with 10,000 nodes. The second layer has 1,000 nodes and the last layer has 100 nodes. The output layer has 2 nodes. The output layer uses an activation function softmax and every other layer uses relu.

The number of epochs we use is not fixed when training the model. Instead, we train the model until a certain threshold training accuracy has been reached. In our experiments we try two different accuracy thresholds 0.95 and 0.99. The number of samples per iteration was fixed to 4,000. We use sparse-categorical-crossentropy for the model loss function, the model metric is accuracy, and Adam [15] as the model optimizer. To speed up the training and validation time, we also set the flags workers to 400 and use-multiprocessing to True.

Since we try two different accuracy thresholds (0.95 and 0.99), we actually train 2 different deep neural network models. Thus, in total we train 7 different models in the following section.

3 Experiments

In this section we investigate some of the relevant parameters, both of the text and the machine learning models, that influence the training and testing accuracy.

First, we perform some simple grid-search optimizations of some of the model hyperparameters. Although not shown here for the sake of space, we found that these hyperparameters generally converge to reasonable performance after some number of iterations and/or model size. Second, we investigate how the minimum word length of the data changes both the training and the testing accuracy. In these first two steps, we generally had to run many instances of each algorithm and therefore typically we would select a subset
Fig. 4: False negative and false positive rates as a function of token length (i.e. usable word length) for the Reddit labelled text

of the data to train and validate on. In the third step, we train on half of each of the text source’s datasets and validate the models on the other half (in some cases, due to RAM limitations, we trained on 3/8 of the data and validated on 5/8). Next, we validate how each of these trained models performs on disparate text sources that they were not trained on (e.g., validating a model trained on Reddit text using text from Stackexchange). Finally, we combine all of these models into a unified Python tool called CTC. We show that CTC classifies large numbers of text documents with relatively low error rates.

As shown in Table 1, the labelled data we have gathered is quite skewed towards being made of mostly not cybersecurity documents. This is not unexpected, but it means that training a machine learning model on that dataset will result in unequal weighting of the importance of the classification tasks. In an attempt to correct this towards an evenly balanced dataset, for each machine learning model we use the following class weighting rule. If we have \( n_c \) cybersecurity documents and \( n_{nc} \) not cybersecurity documents, then the class weight for not cybersecurity is 1 and the class weight for cybersecurity is \( \frac{n_{nc}}{n_c} \).

In the remainder of the article we use FN to denote false negative rate and FP to denote false positive rate.

### 3.1 Token Length

In this section, we determine the behavior of several of the classifiers as a function of the minimum token length used on the training and validation datasets. Across all three text sources we select random subsets of the full training data to reduce the overall needed computation time. The procedure we used was to eliminate all documents with usable token lengths less than \( N \) (\( N \) is plotted on the x-axis of the plots shown in the remaining
subsections), train the model on the training data, and then validate (and plot) the accuracy using the unseen validation data (both the validation data and training data had at least $N$ usable tokens in each document). To save space, we show these results for 4 different machine learning classifiers, Decision Tree, LinearSVC, Random Forest, Logistic, on each of three text sources.

Reddit For Reddit, we set both the training and validation datasets to have 40,000 Cybersecurity labelled documents and 50,000 non Cybersecurity labelled documents. In Figure 4, we plot the false negative and false positive rate as a function of token length for four different classifiers. Figure 4 on the left shows an increase in the false negative rate for the Random Forest Decision Tree and Logistic classifiers as token length increases, while LinearSVC false negative rate remains relatively unchanged. Figure 4 on the right shows a decrease in the false positive rate as a function of token length across all 4 classifiers.

Stackexchange For Stackexchange, we set both the training and validation datasets to have 20,581 Cybersecurity labelled documents and 50,000 non Cybersecurity labelled documents. In Figure 5, we plot the false negative and false positive rate as a function of token length for four different classifiers. Figure 5 on the left shows that Random Forest, Logistic, and Decision Tree models increase in false negative rate as token length increases. Figure 5 on the right shows that the false positive rate decreases as a function of token length for DecisionTree and RandomForest, while LinearSVC and Logistic classifiers remain relatively unchanged.
Arxiv For Stackexchange, we set both the training and validation datasets to have 1,000 cybersecurity labelled documents, and 3,000 not cybersecurity labelled documents. In Figure 5 we plot the false negative and false positive rate as a function of token length for 4 different classifiers. Figure 5 on the left shows an increase in false negative rates as a function of usable token length for each of the 4 classifiers. Figure 5 on the right shows that DecisionTree and RandomForest false positive rates decrease as a function of token length, while LinearSVC and Logistic classifiers increase in false positive rates as a function of token length. Since the average usable word length of the documents from Arxiv are very large, see Figure 3, the manner in which the error rates change as a function of token length for the Arxiv source is not as important as for Reddit and Stackexchange sources.

To train the machine learning models, we want to not include documents with too few tokens because the topic being discussed may be ambiguous or unclear. However, we want relatively balanced error rates between false negative and false positive. Most importantly, we want our models to be able to classify a wide range of internet text. For this reason, we would want to train on data with smaller token lengths. Given these factors, we conclude that a minimum usable token length of 10 is reasonable for training the models in the remaining experiments.

3.2 Validation

Next, we train all seven of the machine learning models described in Section 2.4 on each of the three labelled text sources (Reddit, Stackexchange, Arxiv), resulting in a total of 21 distinct trained models. Following the token length experiments of Section 3.1, we use only labelled data which has word length (token length) of at least 10 (this reduces the
For each model type and each text source, we train the model on one half of the labelled data, and then validate on the other half (in some cases, where training on one half of the data is too computationally costly, we train on 3/8 of the data).

Since we want these machine learning models to be applied to text that may not come form Arxiv or Stackexchange or Reddit, one way to evaluate each of these models is to predict the topic of text from the two sources the model was not trained on; for example predicting the topic of the labelled Arxiv and Stackexchange dataset given the model was trained on Reddit text. In this section we show the validation accuracy (i.e., testing accuracy) and cross validation accuracy for each of the 21 trained models. In particular, Tables 3, 4, 5, 6, 7, 8, 9 show the cross validation results. In these tables we show the training accuracy as well as the cross validation false negative and false positive rates. Under the training accuracy column, we only get one training accuracy entry for each of the three text sources (the other rows are validation accuracy results), which means that six of the entries in that column will be empty.

As a general summary of the cross validation results, we observe the trend that the false negative and false positive rates for the models trained on a source and then validated

**Table 3: Cross validate DNN at 0.99**

<table>
<thead>
<tr>
<th>Training source</th>
<th>Validation source</th>
<th>Training accuracy</th>
<th>Validation FN</th>
<th>Validation FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit 1/2</td>
<td>Arxiv</td>
<td>0.0505</td>
<td>0.1438</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Stackexchange</td>
<td>0.2903</td>
<td>0.1115</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Reddit 1/2</td>
<td>0.9932</td>
<td>0.0177</td>
<td>0.1801</td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Arxiv</td>
<td>0.0007</td>
<td>0.7711</td>
<td></td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Stackexchange 1/2</td>
<td>0.991</td>
<td>0.0083</td>
<td>0.3081</td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Reddit</td>
<td>0.0666</td>
<td>0.6837</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Arxiv 1/2</td>
<td>0.9933</td>
<td>0.0172</td>
<td>0.0236</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Stackexchange</td>
<td>0.2353</td>
<td>0.2007</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Reddit</td>
<td>0.1068</td>
<td>0.4041</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4: Cross validate DNN at 0.95**

<table>
<thead>
<tr>
<th>Training source</th>
<th>Validation source</th>
<th>Training accuracy</th>
<th>Validation FN</th>
<th>Validation FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit 1/2</td>
<td>Arxiv</td>
<td>0.0867</td>
<td>0.0886</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Stackexchange</td>
<td>0.4485</td>
<td>0.0499</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Reddit 1/2</td>
<td>0.9573</td>
<td>0.0397</td>
<td>0.1043</td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Arxiv</td>
<td>0.0013</td>
<td>0.6222</td>
<td></td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Stackexchange 1/2</td>
<td>0.9644</td>
<td>0.0317</td>
<td>0.1415</td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Reddit</td>
<td>0.0662</td>
<td>0.5342</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Arxiv 1/2</td>
<td>0.9578</td>
<td>0.0182</td>
<td>0.0748</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Stackexchange</td>
<td>0.2052</td>
<td>0.2393</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Reddit</td>
<td>0.0714</td>
<td>0.4964</td>
<td></td>
</tr>
</tbody>
</table>
Table 5: Cross validate Logistic

<table>
<thead>
<tr>
<th>Training source</th>
<th>Validation source</th>
<th>Training accuracy</th>
<th>Validation FN</th>
<th>Validation FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit 1/2</td>
<td>Arxiv</td>
<td>0.27</td>
<td>0.0101</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Stackexchange</td>
<td>0.5136</td>
<td>0.0282</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Reddit 1/2</td>
<td>0.9509</td>
<td>0.0496</td>
<td>0.0849</td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Arxiv</td>
<td>0.0255</td>
<td>0.2211</td>
<td></td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Stackexchange 5/8</td>
<td>0.9599</td>
<td>0.0403</td>
<td>0.1037</td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Reddit</td>
<td>0.1162</td>
<td>0.4089</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Arxiv 1/2</td>
<td>0.965</td>
<td>0.0296</td>
<td>0.0557</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Stackexchange</td>
<td>0.0347</td>
<td>0.6919</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Reddit</td>
<td>0.0035</td>
<td>0.8513</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Cross validate RandomForest

<table>
<thead>
<tr>
<th>Training source</th>
<th>Validation source</th>
<th>Training accuracy</th>
<th>Validation FN</th>
<th>Validation FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit 1/2</td>
<td>Arxiv</td>
<td>0.0037</td>
<td>0.7019</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Stackexchange</td>
<td>0.0271</td>
<td>0.7481</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Reddit 1/2</td>
<td>0.9998</td>
<td>0.0018</td>
<td>0.6921</td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Arxiv</td>
<td>0.0004</td>
<td>0.9736</td>
<td></td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Stackexchange 1/2</td>
<td>1.0</td>
<td>0</td>
<td>0.9811</td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Reddit</td>
<td>0.0004</td>
<td>0.982</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Arxiv 1/2</td>
<td>1.0</td>
<td>0.013</td>
<td>0.0374</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Stackexchange</td>
<td>0.001</td>
<td>0.9705</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Reddit</td>
<td>0.0001</td>
<td>0.9914</td>
<td></td>
</tr>
</tbody>
</table>

on the same text source (not the same data, just the same text source e.g., Reddit) are usually relatively low (less than ten percent). The exceptions to this are RandomForest and Decision Tree for Reddit and Stackexchange sources. We also observe varied error rates for the cross validation experiments. In particular, we usually see an asymmetry in the error rates - i.e., the false negative rate is very high and the false positive rate is very low or the reverse.

3.3 Cybersecurity Topic Classification (CTC) tool

Now we combine all of these trained models (the validation data for these models was shown in the previous section) into a single NLP tool for cybersecurity topic modeling. In particular, for a given set of documents, we vectorize using the TF-IDF vectorizer used in all of these experiments. Then, we run all 21 models on those documents and report the results. To come to a final decision as the output of the tool, we take the majority vote on the output of the 21 ML models. This is a reasonable approach because it is simply taking the consensus of all of the trained models. This means that no outlier can change the tool’s decision making process, making the system robust against outlier predictions.
Table 7: Cross validate LinearSVC

<table>
<thead>
<tr>
<th>Training source</th>
<th>Validation source</th>
<th>Training accuracy</th>
<th>Validation FN</th>
<th>Validation FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit 1/2</td>
<td>Arxiv</td>
<td>0.1482</td>
<td>0.0463</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Stackexchange</td>
<td>0.4543</td>
<td>0.0397</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Reddit 1/2</td>
<td>0.9566</td>
<td>0.0463</td>
<td>0.0992</td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Arxiv</td>
<td>0.0041</td>
<td>0.5392</td>
<td></td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Stackexchange 5/8</td>
<td>0.9673</td>
<td>0.0335</td>
<td>0.1385</td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Reddit</td>
<td>0.0928</td>
<td>0.4993</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Arxiv 1/2</td>
<td>0.9882</td>
<td>0.0147</td>
<td>0.0302</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Stackexchange</td>
<td>0.0205</td>
<td>0.6619</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Reddit</td>
<td>0.0039</td>
<td>0.8224</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Cross validate DecisionTree

<table>
<thead>
<tr>
<th>Training source</th>
<th>Validation source</th>
<th>Training accuracy</th>
<th>Validation FN</th>
<th>Validation FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit 1/2</td>
<td>Arxiv</td>
<td>0.2338</td>
<td>0.2309</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Stackexchange</td>
<td>0.4181</td>
<td>0.3088</td>
<td></td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Reddit 1/2</td>
<td>0.9749</td>
<td>0.0398</td>
<td>0.3233</td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Arxiv</td>
<td>0.0242</td>
<td>0.2986</td>
<td></td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Stackexchange 1/2</td>
<td>0.9854</td>
<td>0.0188</td>
<td>0.4127</td>
</tr>
<tr>
<td>Stackexchange 1/2</td>
<td>Reddit</td>
<td>0.0248</td>
<td>0.6518</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Arxiv 1/2</td>
<td>1.0</td>
<td>0.0249</td>
<td>0.0641</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Stackexchange</td>
<td>0.0186</td>
<td>0.7244</td>
<td></td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Reddit</td>
<td>0.0132</td>
<td>0.7857</td>
<td></td>
</tr>
</tbody>
</table>

CTC Error rates Here, we show that the CTC tool on average performs better than any of the individual 21 trained models.

We use the labelled dataset of [28] for this experiment. In particular, we use both the training and testing dataset from [28] in this validation test. The dataset has 4 different labels: 1 (World), 2 (Sports), 3 (Business), 4 (Sci/Tech). Since 4 can include cybersecurity content, we entirely remove 4, and then merge classes 1, 2, and 3 into non cybersecurity. Collectively, we call this data source ag-news. We also used [3] as a data set, which is definitely not cybersecurity related. We call this dataset philosophy. Both ag-news and philosophy are used as large datasets which provide an idea of the false positive rate.

Next, we want to develop a labelled dataset for cybersecurity related text to validate the performance of CTC. To this end, we pull a random subset of 100 documents from seven internet forums/discussion blogs and then hand label the topic’s of each of these 700 documents. Note that several of these sources are heavily cybersecurity related, which we want to get a reasonable sample of cybersecurity text with which to validate the models. In several cases, the random documents we accessed did not have any English words or enough English words (i.e., one or two words), so those documents were discarded. In total, from the seven sources, we have 698 labelled documents.
Table 9: Cross validate Multi-Layer Perceptron

<table>
<thead>
<tr>
<th>Training source</th>
<th>Validation source</th>
<th>Training accuracy</th>
<th>Validation FN</th>
<th>Validation FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit 1/2</td>
<td>Arxiv</td>
<td></td>
<td>0.0343</td>
<td>0.2406</td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Stackexchange</td>
<td></td>
<td>0.1412</td>
<td>0.276</td>
</tr>
<tr>
<td>Reddit 1/2</td>
<td>Reddit 1/2</td>
<td>0.9996</td>
<td>0.0078</td>
<td>0.3183</td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Arxiv</td>
<td></td>
<td>0.0004</td>
<td>0.8492</td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Stackexchange 5/8</td>
<td>0.9995</td>
<td>0.0027</td>
<td>0.5325</td>
</tr>
<tr>
<td>Stackexchange 3/8</td>
<td>Reddit</td>
<td></td>
<td>0.0179</td>
<td>0.8125</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Arxiv 1/2</td>
<td>0.9999</td>
<td>0.0147</td>
<td>0.0432</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Stackexchange</td>
<td></td>
<td>0.3002</td>
<td>0.3592</td>
</tr>
<tr>
<td>Arxiv 1/2</td>
<td>Reddit</td>
<td></td>
<td>0.117</td>
<td>0.5524</td>
</tr>
</tbody>
</table>

Table 10 shows the number of incorrectly labelled documents when using the CTC tool (the majority vote of the 21 individual models) and when using each of the individual 21 models applied to the new validation data described above. On average, the CTC tool outperforms the individual models across different text sources. Figure 8 shows a more concise version of Table 10, where we aggregate the results across the cybersecurity and non cybersecurity labelled validation text. Figure 8 shows that while there are some individual models that have very low false positive or low false negative rates, the majority vote of the 21 models has the lowest overall false positive and low false negative. For example, we observe that Arxiv-RandomForest has a very low false positive rate, but then has a very high false negative rate. Thus, the majority vote mechanism used in the CTC tool is more robust compared to the individual models.
CTC Timing  Lastly, we characterize how the CTC tool scales in terms of documents analyzed over time. We pull random subsets of some internet discussion posts of varying length and content and then measure the total wall clock time needed to classify that set of documents. We repeat this process for increasing numbers of input documents.

Figure 7 shows this scaling of documents analyzed over time. We observe that the wall clock time needed to classify \( N \) input documents has a consistently linear scaling. This scaling is largely due to using multiprocessing for the tensorflow DNN models. The limiting factor of how many documents CTC can ingest is the available RAM on the host computer. For the result shown in Figure 7, the device had 500 Gb of RAM, but we do not characterize exactly where the RAM limit is.

4 Conclusion and Future Work

This article proposed a methodology for gathering labelled English text for the purpose of topic modelling cybersecurity discussions. We then trained multiple machine learning models using this labelled data, and showed that combining these models into a consensus majority voting tool results in both low error rates and scalability in terms of documents classified per hour.

There remain many possible future research avenues:

1. Considering unsupervised clustering methods, which can determine how similar each source of training data is, and therefore also how similar a new input document is to each of these sources can yield lower error rates and lower computation times by using only a single machine learning classifier that has the highest accuracy for that type of document (based on the validation experiments done previously).
2. Using clustering methods to first cluster the corpus of labelled training data into a large number of clusters and then separately training machine learning models on each of those clusters could yield higher accuracy when using all of the models together.
3. Using other vectorization algorithms that make use of a larger dictionary of words, as well as the sequence in which words are used, may improve performance over using a bag of words model.
4. Gathering more labelled data from other online sources, for example from Twitter, Quroa, or Medium, would increase the size of the training set. These sites also offer methods of mining labelled natural language posts, for example [18] and [14] use data from Twitter.
5. Analyzing the explainability of the machine learning algorithms could generate new insight. For example, the decision tree algorithm might provide a more compact and explainable logical decision path for this particular topic modeling task.
6. Using other machine learning algorithms that may be better suited to topic classification tasks, for example Recurrent Neural Networks.
7. Exploring the use of subset's of the 21 machine learning models (with the majority voting mechanism) could improve results and reduce computational time. In particular, some subset may perform better than all 21 models and individual models.
8. Including non English posts / documents may provide additional valuable data once translated.
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(a) False negative rate comparison across models.

(b) False positive rate comparison across models.

Fig. 8: CTC error rate comparison to single ML models
<table>
<thead>
<tr>
<th>Text source and label</th>
<th>Number of documents</th>
<th>21 models incorrectly labelled</th>
<th>Individual models incorrectly labelled vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google security blog Cybersec</td>
<td>98</td>
<td>3</td>
<td>[0, 3, 5, 8, 63, 22, 4, 3, 0, 0, 0, 73, 11, 22, 47, 20, 3, 10, 98, 37, 54]</td>
</tr>
<tr>
<td>Darkreading Cybersec</td>
<td>98</td>
<td>4</td>
<td>[2, 9, 6, 8, 41, 23, 11, 6, 2, 0, 1, 83, 21, 29, 27, 17, 1, 11, 97, 30, 34]</td>
</tr>
<tr>
<td>Fireeye Cybersec</td>
<td>94</td>
<td>6</td>
<td>[2, 11, 5, 6, 56, 27, 3, 3, 3, 2, 2, 71, 10, 18, 51, 20, 3, 19, 94, 30, 52]</td>
</tr>
<tr>
<td>Ycombinator Cybersec</td>
<td>2</td>
<td>2</td>
<td>[1, 1, 2, 2, 2, 1, 1, 2, 2, 0, 2, 1, 2, 2, 2, 1, 2, 1, 2]</td>
</tr>
<tr>
<td>Schneier Cybersec</td>
<td>35</td>
<td>5</td>
<td>[2, 7, 14, 12, 29, 7, 5, 4, 2, 1, 1, 20, 4, 7, 19, 13, 1, 7, 34, 14, 24]</td>
</tr>
<tr>
<td>Tom's-forum Cybersec</td>
<td>1</td>
<td>0</td>
<td>[0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 1]</td>
</tr>
<tr>
<td>thehackernews Cybersec</td>
<td>92</td>
<td>19</td>
<td>[8, 20, 32, 30, 60, 47, 28, 13, 7, 2, 3, 69, 23, 35, 32, 16, 2, 10, 92, 34, 32]</td>
</tr>
<tr>
<td>Google security blog Not Cybersec</td>
<td>2</td>
<td>2</td>
<td>[2, 2, 2, 2, 0, 1, 2, 1, 2, 2, 2, 0, 1, 0, 0, 0, 2, 1, 0, 0, 1]</td>
</tr>
<tr>
<td>Darkreading Not Cybersec</td>
<td>1</td>
<td>0</td>
<td>[0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0]</td>
</tr>
<tr>
<td>Fireeye Not Cybersec</td>
<td>5</td>
<td>0</td>
<td>[2, 1, 0, 0, 3, 1, 0, 2, 2, 0, 1, 0, 2, 0, 1, 0, 3, 1, 0, 2, 0]</td>
</tr>
<tr>
<td>Ycombinator Not Cybersec</td>
<td>98</td>
<td>0</td>
<td>[22, 3, 2, 0, 0, 2, 14, 7, 14, 22, 15, 0, 19, 0, 1, 2, 22, 6, 0, 5, 0]</td>
</tr>
<tr>
<td>Schneier Not Cybersec</td>
<td>65</td>
<td>15</td>
<td>[30, 19, 20, 21, 0, 41, 27, 11, 17, 31, 24, 4, 36, 6, 5, 15, 37, 19, 0, 38, 5]</td>
</tr>
<tr>
<td>Tom's-forum Not Cybersec</td>
<td>99</td>
<td>0</td>
<td>[14, 5, 0, 0, 0, 0, 12, 10, 16, 20, 19, 0, 12, 4, 5, 6, 6, 0, 0, 0, 1, 0]</td>
</tr>
<tr>
<td>thehackernews Not Cybersec</td>
<td>8</td>
<td>0</td>
<td>[4, 1, 0, 0, 0, 3, 1, 2, 6, 5, 0, 1, 0, 0, 0, 4, 2, 0, 0, 0]</td>
</tr>
<tr>
<td>ag-news Not Cybersec</td>
<td>95698</td>
<td>521</td>
<td>[13957, 8143, 1119, 1670, 0, 3832, 12063, 285, 862, 6435, 4565, 104, 4920, 345, 939, 1638, 14158, 9228, 112, 5929, 1319]</td>
</tr>
<tr>
<td>Philosophy Not Cybersec</td>
<td>360808</td>
<td>434</td>
<td>[37654, 23525, 284, 454, 0, 1074, 35416, 34027, 52652, 13267, 23344, 59, 4831, 3913, 79093, 68829, 23065, 27708, 12, 2631, 4992]</td>
</tr>
</tbody>
</table>

Table 10: Number of incorrectly labelled documents across multiple text sources. The first column shows the labelled text source. Second column shows the total number of documents from that text source. Third column shows the total number of documents that the CTC tool (i.e. the majority vote of the 21 models) incorrectly labelled. Fourth column shows the number of incorrectly labelled documents by each of the 21 individual models.
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**Abstract**

India and many other countries like UK, Australia, Canada follow the ‘common law system’ which gives substantial importance to prior related cases in determining the outcome of the current case. Better similarity methods can help in finding earlier similar cases, which can help lawyers searching for precedents.

Prior approaches in computing similarity of legal judgements use a basic representation which is either a bag-of-words or dense embedding which is learned by only using the words present in the document. They, however, either neglect or do not emphasize the vital ‘legal’ information in the judgements, e.g. citations to prior cases, act and article numbers or names etc.

In this paper, we propose a novel approach to learn the embeddings of legal documents using the citation network of documents. Experimental results demonstrate that the learned embedding is at par with the state-of-the-art methods for document similarity on a standard legal dataset.
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1. **Introduction**

It is hard to imagine modern human civilization without the ‘rule of law’. Strangely, not enough effort has gone into using digital information processing and retrieval techniques in the legal domain. While digital archiving of legal information has indeed happened, the rich inter-relationships and dependencies between legal documents have not been adequately captured. The size of the information base precludes using manual methods to do this. It has to be done algorithmically.

Legal information can be put into two broad categories that are actually intimately connected. First, we have the laws that are codified in the form of articles of a constitution, acts, statutes, rules, procedures etc. passed or laid down by various bodies (like parliaments, legislatures, panchayats, local bodies, etc.) who are empowered to do so. And second, we have the vast body of judgements or decisions that interpret and apply the law or rules when two or more parties are on opposing sides and approach an adjudicating body - typically a court. While laws, rules and procedures change relatively slowly the body of judgements grows much more rapidly.

Most countries like the Commonwealth countries (UK, Australia, Canada, India, etc.), USA and several others follow the common law system. In this system substantial importance is given to prior related cases to determine the outcome for the current case, a principle known as *stare*
decisis - literally ‘let the decision stand’. This means judgements in cases similar to the current case are a critical component for decision making. So, it is important to invent robust similarity metrics and ways to organize documents such that similar documents cluster together and are easily accessible.

In this paper, our main aim is to calculate the similarity between legal documents by learning suitable embedding vector space, which captures their semantic meaning and the relationships among them. We solve this problem by transforming each legal document to a vector \( R^d \) (\( d \) is the dimension of a suitably chosen vector space) and then calculate the cosine similarity between the vectors.

2. CHALLENGES

Measuring the similarity of legal documents is non-trivial as legal documents are quite complex in nature. They contain different kinds of information like facts of the case, citations, mention and interpretations of laws/statutes, legal reasoning, opinions on social and economic matters all of this often in a single judgement. Clearly, different similarity metrics will apply depending on the kind of similarity that is sought by the end user. In this paper the similarity we are concerned with is guided by the common law system. So, we look for earlier judgements that are pertinent (i.e. similar) to the current case.

Legal documents differ from other documents in the following ways:

- Legal documents are usually long and contain complex sentences and often the required information is embedded in a mass of text making it difficult to find.
- Legal documents contain legal jargon and citations to prior cases, laws, articles, acts, etc. which is important information that is external to the document itself.
- A legal document may pertain to more than one legal issue and thus may be useful in cases that are not similar on the surface.

Standard methods like: bag-of-words vectors, document vectors constructed using word embeddings in vector spaces, latent Dirichlet allocation (LDA) to assign topic words etc. ignores or does not give the importance to the specific legal information in the judgement (like acts, articles and citations to prior cases). So, we tried to capture this legal information in the form of a citation network (weighted graph) and learned the embedding of legal judgements using that graph.

3. RELATED WORK

KUMAR ET AL. [1] proposed multiple approaches to find similar legal judgements by using the techniques of information retrieval (IR) and search engines. They analyzed four approaches to find similarity between documents and found that legal term cosine similarity performed well. They analysed the following four approaches: (1) All term cosine similarity: In this approach, they represent each document as a vector using tf-idf and the similarity is computed using cosine similarity. The tf–idf is the product of two statistics, term frequency and inverse document frequency. (2) Legal term cosine similarity: They only consider ‘legal’ words in the documents - those that occur in a legal dictionary. Then represent each document as a vector using tf-idf and the legal dictionary and similarity is again computed using cosine similarity. (3) Bibliographic coupling (BC) similarity: They made a citation graph of the documents by finding the citations using regular expressions and the similarity is measured using Bibliographic coupling (BC). The bibliographic coupling similarity score between two legal documents is equal to the number of
common out-citations. Out-citations for document $d$ are the documents that are cited by document $d$. (4) **Co-citation (CC) similarity**: Co-citation (CC) similarity is the number of common in-citations in the citation graph. In-citations for document $d$ are the documents that cite document $d$.

KUMAR ET AL. [2] presented a hybrid approach, based on the text and the citation network. They proposed an improved approach to find the similarity between the legal judgements using link-based similarity. Through the experiments, they observed that it is possible to find similar judgements by using citations. For this, they introduced the notion of paragraph-links to improve the efficiency of link-based similarity methods. To calculate paragraph-links, as each document constitutes many paragraphs and these paragraphs are considered as a separate entity. Now a similarity score across all pairs of paragraphs is measured. For measuring similarity between a pair of paragraphs, they first represented the paragraph into the tf-idf embedding and then computed the cosine similarity between them. A paragraph-link is inserted between judgements A and B if any similarity score between paragraphs is greater than a threshold.

THENMOZHI ET AL. [3] proposed an approach to retrieve precedent cases that are relevant to the current case. They used three methods to find the similarity score. (1) **With concepts and tf-idf scores**: In this approach, they extracted all forms of nouns (NN (singular noun), NNS (plural noun), and NNP (proper noun)) and considered only these nouns to get the tf-idf representation of the document. The similarity score was calculated using the cosine similarity between the tf-idf representation of the documents. (2) **With concepts, relations, and tf-idf scores**: In this approach, they extracted all forms of nouns (NN, NNS, and NNP) and verb (VB (verb, base), VBD (verb, past tense), VBZ (verb, 3rd person), VBN (verb, past participle)) as well to get the tf-idf representation of the documents. The similarity score was the cosine similarity between the tf-idf representation of documents. (3) **With concepts, relations, and Word2Vec**: In this approach, they extracted all forms of nouns (NN, NNS, and NNP) and verb (VB, VBD, VBZ, VBN) and used Word2Vec [4] to get a vector for each extracted word and represented each document as vector $\in \mathbb{R}^{300}$ by taking the average of all the vectors of the vocabulary words present in the document.

MANDAL ET AL. [5] performed extensive experiments on legal documents using tf-idf, similarity measures (such as topic modeling), and neural network models (such as the average of word embeddings Word2Vec and document embeddings Doc2Vec [6]. They have shown that the Doc2Vec based technique significantly out-performs baseline techniques which utilize both text-based (TF-IDF) and network-based similarity measures (Bibliographic coupling similarity).

### 4. Proposed Method

#### 4.1. Dataset Preparation

For the experiments, we collected a set of 30,016 legal judgements of the Supreme Court of India over a period from 1950 to 2012. These documents were crawled from the Legal Information Institute of India that provides free access to various databases related to the Indian legal system. An example of a legal court case (document) is shown in Figure 4.1.

In addition, we crawled the dataset of Articles defined in the Constitution of India and important Acts like IPC (Indian Penal Code), CrPC (Code of Criminal Procedure), and CPC (Code of Civil Procedure). This dataset contains the information against each section’s number of acts (IPC, CrPC, CPC) and articles.
4.2. Our Approach

Our goal is to compute the similarity between legal documents. In order to find the similarity, we map each document in our corpus to a vector in $\mathbb{R}^d$ (where $d$ is the dimension of the vector space) and compute their cosine similarity. The useful legal information is very sparse in the document and is completely dominated by details of the case and other kinds of information that are not useful in deciding whether or not this judgement can be used as a precedent. Since court judgements give us useful information in the form of citations, section numbers of acts and articles, rule numbers of procedures, etc, we exploit this information along with the important words of the document to learn the embeddings. These embeddings are learned using the following sub-steps: (1) Information Extraction (2) Graph Construction (3) Graph Embedding.

4.2.1. Information Extraction

The text of a judgement apart from the judgement itself contains other useful information like references to acts and article numbers and citations to similar prior cases. An example is shown in Figure 4.1. This information can be used to compute similarity among documents. Specifically, we find the article, section numbers, and citations (e.g. Oma Ram v. State Of Rajasthan and ors.) mentioned in the document using regular expressions. All this information is stored corresponding to each document in a table where every document is given a unique DOCID.

Each citation extracted from a document is mapped to the corresponding document title e.g. the extracted citation “Atma Ram vs. the State of Punjab” will be mapped with the document header “Atma Ram Kumar vs. State of Punjab and ors”. Since the citation and title cannot be matched directly, to solve this problem without manual intervention, we compute the score (given below) for each citation with respect to all the document titles. The score is calculated by

$$score = \frac{len(lcs(cite, doc-header))}{len(doc-header)}$$

where $lcs$ is the longest common subsequence and $len$ is the number of characters in the string.

The values will be in the range $[0-1]$. 
For titles that have a score at least equal to a threshold, the citation is mapped to the document title with the highest score. If there is no such title then the citation is not mapped and is ignored. We don't want to include more false positives and also at the same time do not want to miss the true positives so we choose the threshold value as 0.6 based on our manual checks.

With this approach, we were able to map more than 55% of all the citations in all the documents.

4.2.2. Graph Construction

Citation information can be nicely captured if we convert our set of documents into an undirected weighted graph where nodes are the individual legal judgements and an edge defines the similarity between the two judgements. An example of a citation graph is shown in Figure 4.2.

The resulting graph has 20,469 nodes and 109,892 edges. Some nodes are dropped since they contain no citations and also no judgement cites them. To further augment the graph, we added another type of edge called the tf-idf edge into our graph. The idea is to increase the number of edges and reduce sparsity. To add these edges, the following steps are performed sequentially:

1. Convert each document into a list of words using a tokenizer where each word is processed through a lemmatizer and excludes stopwords.
2. Since legal documents also contain some unnecessary information that is not useful in measuring the similarity, we need to remove this information. Intuitively, for any similar pair of documents, this unnecessary information will generally be specific to one document and will not be present in another document. Therefore to get the useful words in our corpus, we perform the following operation. For every pair of documents in which one document cites another, find the words that are common to both, called intersection words, then take the union of all intersection words for all citation pairs in our dataset. This final set of words are the catchwords and are found to be the most relevant words in our corpus.
3. Since our document is stored as a list of words, iterate over this list and exclude all words that are not present in the catchwords computed above.
4. Acts and articles present in a legal document are very important in capturing the similarity. To capture this information, we extended each document word list with the words that are mentioned in the definition of acts and articles which we collected in dataset preparation (section 4.1 above).
5. Now compute the tf-idf vector representation of each document.
6. Finally, compute cosine similarity \((\text{sim})\) for every possible pair of documents and if the \(\text{sim}\) is more than the threshold then this edge (tf-idf edge) is included in the graph with weight \(\text{sim}\) otherwise not. The value of threshold would affect the quality of the citation network, lower value of threshold would add more false (unrelated) edges while higher value would discard more good (related) edges. Through manual checks on a subset of document pairs, we used the value of threshold as 0.6.

Since any particular pair of documents in the graph can have both citation edge and tf-idf edge, in that case, we consider only the tf-idf edge. Finally, we get an undirected weighted graph of all the documents in our corpus. As new nodes are also included by introducing tf-idf edges. The final graph has 23,420 nodes and 355,426 edges.

4.2.3. Graph Embedding

Several graph embedding techniques have been proposed such as DeepWalk [7], LINE [8], BigGraph [9], Node2Vec [10] etc. In this paper, we used Node2Vec for feature learning. It takes as input an edge list with optional weights for edges and outputs a dense representation of the
nodes in the network. It learns a feature representation that maximizes the likelihood of preserving network neighborhoods of nodes in a \( d \) dimensional feature space. We ran the Node2Vec algorithm on our graph obtained in the previous step. We chose the following parameter values: \( \text{dimensions}=300, \text{walk length}=16, \text{number of walks}=300 \) and \( p, q = 1 \). After Node2Vec we have dense representations for all documents in our corpus.

![Diagram](https://via.placeholder.com/150)

Figure 4.2. Complete system overview

5. **EXPERIMENTS AND RESULTS**

As discussed above, our embeddings are derived from the citation graph, so the quality of learned embeddings depends on the quality of the citation graph. We conducted experiments to evaluate the quality of (i) Citation Graph (ii) Learned Embeddings using this citation graph.

**Dataset:** We used the dataset consisting of 47 pairs of documents from prior work by KUMAR ET AL. [1] and MANDAL ET AL. [5]. The original dataset were tagged by experts on a scale of 0 to 10 based on the similarity of the document pair.

**Baseline:** For baseline performance we consider the methods proposed in KUMAR ET AL. [1] and MANDAL ET AL. [5]. They studied different methods to learn document similarity. Specifically, [1] considered the co-citation and bibliographic coupling-based similarity methods to find similar judgements and [5] performed the experiments using (1) tf-idf representation of the document (2) Word2Vec, where each document vector is computed by taking the weighted average of word vectors in the document with weights being the tf-idf of the word (3) Doc2Vec [6].

**Results:** To compare our approach with previous benchmarks, we used the same evaluation metric as in [5] i.e. the Pearson correlation coefficient between the similarity scores computed by different methods and the expert scores. The Pearson correlation coefficient of two variables is
given by

\[
\rho = \frac{\text{cov}(X, Y)}{\sigma_X \cdot \sigma_Y}
\]

where \( \text{cov}(A, B) \) is the covariance of variables \( A \) and \( B \), and \( \sigma_A \) is the standard deviation of the variable \( A \). The correlation coefficient has a value in the range \([-1, 1]\) and will indicate how similar are variables \( A \) and \( B \).

To evaluate the Citation Graph, we computed the correlation coefficient between the expert’s scores and similarity of documents (inverse of the distance between the nodes (representing the documents) in the graph). The distance between the nodes is the minimum path length between the nodes and documents that are more similar will have less distance in the graph.

To evaluate the learned embeddings we computed the correlation coefficient between the expert’s scores and similarity of documents (using cosine similarity of learned embeddings of the document-pair). A higher value of cosine similarity will signify document-pair is similar and dissimilar otherwise.

The correlation coefficients of the methods are given in Table 5.1. Our learned embeddings outperforms MANDAL ET AL. [5] and other document embedding techniques. Also, we obtained 0.64 correlation (\( \rho \)) for Citation Graph which is at par with other benchmarks. The Citation Graph can further be improved using better extraction techniques or manually extracted citation pairs and may further improve our learned embeddings.

Table 5.1. Correlation Coefficient comparisons using different document representations

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>0.33</td>
<td>0.60</td>
<td>0.62</td>
<td>0.64</td>
<td>0.69</td>
<td>0.73</td>
</tr>
</tbody>
</table>

We also performed a binary classification task by modifying the dataset using similar settings as done in [5]. The expert scores (in the range \([0, 10]\)) are converted into two labels ‘0’ and ‘1’ i.e. scores in range \([0, 5]\) are considered dissimilar pairs and given label ‘0’ while scores in range \([6, 10]\) are considered similar pairs and given label ‘1’. At the time of prediction, a document-pair is given label ‘1’ if the cosine similarity between the embedding of the documents is greater than 0.5, otherwise given label ‘0’. The confusion matrix for our approach and [5] is shown in figure 5.1.

![Confusion Matrix](image)

Figure 5.1. Confusion Matrix for evaluating the performance of our approach and [5]. Here, the problem of identifying similar documents is modeled as a two-class classification problem, where document-pair is to be classified as either similar or not similar. Our Approach achieves better accuracies (87.23%) as compared to the baseline method [5] (80.85%).
6. Conclusion

In this paper, we have proposed a novel approach to algorithmically learn the representations of legal judgments using the citation graph. We explored the different types of information present in legal judgements. For example: facts of the case, citations to earlier cases, acts, articles, judicial reasoning, general observations. We started with the hypothesis that for common law systems the important information in the judgement is present in a) the citations of cases, articles, acts, etc. and b) the legally important words in the text. We represented this information in the form of a citation graph and learned the low dimensional representation of legal judgements on this graph. Our experiments and results show that the learned embeddings are capable of capturing the similarity between the legal judgements and outperform previous works on legal judgement similarity tasks. These learned representations of judgements can further be used in other downstream tasks like taxonomy construction, question-answering (document retrieval for user query), summarization, etc.

We believe that our results can be further improved by using better extraction methods for determining the cited judgements, acts, articles, and other important references or using the hand-curated dataset. This will help in constructing a dense citation graph which will result in learning better embeddings. Currently, we are not capturing amendments to existing laws that happen over time, so in future work, we can capture this information and may improve our results further.

References


© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons Attribution (CC BY) license.
OPTAGAN: ENTROPY-BASED FINETUNING ON TEXT VAE-GAN

Paolo Tirotta¹ and Stefano Lodi²

¹Department of Statistics, University of Bologna, Italy
²Department of Computer Science, University of Bologna, Italy

ABSTRACT

Transfer learning through large pre-trained models has changed the landscape of current applications in natural language processing (NLP). Recently Optimus, a variational autoencoder (VAE) which combines two pre-trained models, BERT and GPT-2, has been released, and its combination with generative adversarial networks (GANs) has been shown to produce novel, yet very human-looking text. The Optimus and GANs combination avoids the troublesome application of GANs to the discrete domain of text, and prevents the exposure bias of standard maximum likelihood methods. We combine the training of GANs in the latent space, with the finetuning of the decoder of Optimus for single word generation. This approach lets us model both the high-level features of the sentences, and the low-level word-by-word generation. We fine-tune using reinforcement learning (RL) by exploiting the structure of GPT-2 and by adding entropy-based intrinsically motivated rewards to balance between quality and diversity. We benchmark the results of the VAE-GAN model, and show the improvements brought by our RL finetuning on three widely used datasets for text generation, with results that greatly surpass the current state-of-the-art for the quality of the generated texts.
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1. INTRODUCTION

Unsupervised text generation finds its use on a plethora of real-world application, ranging from machine translation [1], to summarization [2] and dialogue generation [3]. A general approach to modelling text sequences is to auto regressively generate the next token given the previous ones, and the most successful and widespread technique is to train a model using maximum likelihood estimation (MLE). This approach, however, is not without fault. At training time the model learns to generate a token given the ground truth, while at inference time it takes as input its own generated sequence of words. This dissimilarity leads to the so-called exposure bias [4], where the accumulation of errors during inference can produce poor outputs. Furthermore, the loss function of MLE is very strict. For each sequence, only the token accounted by the training sample is considered as correct [5], and the model learns precisely to mimic the given samples, often leading to quite dull and homogeneous outputs.

An alternative to MLE methods are generative adversarial networks (GANs) [6], where a generator learns to create outputs that can fool a discriminator into believing they are real. Thus, GANs do not have the strict loss function of MLE, and do not suffer from exposure bias, as they learn to sample during training. Nonetheless, the application of GANs to the text realm has been rather complicated. Due to the discreteness of text, the sampling of each token results in a non-
differentiable function, which does not allow to back propagate the loss of the discriminator. Countermeasures include the use of reinforcement learning (RL) [7][8][9][10], the use of the Gumbel-Softmax relaxation [11][12], or to avoid the discrete space altogether and work with continuous embeddings using autoencoders [13][14][15]. However, methods which utilize RL often rely on MLE pre-training, and usually do not improve over them [16]. Instead, for both the approaches using the Gumbel-Softmax distribution, and even more so for autoencoders, the discriminator considers a continuous representation of text, so it is not able to judge effectively the single word-by-word generation.

In the past few years, natural language processing (NLP) applications have found huge improvements with the introduction of the attention mechanism and the transformer architecture, with notable examples of BERT, GPT-2 and GPT-3 among others [17][18][19][20]. These kind of language models are large deep neural networks that are able to understand the dependencies between words thanks to attention and are trained over huge amounts of unannotated data. As such, pre-trained language models provide better language understanding over recurrent neural networks, can be very easily finetuned on a downstream task, including text generation, and reached state-of-the-art results in many areas. Recently Optimus, a text variational autoencoder (VAE), that is an autoencoder which maps sentences to a meaningful latent space, has been proposed [21]. It combines both BERT and GPT-2, as encoder and decoder respectively, and can be employed both as a generative model, and as a tool for language understanding tasks.

In this work, we aim to benchmark the results obtained from combining Optimus and GANs, similarly as indicated in the original paper. In doing so, we also investigate the GAN structure and compare the adaptive update strategy presented in [22] with the standard update strategy of GANs. Furthermore, we combine the training in the continuous space, with the finetuning of the decoder of Optimus in the discrete text space, in a similar fashion as done in ConCreteGAN [23]. However, differently from most approaches which use RL, we do not use REINFORCE, but add an additional value head to GPT-2, which outputs the intermediate rewards [24]. Moreover, we modify the reward function by considering the entropy of the model when generating tokens, and favour diversity in the output by adding an intrinsic reward.

Thus, our model OptAGAN1 is able to model both the higher level sentence structure, and has more control over single word generation, in a way that favours both quality and diversity for the generated sentences. We measure such criteria using standard automatic metrics: BLEU for quality, Backwards-BLEU for diversity, and Fréchet distance, on which we also present further analysis. We consider the image caption dataset COCO, the Stanford Natural Language Inference (SNLI) dataset, and the EMNLP News 2017 dataset for unconditional text generation, and also provide results for the conditional review dataset YELP.

Results show that the base VAE-GAN model already improves over other GAN methods, especially with regards to quality. OptAGAN, further improves over these results, and manages to handle the quality-diversity trade-off very well. Moreover, we show a further experiment that helps understanding the strengths and weaknesses of our finetuning approach.

2. BACKGROUND

In this section we introduce the mathematical notation and briefly describe the main theoretical tools which are used in OptAGAN. We also present an overview of the other methods of text generation.

---

1Opt(imus) A(ugmented) GAN – Implementation can be found at https://github.com/Egojr/optagan
2.1. Variational Autoencoders

VAEs are generative models formed by two independent models, an encoder $q_\phi$ and a decoder $p_\theta$. The encoder is tasked with mapping the input $x$ to a latent space $z$ that allows for interpolation. The decoder maps from $z \rightarrow \hat{x}$, providing an approximation of the original input. Thanks to the introduction of a local variation from sampling the encoder output, it is possible to induce a smooth latent representation of the inputs, which differs from the rigid space of autoencoders.

Optimus Optimus combines the autoregressive nature of the GPT-2 text generation with the latent produced by the encoder, such that text generation is done as:

$$p_\theta(x|z) = \prod_{t=1}^n p_\theta(x_t|x_1,...,x_{t-1},z) = \prod_{t=1}^n p_\theta(x_t|x_{<t},z), \quad (1)$$

where the probability of each token is estimated conditionally on the latent embedding and the previous tokens. The latent vector $z$, which comes from the output of the BERT encoder, controls the high-level characteristics of the sentence, such as length, tense, style and topic, and allows for the guided generation of text.

2.2. Generative Adversarial Networks

GANs are also generative models formed by two models: a generator and a discriminator. Differently from VAEs, the generator $G$ samples from a random variable to produce output that can fool the discriminator $D$ into believing they are real, while the discriminator is constantly learning to distinguish between the real and generated data. The objective of the two models can formulated as:

$$\min_G \max_D (V(D,G)) = E_{x \sim p_D}[\log(D(x))] + E_{\epsilon \sim p_\epsilon}[\log(1 - D(G(\epsilon))], \quad (2)$$

where $p_D$ and $p_\epsilon$ are the distribution of the data and of the input noise of the generator, respectively. When combining GANs with autoregressive text generation, the operation of sampling the next tokens is non-differentiable, so the application of GANs relies on either the use of policy gradient algorithms, or the use of continuous approximations, such as the combination of GANs with autoencoders or VAEs.

2.3. Reinforcement Learning

Approaches that use policy gradient algorithms to allow the training of GANs consider the generator as the policy $\pi_\theta$ to train, the sampling of the token as an action $A$ from a state $S$, and the output of the discriminator as the reward $R$. As the discriminator only calculates the reward over finished sentences, the intermediate rewards are obtained through the REINFORCE algorithm and Monte-Carlo rollout. Optimization of the parameters is performed through gradient ascent:

$$\theta_{t+1} = \theta_t + \alpha \nabla_{\theta} J(\theta_t), \quad (3)$$

$$\nabla_{\theta} J(\theta_t) \propto E_{\pi}[G_t \nabla \ln \pi (A_t|S_t, \theta)] \quad (4)$$

where the gradient of the REINFORCE objective, $\nabla_{\theta} J(\theta_t)$ is proportional to the discounted returns $G_t = \sum_{j=0}^\infty \gamma^j R_j$, so that higher return actions are favoured, and is inversely proportional to the probability of being selected, so that higher probability actions are not at an advantage compared
to low probability ones. Equation 4 also provides a value that can be sampled at each time step and only depends on the policy $\pi$.

2.4. Related Work

Many works have dealt with the training of GANs in the discrete realm, starting with SeqGAN [7], LeakGAN [8] and RankGAN [9], where all of them share a similar structure, mostly differing in the form of the discriminator, and require MLE pre-training followed by adversarial training with REINFORCE. ScratchGAN [10] is the first model to show that MLE pre-training can be avoided by carefully combining existing techniques. Other works that train GANs using continuous relaxations include ARAE [13] and LATEXT-GAN [15], which use autoencoders to learn a continuous latent representation. Models based on the Gumbel-Softmax distribution are RelGAN [12] and GSGAN [11]. On the comparison of these methods and the evaluation metrics, [16][25] have shown the inadequacy of current GANs when compared to MLE and the need for metrics that can better measure the quality and diversity of the models.

On the topic of exploration of text GAN models and RL are ColdGANs [26], which delve deeper into the effects of temperature for the text generation. An approach similar to ours, which involves the use of large pre-trained models and RL is TextGAIL [27], where both GPT-2 as the generator, and RoBERTa as the discriminator are used for the task of text generation.

Regarding text VAEs, Optimus [21] is the first large pre-trained model of such kind, whereas previously researchers had tried developing VAEs using either recurrent neural networks [28] or semi-amortized inference [29].

3. OptAGAN

The architecture that we present in this work is composed of three main processes, as can be seen from Figure 1. Each process is independent of the others, so each part is trained sequentially.

- In order to fully utilize the strengths of Optimus, we finetune both the encoder and the decoder on the target dataset. The end results are a more separated and distinct latent space for each sentence, and a decoder which better reconstructs the original sentences.
- Next, we train the GAN model composed of the generator and the discriminator. In the case of conditional generation, we also add a classifier, whose loss is then passed to the
generator. Both the generator and the discriminator only consider the continuous latent embeddings, so they are much lighter and faster to train compared to other text GANs.

- Finally, we fine-tune the decoder on discrete text using a value head, which estimates the reward of each single token in a sentence for the generated sequences. The estimated rewards are also augmented by considering the model entropy of each generated token. The gradient is then passed to the decoder through simple policy gradient.

The structure of both the generator and the discriminator is a simple feed-forward neural network.

Current literature does not give clear answers about which loss function specification for GANs is best for continuous data such as text latent embeddings. Our experiments show that Wasserstein GANs with gradient penalty (WGAN-GP) perform the best over sliced Wasserstein distances, which produce very homogeneous outputs. Thus, the loss function to optimize for the generator and discriminator is:

$$\min_G \max_D E_{x \sim p_D} [D(x)] - E_{e \sim p(e)} [D(G(e))] + \lambda E_{\hat{x} \sim p(\hat{x})} [\|\nabla_{\hat{x}} D(\hat{x})\|_2 - 1]^2]$$

(5)

### 3.1. Update Strategy

When training GANs, the common update strategy is to have $k$, usually in the range $[5\,|\,10]$, update steps for the discriminator for each step of the generator, as it has been shown to give stable training for GANs. We indeed also use this update method, but we also experiment with an adaptive update strategy proposed in [22], where the choice to update the discriminator or the generator is given by a comparison of the loss change ratio of the two networks.

$$r_G = \frac{|(L_G^c - L_G^p)|}{L_G^p + c}, \quad (6) r_D = \frac{|(L_D^c - L_D^p)|}{L_D^p + c}, \quad (7)$$

where the relative change between the current loss $L^c$ and previous loss $L^p$ for both networks is used in determining which one gets updated. We also add an arbitrarily small constant $c$ in case the losses are too close to 0.

A weight $\lambda$ can be also introduced, so that if $r_D > \lambda r_G$ the discriminator is updated, and vice versa. Contrarily to the original paper, which suggests a value $\lambda \not\geq 1$, we notice that at the beginning of training there is a stark imbalance in the number of updates between the networks resulting in slower convergence. To better balance the training, we end up using a value of $\lambda < 1$, which converges to 1 with each passing epoch of training.

### 3.2. Value Head

Due to the high computational costs of implementing a text discriminator with a vocabulary of size equal to GPT-2, we rely on an external value head, whose scalar output for each token corresponds to the intermediate reward. Let the hidden states of the decoder $\rho$ and the value head $v$, the rewards calculated from an external metric $R^{ex}$ and each state $S^t$ are:

$$R_t = v(S_t | \rho), \quad \text{with} \; v(S_t | \rho) \; \text{minimizing} \; \sum_{t=0}^{T} (v(S_t | \rho) - R^{ex})$$

(8)

The external head takes as input the frozen hidden states of GPT-2. Freezing the hidden parameters is necessary because we are not modelling the parameters of the VAE model during RL. The loss is then calculated according to a MAE objective and passed back to the value head.
This process estimates how much each token contributes to the reward, and comparatively to a text discriminator is faster to train and showed better results.

### 3.3. Entropy-Based Rewards

Our external rewards are calculated based on the quality metric BLEU, which we briefly describe in Section 4.1. Under many considered reward specifications, which included the addition of diversity metrics, maximum entropy RL, changes of temperature, or a combination of these, the increase in quality is counterbalanced with a drop in the diversity of the generated sentences. One approach that managed to balance the quality-diversity trade-off was the addition of an intrinsically motivated penalty based on the confidence of the model when generating the token, calculated by the entropy. If again we consider the hidden states $\rho$, the last layer calculating the logits as our policy $\pi$ with parameters $\Theta$ and the entropy as $H(\pi(\cdot | \rho, S_t))$, we calculate the intrinsic rewards and the performance objective as:

$$ R^\text{in}_t = \log \left( \text{clamp}(H(\pi(\cdot | \rho, S_t)), 0, 2, 1) \right) $$

$$ \nabla_{\Theta} J(\theta_t) = E_{\pi} \left[ \left( \sum_{k=0}^{t} \gamma^k R_k \right) + R^\text{in}_t \right] \nabla_{\Theta} \ln \pi(A_t | \rho, S_T, \Theta) $$

This specification favours high-reward actions with high entropy, while low-entropy actions have to have a high enough reward to be able to keep their high probability, resulting in a more diverse generation. As a rule of thumb, we found out that penalties should be lower than the maximum overall reward.

### 4. Experimental Settings

In this section, we introduce the automatic metrics and the datasets used for evaluation. For comparison we consider a MLE model, SeqGAN, RankGAN, as implemented by the benchmarking platform Texygen[30], and ScratchGAN. We also provide further details on our RL finetuning and present issues with the current evaluation metrics.

#### 4.1. Evaluation Metrics

BLEU is a metric that measures the overlapping n-grams between a hypothesis text and all the reference texts. The final score is calculated as the average of the scores over all hypothesis sentences. Studies have shown [16][25] that BLEU can only detect small syntax problems, resulting in poor correlation with human evaluations, however it still remains the standard when evaluating the quality of generated texts. To measure diversity we utilize Backwards-BLEU (BBLEU) where the generated texts are the reference and the test set becomes the hypothesis, giving a measure of how much the test set is represented.

Additionally, we consider the Fréchet Distance with the InferSent embedding model (FID). It has been shown that FID responds better than BLEU at identifying mode collapse and changes in words usage. However, we show that it can be biased due to its distributional assumptions, mainly for differences in sentence length distribution. Nonetheless, it can be useful in identifying very homogeneous outputs, especially in conjunction with BLEU and BBLEU scores.
4.2. Datasets

We consider three of most widely used datasets for unconditional text generation: image COCO [30], Stanford Natural Language Inference (SNLI) [31] and the EMNLP News 2017 dataset. Moreover, we consider the YELP review dataset for conditional text generation [33].

<table>
<thead>
<tr>
<th></th>
<th>COCO</th>
<th>SNLI</th>
<th>EMNLP</th>
<th>YELP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Average sentence length</td>
<td>11.3</td>
<td>9.7</td>
<td>28.8</td>
<td>96.4</td>
</tr>
<tr>
<td>Size of train set</td>
<td>10k</td>
<td>100k</td>
<td>270k</td>
<td>100k</td>
</tr>
<tr>
<td>Size of dev set</td>
<td>10k</td>
<td>10k</td>
<td>10k</td>
<td>10k</td>
</tr>
<tr>
<td>Size of test set</td>
<td>10k</td>
<td>10k</td>
<td>10k</td>
<td>10k</td>
</tr>
</tbody>
</table>

Each of the datasets presents different challenges when training: COCO and SNLI are a small and medium-sized dataset with short sentences, respectively. EMNLP is a large dataset with longer sentences. Lastly, the YELP dataset is a conditional, medium-sized dataset with very long sentences. The preprocessing on the datasets is minimal and only on the YELP dataset.

4.3. Experimental Results

Tables 2, 3 and 4 show the results for the quality and diversity of the models. The changes between standard and adaptive updates mostly favour the adaptive one, with larger gains in diversity, with the exception of the SNLI dataset. Additional considerations about the two updates can be found in Appendix B. Therefore, we only apply the RL finetuning on the adaptively trained model to obtain the OptAGAN results. Our approach shows improvements under all metrics, albeit small for the COCO and SNLI datasets. In comparison with the other GAN models, OptAGAN boasts the highest quality, and average, or higher diversity. In comparison with the MLE model, the quality-diversity trade-off favours our model for quality, and the MLE approach for diversity. Notably, for the EMNLP dataset, the curiosity-driven finetuning allows OptAGAN to surpass all models for both BLEU and BBLEU.

We believe that the difference in the magnitude of change between the EMNLP task and the COCO and SNLI ones is due the starting quality of the model. In fact, as the RL finetuning slightly prioritizes quality, so increases in BLEU score, over diversity, the actual changes on the word-by-word generation are very few for those two datasets.

Compared to the other methods, ours is also better able to reproduce longer sequences of words, as the growing differences between 2,3 and 4 n-grams metrics show. Regarding the FID scores, they mostly show the same behaviour as BBLEU. However, we show in section 4.5 that the FID is biased for the sentence length distribution, that, in contrast with other methods such as ScratchGAN, we do not model.

---

2http://www.statmt.org/wmt17/
Table 2. EMNLP results of the automatic metrics for OptAGAN, the two base VAE-GAN models with standard and adaptive updates and the other models implemented for comparison.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>MLE</th>
<th>SeqGAN</th>
<th>RankGAN</th>
<th>ScratchGAN</th>
<th>Standard</th>
<th>Adaptive</th>
<th>OptAGAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE-2</td>
<td>0.829</td>
<td>0.796</td>
<td>0.764</td>
<td>0.835</td>
<td>0.825</td>
<td>0.816</td>
<td>0.860</td>
</tr>
<tr>
<td>BLUE-3</td>
<td>0.548</td>
<td>0.471</td>
<td>0.399</td>
<td>0.556</td>
<td>0.554</td>
<td>0.544</td>
<td>0.605</td>
</tr>
<tr>
<td>BLEU-4</td>
<td>0.304</td>
<td>0.228</td>
<td>0.159</td>
<td>0.313</td>
<td>0.285</td>
<td>0.284</td>
<td>0.356</td>
</tr>
<tr>
<td>BBLEU-2</td>
<td>0.840</td>
<td>0.762</td>
<td>0.728</td>
<td>0.824</td>
<td>0.765</td>
<td>0.805</td>
<td>0.841</td>
</tr>
<tr>
<td>BBLEU-3</td>
<td>0.563</td>
<td>0.563</td>
<td>0.383</td>
<td>0.545</td>
<td>0.488</td>
<td>0.526</td>
<td>0.586</td>
</tr>
<tr>
<td>BBLEU-4</td>
<td>0.317</td>
<td>0.317</td>
<td>0.221</td>
<td>0.303</td>
<td>0.261</td>
<td>0.278</td>
<td>0.350</td>
</tr>
<tr>
<td>FID</td>
<td>0.926</td>
<td>1.934</td>
<td>3.509</td>
<td>0.466</td>
<td>1.153</td>
<td>0.784</td>
<td>0.674</td>
</tr>
</tbody>
</table>

Table 3. SNLI results of the automatic metrics for OptAGAN, the two base VAE-GAN models with standard and adaptive updates and the other models implemented for comparison.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>MLE</th>
<th>SeqGAN</th>
<th>RankGAN</th>
<th>ScratchGAN</th>
<th>Standard</th>
<th>Adaptive</th>
<th>OptAGAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE-2</td>
<td>0.841</td>
<td>0.838</td>
<td>0.784</td>
<td>0.795</td>
<td>0.867</td>
<td>0.888</td>
<td>0.889</td>
</tr>
<tr>
<td>BLUE-3</td>
<td>0.635</td>
<td>0.599</td>
<td>0.514</td>
<td>0.564</td>
<td>0.693</td>
<td>0.726</td>
<td>0.727</td>
</tr>
<tr>
<td>BLEU-4</td>
<td>0.428</td>
<td>0.380</td>
<td>0.309</td>
<td>0.363</td>
<td>0.484</td>
<td>0.524</td>
<td>0.525</td>
</tr>
<tr>
<td>BBLEU-2</td>
<td>0.843</td>
<td>0.768</td>
<td>0.771</td>
<td>0.800</td>
<td>0.786</td>
<td>0.764</td>
<td>0.764</td>
</tr>
<tr>
<td>BBLEU-3</td>
<td>0.639</td>
<td>0.546</td>
<td>0.523</td>
<td>0.564</td>
<td>0.570</td>
<td>0.547</td>
<td>0.548</td>
</tr>
<tr>
<td>BBLEU-4</td>
<td>0.433</td>
<td>0.347</td>
<td>0.347</td>
<td>0.362</td>
<td>0.374</td>
<td>0.361</td>
<td>0.362</td>
</tr>
<tr>
<td>FID</td>
<td>0.376</td>
<td>0.919</td>
<td>1.486</td>
<td>0.539</td>
<td>1.424</td>
<td>1.764</td>
<td>1.765</td>
</tr>
</tbody>
</table>

Table 4. COCO results of the automatic metrics for OptAGAN, the two base VAE-GAN models with standard and adaptive updates and the other models implemented for comparison.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>MLE</th>
<th>SeqGAN</th>
<th>RankGAN</th>
<th>ScratchGAN</th>
<th>Standard</th>
<th>Adaptive</th>
<th>OptAGAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE-2</td>
<td>0.854</td>
<td>0.866</td>
<td>0.834</td>
<td>0.862</td>
<td>0.917</td>
<td>0.919</td>
<td>0.920</td>
</tr>
<tr>
<td>BLUE-3</td>
<td>0.664</td>
<td>0.667</td>
<td>0.641</td>
<td>0.678</td>
<td>0.792</td>
<td>0.792</td>
<td>0.794</td>
</tr>
<tr>
<td>BLEU-4</td>
<td>0.459</td>
<td>0.452</td>
<td>0.423</td>
<td>0.478</td>
<td>0.627</td>
<td>0.617</td>
<td>0.620</td>
</tr>
<tr>
<td>BBLEU-2</td>
<td>0.844</td>
<td>0.813</td>
<td>0.775</td>
<td>0.791</td>
<td>0.755</td>
<td>0.775</td>
<td>0.778</td>
</tr>
<tr>
<td>BBLEU-3</td>
<td>0.656</td>
<td>0.616</td>
<td>0.553</td>
<td>0.573</td>
<td>0.550</td>
<td>0.579</td>
<td>0.584</td>
</tr>
<tr>
<td>BBLEU-4</td>
<td>0.455</td>
<td>0.415</td>
<td>0.344</td>
<td>0.377</td>
<td>0.368</td>
<td>0.396</td>
<td>0.399</td>
</tr>
<tr>
<td>FID</td>
<td>0.588</td>
<td>0.756</td>
<td>2.347</td>
<td>1.001</td>
<td>2.297</td>
<td>1.908</td>
<td>1.903</td>
</tr>
</tbody>
</table>

From the computational cost point of view, the full training of our model took at most 24 hours using a single Tesla V100 GPU. Additional details about the training can be found in Appendix A.

4.4. Conditional Generation

For the conditional generation task, we follow the same procedure as the unconditional one, with the only exception of the addition of a classifier network to better model the GAN generation depending on the label. The results of table 5 are very similar to the ones of the COCO and SNLI, where the entropy regularized finetuning performs slightly better than the base adaptive VAE-GAN model, with small gains in diversity and quality. We present some examples of the generated sentences in Appendix C.
Table 5. Yelp results of the automatic metrics models and the entropy regularized OptAGAN.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Standard</th>
<th>Adaptive</th>
<th>OptAGAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE-2</td>
<td>0.880</td>
<td>0.886</td>
<td><strong>0.887</strong></td>
</tr>
<tr>
<td>BLUE-3</td>
<td>0.675</td>
<td>0.683</td>
<td><strong>0.685</strong></td>
</tr>
<tr>
<td>BLEU-4</td>
<td>0.448</td>
<td>0.456</td>
<td><strong>0.458</strong></td>
</tr>
<tr>
<td>BBLEU-2</td>
<td>0.860</td>
<td>0.854</td>
<td>0.854</td>
</tr>
<tr>
<td>BBLEU-3</td>
<td><strong>0.666</strong></td>
<td>0.660</td>
<td>0.661</td>
</tr>
<tr>
<td>BBLEU-4</td>
<td>0.453</td>
<td>0.449</td>
<td><strong>0.451</strong></td>
</tr>
<tr>
<td>FID</td>
<td>2.598</td>
<td><strong>2.539</strong></td>
<td>2.562</td>
</tr>
</tbody>
</table>

4.5. Analysis on FID Space

We discuss problems with the FID metric by showing an heatmap of the two-dimensional principal component analysis (PCA) representation and the length distribution of the sentences for the SNLI dataset. Previous works [10] already investigated the dependency of the FID scores on the length distribution, which can overshadow other problems with the generated samples.

We further reinforce those analysis, as a prime example of this issue can be seen in Figure 2, where the FID scores get progressively higher the more the length distribution of the generated sentences is close to the one of the test data, while ignoring the fact that the actual distribution may not match the test one.

![Figure 2](image-url)

In fact, the score for the ScratchGAN model is much lower than the one for OptAGAN, although the distribution of the sentences of ScratchGAN in the space misses most of the distribution of the test sentences, as can be seen from the PCA representation. Although only 10-15% of the overall variability, over the InferSent embedding dimensions, is explained by PCA, there is a huge mismatch that is not addressed by the use of the Fréchet distance, which favours homogeneous length distributions over correct representation of the space.
4.6. Experiment on RL Finetuning

In order to fully gauge the strengths and weaknesses of our entropy penalty approach we set up an experiment where we train a GAN model using the pre-trained Optimus encoder and decoder that are not finetuned on the dataset, so we can finetune a lower quality model. We compare this model with two curiosity-driven regularized model for 1000 and 5000 epochs, respectively. We also use a higher learning rate as we are not interested in preserving the structure of the original sentences and present the results in Table 6.

The starting model achieves much worse results than the fully optimized OptAGAN, especially with regards to the BLEU score. After 1000 epochs of RL finetuning, the model improves over both quality and diversity. However, when finetuning for longer, the model cannot balance anymore between exploration and exploitation.

Table 6. Yelp results of the automatic metrics models and the entropy regularized OptAGAN.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Base VAE-GAN</th>
<th>RL 1000 Epochs</th>
<th>RL 5000 Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE-2</td>
<td>0.641</td>
<td>0.707</td>
<td><strong>0.829</strong></td>
</tr>
<tr>
<td>BLUE-3</td>
<td>0.370</td>
<td>0.444</td>
<td><strong>0.624</strong></td>
</tr>
<tr>
<td>BLEU-4</td>
<td>0.198</td>
<td>0.243</td>
<td><strong>0.402</strong></td>
</tr>
<tr>
<td>BBLEU-2</td>
<td><strong>0.752</strong></td>
<td><strong>0.752</strong></td>
<td>0.717</td>
</tr>
<tr>
<td>BBLEU-3</td>
<td>0.478</td>
<td><strong>0.497</strong></td>
<td>0.479</td>
</tr>
<tr>
<td>BBLEU-4</td>
<td>0.266</td>
<td><strong>0.286</strong></td>
<td>0.283</td>
</tr>
<tr>
<td>FID</td>
<td>2.441</td>
<td><strong>2.369</strong></td>
<td>2.892</td>
</tr>
</tbody>
</table>

We believe this behaviour is because of the bias that the model has in finding high reward tokens. The RL finetuning does not evaluate all the tokens in the vocabulary, so there might be multiple good scoring tokens which are never considered during the finetuning. This means that our approach is limited by the quality of the original model.

A countermeasure that might prevent this kind of behaviour from happening could be to increase the penalty for models with higher average entropy, and tuning its value depending on the use case, to further encourage heterogeneous generation.

5. CONCLUSIONS AND DISCUSSION

In this work, we benchmark the combination of Optimus and GANs for a text VAE-GAN model, with results that already surpass current methods for the quality of generated texts. We further improve this baseline using entropy-based curiosity-driven rewards to improve both the quality and the diversity of the model. This novel approach could benefit many models utilizing RL for text generation, and supplementary research could be done into exploring advantage policy gradient, or proximal policy optimization with intrinsic rewards. This specification of the reward also allows researchers to prioritize quality, diversity, or to balance between both.

Due to our limited computational resources, we utilize smaller batch sizes than we would otherwise have preferred, as larger batch sizes could help in reducing the high variance gradients of these approaches. Moreover, further research on the automatic metrics could be beneficial not only for evaluation, but also for better reward signals to improve the speed and quality of the finetuning.
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APPENDIX

A. TRAINING DETAILS

For the finetuning of Optimus we follow the original work and train for one epoch with the hyperparameters that give the best reconstruction quality, namely:

- Pre-trained model epoch = 508523
- Training epochs$^3=1$
- Learning rate = $5 \cdot 10^{-5}$
- Batch size = 5
- Latent size = 768
- $\beta = 0$
- Annealing ratio = 0.5
- Ratio increase = 0.25

We follow a similar approach for the training of the GAN part of the model, where we use standard hyperparameters for the training of WGAN-GP. The best performing epoch of the GAN according to the sum of the BLEU and BBLEU partial scores with 500 texts for both reference and hypothesis is saved.

- Training epochs = 50
- Learning rate = $10^{-4}$
- Batch size = 256
- Latent size = 768
- Maximum sequence length = 100
- Number of blocks of generator and discriminator = 10
- Gradient penalty $\lambda = 10$

$^3$Due to the size of the COCO dataset, it is the only one where we finetune for 5 epochs
Finally, these are the details for the entropy regularized finetuning. Empirical results showed next to no difference for the BLEU n-gram choice, so we choose 1-gram due to slightly faster computational times, and it also translates into a clearer understanding of the intermediate values. Moreover, we use a small learning rate, in order to keep the same structure as the original sentences.

- BLEU reward n-grams = 1
- Finetuning epochs = 1000
- Learning rate = $10^{-6}$
- Batch size = 32
- Epochs value head pre-training = 200
- Learning rate value head pre-training = $10^{-4}$

## B. ADAPTIVE STRATEGY DETAILS

Figure 3 shows the validation BLEU and BBLEU for the COCO and YELP datasets. We show the results over these two datasets due to the stark difference between them.

![Figure 3. Differences in BLEU scores during training for the standard and adaptive update in GANs, evaluated on the COCO dev set on the left and on the YELP dev set on the right.](image)

It is evident that the adaptive strategy is slightly slower to converge. Since the YELP dataset is 10 times larger than COCO, in both cases after about 200,000 samples the two models reach the same quality. The remainder of the training appears to be very stable for the standard update, with little to no changes in both the scores. Meanwhile, the adaptive updates look slightly more volatile, with changes that impact the two scores both positively and negatively, usually following the quality-diversity trade-off principle. However, it also means that the adaptive updates is more likely to find higher scores than the standard one, as happens for all the datasets analysed in this work.

## C. GENERATED SAMPLES

Table 7. Examples of the generated unconditional sentences from OptAGAN trained on COCO, SNLI and EMNLP dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCO</td>
<td>a man posing with a bike inside of a forest .</td>
</tr>
<tr>
<td></td>
<td>a man sitting on a swinging chair pulled by some purple ducks .</td>
</tr>
<tr>
<td></td>
<td>a woman holding a bird over some flowers on the beach .</td>
</tr>
</tbody>
</table>
the man is sweating because they are blue.
the man is getting more thank with the dog.
a man in white clothes stands next to a marketplace where he can store plastic.

Republican presidential nominee, Donald Trump, has said that 20 to 30 years might be the way to try and narrow it out. Whether or not agenda minutes can deliver, it would, therefore, encourage the majority of Scottish MPs to think about that.
Earlier in the day, Bell travelled to Sydney’s Supreme Court and was effectively blocking a vote of no-one that would produce the album.

Table 8. Examples of the generated sentences from OptAGAN trained on the YELP dataset, conditioned on the label.

<table>
<thead>
<tr>
<th>Stars</th>
<th>Generated review</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>i was disappointed with this company. for the 2 visits to this location on the highway i paid a ridiculous amount to visit, got stuck there, and ignored and messed up on my money. the wait staff must know the difference between sink of vinegar and fresh vinegar. i have seen orange juice when they used to serve it but now the juice i am getting from juice bar in sanfrancisco had no consistency at all. i asked the waitress if they could rotate me out of soda in the microwave in exchange for a new glass ... hmmm, if that's your way of saying bad customer service you are talking a rip off. wait staff can do anything.</td>
</tr>
<tr>
<td>2</td>
<td>i have been to some great buffets, but this was mediocre at best. my husband ordered a turkey sandwich and it was just like anyone else's sandwich. for the service, there wasn't much seating. the food and the were stale, awful bread. something to do if you go to vegas for dinner and want to have some classic awesomeness ... maybe try a dim sum instead.</td>
</tr>
<tr>
<td>3</td>
<td>this place is pretty good. i like the burgers, the selection is pretty good and they have a ginormous amount of steak. being a vegetarian, i took one bite of everything i ordered and went back again. for the friday afternoon rush - they brought me the french fries instead of the turkey, a mousse and mgr.</td>
</tr>
<tr>
<td>4</td>
<td>loved this place. i had the corned beef burrito, which was very good, though a bit greasy and lacking. they have a good selection of veggie options and happy hour specials and are very attentive to your meal. it's clean, spacious, and the ambiance is great. i have definitely come here when my friends visit vegas to see if they have any other option. the best part about going here is the sitting area outside where you can hang out while eating all you could eat.</td>
</tr>
<tr>
<td>5</td>
<td>love this place. i have visited all of the great restaurants that offer all sorts of flavors, and to top it all off, all the facilities are extremely clean. the guy. he came for a quick check up, took my dad to the bar and came out free of charge!! seriously!</td>
</tr>
</tbody>
</table>
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Abstract

Brand image is one of the most important factors influencing the competitiveness of the commodity market. In order to reduce the negative impact of potential scandals of celebrity spokespersons, Valentino began to use a virtual spokesperson named noonoouri for promotion. In this context, we first describe the application model of Valentino's virtual spokesperson. Then, based on the Valentino Weibo data we collected and Google search popularity, we analyzed the impact of virtual spokespersons on the para-social interaction between brands and consumers. Finally, according to the analysis conclusion of the impact of Valentino's virtual spokesperson in the para-social interaction, a corresponding marketing-competitive brand image promotion proposal is put forward.
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1. Introduction

Last decade, we have witnessed the rapid development of China economy and the popularity of China mobile networking. The mobile social era has arrived. Digitization and rejuvenation are the inevitable trends in the development of the luxury industry. The mainly users of major social media are young people, and most of them tend to personalize consumption such as co-branded merchandise, limited merchandise and customized merchandise. Italian high-end luxury brand Valentino uses technology to lead product promotion. What Valentino need to do is to let young consumers to recognize and shape a young corporate image through brand marketing on social networking platform. Valentino use a "para-social" model and virtual spokespersons for digital marketing on traffic platforms such as Weibo, and use digital marketing to narrow the distance with consumers and acquire new users.

In the experiment, we analyze the trends of search popularity of virtual spokespersons in global search engines and the distribution of Weibo users’ age in recent years. The experiment analysis results based on 4063 interactive data published on Valentino's official Weibo discusses whether virtual spokespersons will affect the formation of para-social interaction relationship between Valentino and their consumers. Finally, it discusses the problems existing in the process of establishing para-social interaction relationship between Valentino's virtual spokespersons and its consumers, and puts forward corresponding development suggestions.
2. RELATED WORK

This experiment has consulted a large number of relevant literatures. According to the viewpoints of Daniel Langer and Oliver Haier on luxury brands functions, the prices of luxury merchandise contain high added-value and consumer perceived-value. Consumer perceived-value enables luxury to have the functions of enhancing the owner’s self-esteem, self-awareness and attractiveness, liquidity of funds, social status and the ultimate sense of experience [1]. On the basis of such characteristics and functions, luxury merchandise added-value of is also reflected in the social status and social image which can be used as an emotional social symbol to distinguish people, so as to satisfy the psychological demands of consumers.

Virtual spokesperson refers to a virtual character which is based on the characteristics of luxury brand and comprehensive analysis of the market environment, competitors and consumer psychology. Virtual Spokesperson can be used as a carrier of brand image [2]. Like real spokesperson, virtual spokesperson not only does benefit luxury brand image brand image, merchandise and brand awareness, but also establish the reputation and loyalty of brand, stimulate brand associations, and promote brand development and promotion [3].

In 1956, psychologists Horton and Wall, based on the survey of the interaction between the audience and the host in the American radio show "Lonely Girl", put forward: Para-social interaction refers to the phenomenon in which the audience reacts to media characters as real characters and forms a para-social relationship with them. In the process of para-social activities, a person’s self-identity depends on whether he can successfully play a social role and interact with others.” In para-social interaction, individuals will communicate and establish relationship bonds with media characters with purpose, which can bring psychological comfort to individuals to a certain degree [4].

The para-social interaction behaviors of luxury goods in social media are increasing. Domestic academia’s have gradually shifted their researches focus from exploring the use of new media in luxury marketing [5] and "How Does Luxury Advertising Make Use of Digital Media to Transform-Take Luxury Micro-Films as An Example” [6] to “The Influence of Social Interaction and Para-social Interaction in Virtual Brand Community on Brand Relationship Quality” [7] also gradually increasing. This experiment will build on the existing researches and based on a total of 4063 pieces of interaction data published on Valentino's official Weibo, including fans interaction, merchandise promotion, topic forwarding lottery and endorsements by real celebrity or virtual spokespersons, to explore how the brand’s employment of virtual spokespersons affects the formation of para-social interactions between itself and its consumers.

3. PARA-SOCIAL INTERACTION

We collected and described the virtual spokesperson's application model in Valentino's advertisements based on the relevant information reviewed. We analyze the image characteristics of virtual spokespersons and explore the formation process of the para-social interaction between virtual spokespersons and consumers.

3.1. Application Mode of Virtual Spokesperson in Valentino advertising

In order not to affect the original advertising of Valentino that relies on celebrity spokespersons to promote merchandise and to retain consumers who tend to trust traditional advertising. Most of Valentino's endorsement advertisements use a combination of virtual spokespersons and celebrity spokespersons [8].
When the fame, social influence and fan base of the virtual spokesperson reach a certain level, brands will only adopt virtual character as the brand spokesperson. With the popularity of virtual spokespersons such as Lil Miquela and noonoouri in the fashion field, various virtual characters have set up the "Vmodel" development model. Vmodel poster’s presentation, dialogue text, contextual, collaboration content and life image are completely team-operated to reduce negative images.

Valentino uses virtual spokespersons to make risks more controllable. Virtual spokespersons can fully meet the needs of Valentino and ensure the safety of promotion. Considering from the ideological level of young people, the image of virtual spokesperson represents the idealized lifestyle of the younger generation. The idealization and controllability of virtual spokesperson make them easier to be chosen by Valentino. After the virtual spokesperson lays the foundation for consumer acceptance, market has also made targeted changes. According to the advertisements published by Valentino's official Weibo, it can be seen that Valentino's promotion of virtual spokesperson advertisements has gradually shifted from appearing at the same time with celebrities known to young people in the early days to shooting advertisements and participating in various marketing activities alone.

3.2. Formation of Para-social Interaction between Virtual Spokespersons and Consumers

Consumers’ emotional projection and personal identity come from the rich character images of virtual spokespersons. In the process of para-social interaction with virtual spokespersons, consumers acquired information is transmitted as symbols. Designers can use virtual status symbol and text symbols to shape the character and construct dialogue situations for virtual spokespersons, so that it can communicate information on social media in its own language.

All of characteristics make virtual spokespersons act as media characters to a certain extent. When virtual spokespersons cooperate with brands, brand consumers act as media audience when they receiving advertisements that contains virtual spokespersons. The important prerequisite for the formation of para-social interaction is the charm of media characters and perceived similarity of media audience. The deeper the interaction between consumers and virtual spokespersons, the more they can seek spiritual sustenance and emotional needs from virtual spokespersons. The para-social interaction between consumers and virtual spokespersons depends on the imagination of consumers rather than the actual contact behavior between the two. Only when the two parties have established a symbolic interpretation method that can share meanings can they truly establish a para-social interaction relationship between the two parties. In turn, luxury consumers will have a sense of identity with their personal social status and identity, as well as a sense of identity with the brand when interacting with virtual spokespersons.

4. Experiment

We obtained experiment’s data from search engines and data mining. In the experiment, we store the search popularity data of keywords obtained from search engines in Excel format, and draw charts based on these data. We use Python3 code to obtain Weibo data. First, we obtain the APP_KEY and AP_SECRET of the newly registered application on the Weibo open platform and set the authorization return page and authorization cancellation page. Next, we create a MySQL database named Weibo to store the obtained ID and Weibo comment data. Then, we use the sinaweibopy3 module to obtain authorization from the Weibo interface and request data. Finally, compare the obtained data format with the data format in the interface document, and store the obtained Weibo data in the MySQL database after confirming that it is correct.
4.1. Result and Discussion about Search Popularity

As shown in Figure 1, according to the search engine data from 2004 to the present, the statistics of the global virtual influencer keyword search popularity show that since the virtual influencer Lil Miquela was created in 2016, the attention of online audience to the virtual has increased year by year. Taking 2018 as the node, virtual spokespersons such as Shudu Gram and noonoouri have been created and entered the public sight during this year. Since 2018, the attention of online audience to virtual spokespersons has increased exponentially and there is still a growth trend in the future.

![Search Popularity of Virtual Influencer](image)

Figure 1. The search popularity statistics of global Virtual Influencer keywords since 2004.

Since the image of digital virtual spokesperson can be more conveniently transmitted to consumers through various social media. Digital virtual spokesperson can endorse more than one brand. The image of the virtual spokesperson represents the image and interests of itself, the creative team and various cooperative brands, which also makes its image more independent. At present, digital virtual spokespersons are mainly virtual spokespersons such as Lil Miquela and noonoouri.

As shown in Figure 2, according to iResearch's survey data on PC and mobile Weibo users, the majority of them are young people. Among them, the users groups of 25 to 30 years old on the PC and APP respectively accounted for 21.6% and 29.1%, the users groups under the age of 24 includes teenagers on the PC and APP respectively accounted for 37.7% and 37.5%.

![Age distribution of Weibo Users on PC and APP](image)

Figure 2. Age distribution of Weibo Users on PC and APP.
According to the survey, the fan groups of virtual spokespersons such as noonoouri employed by luxury brands are mainly concentrated in the 18-24 age groups. Virtual spokespersons such as noonoouri represent the ideal lifestyle of young people. In order to enhance 'young consumers' willingness to purchase Valentino, the core of Valentino marketing strategy is gradually becoming younger. The Weibo has a wide range of younger audiences, which provides an opportunity for virtual spokespersons of Valentino and young consumer groups to form a para-social interaction relationship and also provides favorable conditions for the transformation of Valentino to younger generations.

4.2. Result and Discussion about Weibo Data

In order to test whether Valentino's use of virtual spokespersons for advertising will affect the formation of para-social interaction between Valentino and its consumers, this experiment takes Valentino as an example and collects the brand's official Weibo data from 2012 to present 3806 in total. The experiment uses whether there is a virtual spokesperson (VS) in the published Weibo advertisement content as an independent variable and use Weibo users' like (DZ), forward (ZF), and comment (PL) data on each original Weibo of Valentino brand as the criteria for judging the effect of its para-social interaction.

In order not to affect the results of the experiment, we screened the obtained Weibo data and excluded data containing celebrity spokespersons and certain brand marketing activities that have a greater impact on user likes and comments. Finally, from the remaining data, 3 original Weibo data including virtual spokesperson noonoouri and 97 ordinary advertising and marketing Weibo originals were selected. We sorted out a total of 100 original Weibo content and user replies and comments data and stored them in Excel form.

This experiment uses the SPSS statistical tool to count the average and standard deviation of the respective replies and comment data of the marketing Weibo containing virtual spokespersons in the Valentino brand official Weibo and the ordinary merchandise marketing Weibo (As shown in Table1). Then, we performed an independent sample t test on the data (As shown in Table2).

Although the average and standard deviation of the interactive data of marketing Weibo with virtual spokespersons in Valentino's official Weibo are higher than those of ordinary marketing Weibo, the significance of the values obtained by independent sample t-test is greater than 0.05 that is no statistically significant difference. The experimental results show that the use of virtual spokespersons for advertising by Valentino does not significantly affect the formation of para-social interactions between Valentino and their consumers.

<table>
<thead>
<tr>
<th>VS</th>
<th>Number of Cases</th>
<th>Average Value</th>
<th>Standard Deviation</th>
<th>Standard Error Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>DZ</td>
<td>Advertising Marketing Weibo with Virtual Spokesperson</td>
<td>3</td>
<td>685.33</td>
<td>528.905</td>
</tr>
<tr>
<td></td>
<td>General Product Advertising Marketing Weibo</td>
<td>97</td>
<td>62.96</td>
<td>39.559</td>
</tr>
</tbody>
</table>
At present, Valentino marketing is still based on its exquisite craftsmanship and style. The promotion of virtual spokespersons is relatively lacking. Valentino has only published three promotional Weibos about virtual spokesperson noonouri in its official Weibo account. In its official Weibo account and the data of user replies under each virtual spokesperson’s publicity Weibo was only about 100.

5. CONCLUSIONS

Based on the marketing data on virtual spokespersons and ordinary Weibo published in Valentino's official Weibo, this research found the following conclusions.

Although Valentino’s marketing strategies for virtual spokespersons and para-social interactions abroad are relatively complete, its social media marketing strategies are still in the development stage in our country. Valentino’s promotion of virtual spokespersons on its official Weibo is relatively lacking, which is not conducive to giving full play to the advantages of virtual spokespersons and not conducive to the construction of para-social interactions between consumers and Valentino.

In order to solve the problem of inadequate promotion of virtual spokespersons, Valentino can try to create a brand virtual character that can endorse the brand and has customer Q&A services and
sales services, which can enhance the sense of interaction between Valentino virtual spokespersons and consumers to gain consumer trust, so as to better form a pseudo-social interaction relationship with them.
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ABSTRACT

It is no doubt that communication plays a vital role in human life. There is, however, a significant population of hearing-impaired people who use non-verbal techniques for communication, which a majority of the people cannot understand. The predominant of these techniques is based on sign language, the main communication protocol among hearing impaired people. In this research, we propose a method to bridge the communication gap between hearing impaired people and others, which translates signed gestures into text. Most existing solutions, based on technologies such as Kinect, Leap Motion, Computer vision, EMG and IMU try to recognize and translate individual signs of hearing impaired people. The few approaches to sentence-level sign language recognition suffer from not being user-friendly or even practical owing to the devices they use. The proposed system is designed to provide full freedom to the user to sign an un-interrupted full sentence at a time. For this purpose, we employ two Myo armbands for gesture-capturing. Using signal processing and supervised learning based on a vocabulary of 49 words and 346 sentences for training with a single signer, we were able to achieve 75-80% word-level accuracy and 45-50% sentence level accuracy using gestural (EMG) and spatial (IMU) features for our signer-dependent experiment.
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1. INTRODUCTION

According to Wikipedia, communication is the act of conveying meanings from one entity or group to another through the use of mutually understood signs and semiotic rules. There are many approaches for communication. Such as voice and speech, writing, manual signs, and gestures etc.

These communication methods can be divided into two different forms. The first is verbal communication methods and the second, non-verbal communication methods. Verbal communication describe the processes of communicating with words, whether written or spoken. Non-verbal communication is defined as the process of using the wordless message to generate meaning. Examples of nonverbal communication include haptic communication, chronemic communication, gestures, body language, facial expressions and eye contact.

There is no doubt that communication plays a vital role in human life. Communication helps to share information and knowledge. It also helps humans make new relationships, and express ideas, feelings, emotions and thoughts.
There are two conditions to be satisfied for a successful communication, namely,

1) There must be at least two parties who involve in the communication
2) Both parties must use a common communication platform

Most ordinary people (without any hearing/speaking disability) use verbal communication methods (e.g. voice and speech) for their communication. However, deaf and speaking-impaired people use non-verbal communication methods (mostly signs and gestures) for their communication. These two groups (ordinary people and deaf and speaking impaired people) therefore use different platforms for their communication. Because of this problem, there is a communication barrier between these two people groups when they need to communicate with each other.

Figure 1 demonstrates the communication barrier between a deaf person and an ordinary person. A deaf person uses sign language and the ordinary person uses voice or text. As mentioned previously, there are two conditions to be satisfied for a successful communication. Ordinary person to ordinary person and deaf person to deaf person communications satisfies those conditions. However, deaf person to ordinary person communication does not satisfy the second condition of using a common communication platform. In the figure, they attempt to use sign language as their communication platform which deaf person can understand but the ordinary person cannot. Since they do not use a common communication platform, their communication fails.

In the proposed solution, we create a sign language translator which can recognize sentence level continuous signings and translates them into a natural language. While it is translating signs into text/voice, it improves the practical usability of the system by employing a simple wearable device to capture the signs.

Figure 2 elaborates how our solution simulates a common platform. It captures the signs of a sign language and translates them into text/voice. As a result, the ordinary person would be able to understand the sign that the deaf person has performed. In this research, we do not concern ourselves with the communication in the other direction: i.e. from the hearing person to the hearing-impaired person. In our solution, we capture sentence level continuous signings in Sri Lankan Sign Language and translate them into Sinhala natural language.
2. BACKGROUND

2.1. Sign Language

There are around 300 sign languages in the world [1]. These languages are different from each other. Word order in sentences can differ between these languages as well as from written text. Sign language is a visual language that incorporates gestures, facial expressions, head movements, body language and even the space around the speaker. Hand signs are the foundation of the sign language. Many signs are iconic, meaning the sign uses a visual image that resembles the concept it represents. Actions are often expressed through hand signals that mimic the action being communicated.

2.2. Sri Lankan Sign Language (SLSL)

Sri Lankan Sign Language is a visual-gestural language based on hand movements and the body (including facial expressions, lip moments, head movement). In Sri Lankan Sign Language, it can represent alphabets of normal languages (Sinhala, English) and it can represent other signs for each word. Currently, Sri Lankan Sign Language contains around 2000 signs [18, 19]. It also has regional signs across Sri Lanka.

British introduced the sign language to Sri Lanka. Hence, Sri Lankan Sign Language has been developed for years with the influence of British Sign Language (BSL). Because of that, there are some similarities in between Sri Lankan Sign Language and British Sign Language.

2.3. Electromyography (EMG) and Initial Measurement Units (IMU).

2.3.1. Electromyography (EMG)

Electromyography (EMG) is the detection and recording of the electrical signal produced by muscle tissue as it contracts. EMG depends on several factors such as the thickness and temperature of the skin, the thickness of the fat between the muscle and the skin, the velocity of the blood flow, and location of the sensors.

2.3.2. Initial Measurement Unit (IMU)

According to the Wikipedia, an IMU is an electronic device that measures and reports a body's specific force, angular rate, and sometimes the magnetic field surrounding the body, using a combination of accelerometers and gyroscopes, sometimes also magnetometers.
3. RELATED WORK

3.1. Word Level Sign Language Recognition Systems

3.1.1. Kinect Device Based Solution [2]

Kalin Stefanov and Jonas Beskow proposed a method for automatic recognition of isolated Swedish Sign Language (SSL) signs for the purpose of educational signing-based games. Two datasets consisting of 51 signs have been recorded from a total of 7 (experienced) and 10 (inexperienced) adult signers. Signer-dependent recognition rate is 95.3% for the most consistent signer. Hidden Markov Model (HMM) have been used as the model. Signer-independent recognition rate is on average 57.9% for the experienced signers and 68.9% for the inexperienced.

3.1.2. Data Glove Device Based Solution [3]

Wu jiangqin et al proposed a Chinese Sign Language recognition system based on data glove. In this paper, a simple word-level sign language recognition system is presented. 26 sign language words were used for this experiment. There are primarily 3 methods were used for sign language recognition. Such as template matching, neural networks and Hidden Markov Model HMM. The Recognition rate of testing samples is over 90%.

3.1.3. Leap Motion Device Based Solution [4]

Deepali Naglot and Milind Kulkarni proposed a system for recognition of 26 different alphabets of American Sign Language (ASL) using leap motion controller (LMC). LMC is 3D non-contact motion sensor which can track and detects hands, fingers, bones and finger-like objects. Multi-Layer Perceptron (MLP) is executed on a dataset of total 520 samples and Recognition rate of the proposed system is 96.15%.

3.1.4. Image/Video Based Solution (Vision Based) [5]

Manar et al introduce the use of different types of neural networks in human hand gesture recognition for static images as well as for dynamic gestures. A static gesture is a particular hand movement represented by a single image, while a dynamic gesture is a moving gesture represented by a sequence of images. This work focuses on the ability of neural networks to assist in Arabic Sign Language (ArSL) hand gesture recognition. This work focuses on the 28 letters of the Arabic alphabet. Fully recurrent architecture has had a performance with an accuracy rate of 95% for static gesture recognition.

3.1.5. EMG and IMU Based Solution [6]

Jian Wu et al proposed a real-time American SLR system leveraging fusion of surface electromyography (sEMG) and a wrist-worn inertial sensor at the feature level. A feature selection is provided for 40 most commonly used words and for four subjects. SVM was used as the classifier model. Their system achieves 95.94% recognition rate.
3.2. Sentence Level Sign Language Recognition Systems

3.2.1. Kinect Device Based Solution [7]

Edon Mustafa and Konstantinos Dimopoulos developed a system which uses SigmaNIL framework to recognize alphabet, number, word, and sentence of Kosova Sign Language. The recognition rate for one sentence from three testers is 73%.

3.2.2. Data Glove Device Based Solution [8]

Noor Tubaiz et al proposed a glove-based Arabic Sign Language recognition system using a novel technique for sequential data classification. The dataset contains 40 sentences using an 80-word lexicon. Data labelling is performed using a camera to synchronize hand movements with their corresponding sign language words. Modified k-Nearest Neighbor (MKNN) approach is used for classification. The proposed solution achieved a sentence recognition rate of 98.9%.

3.2.3. Image/Video Based Solution (Vision Based) [9]

Daniel Kelly et al presented a multimodal system for the recognition of manual signs and non-manual signals within continuous Irish sign language sentences. In this paper, they proposed a multichannel HMM-based system to recognize manual signs (hand gestures) and non-manual signals (e.g., facial expressions, head movements, body postures, and torso movements). Signer has to make pauses between words, to segment the words in a sentence. They have considered about 8 words. Using 4 words at a time they have created sentences. Their system achieved a detection ratio of 95.7%.

3.2.4. EMG and IMU Based Solution [10]

Xu Zhang et al presented a framework for hand gesture recognition based on the information fusion of a three-axis accelerometer (ACC) and multichannel electromyography (EMG) sensors. In this framework, the start and end points of meaningful gesture segments are detected automatically by the intensity of the EMG signals. 72 Chinese Sign Language (CSL) words and 40 CSL sentences are classified using a decision tree and multi-stream hidden Markov models. Overall word recognition accuracy is 93.1% and a sentence recognition accuracy is 72.5%.

We observed that EMG and IMU based solutions have sufficient accuracy, they can be enhanced as mobile solutions and they improve the practical usability of the system. Therefore, we planned to use EMG and IMU based device for this research. Instead of using electrodes, we chose Myo gesture control armband which is a commercial-off-the-shelf device for this research as the data capturing device [20]. The following 3.3 and 3.4 sections show the existing works which use the Myo gesture control armband as the data capturing device.

3.3. Word Level Sign Language Recognition Systems Using Myo Gesture Control Armband

Celal Savur and Ferat Sahin proposed a system [11] to identify recognize the American Sign Language alphabet letters (26) and a one for the home position. As a classification method, Support Vector Machine (SVM) and Ensemble Learning algorithm were used. Accuracies are 80% and 60.85% respectively. Only one hand use to perform gestures.

Prajwal Paudyal et al proposed SCEPTRE [12] which utilizes two non-invasive wrist-worn devices (Both arms were used) to decipher gesture-based communication. The system uses a
multitiered template-based comparison system for classification on input data from accelerometer, gyroscope, and electromyography (EMG) sensors. They tried to identify 20 signs of American Sign Language and the system was able to achieve an accuracy of 97.72 % for ASL gestures.

3.4. Sentence Level Sign Language Recognition Systems Using Myo Gesture Control Armband

Best of our knowledge, we were unable to find literature which tries to recognize sentence level continuous signing using Myo gesture control armband. However, the proposed system used Myo gesture control armband to recognize sentence level continuous signings.

3.5. Related Research Projects about Sri Lankan Sign Language Interpretation


4. DESIGN

Initially, we created a framework for recognizing sentence level continuous signings of Sri Lankan Sign Language and for translating them into a natural language (Sinhala). Figure 3 shows the flow of the study.

![Figure 3. The flow of the study](image)

4.1. Creating a Sri Lankan Sign Language Corpus

Sri Lankan Sign Language was selected as the sign language for this research project. There are around 2000 signs in Sri Lankan Sign Language [18, 19]. For this study, 49 of them were selected. The selected signs are common and useful signs in our day to day life. These 49 signs include nouns, pronouns nouns, and verbs only.

In this sentences creation process, we used SOV (Subject + Object + Verb) structure as the structure of the sentences. Each sentence consists of three words. Those are subject, object, and verb. 346 sentences were created using those 49 selected signs. Table 1 shows that 49 words which were selected as subjects, objects, and verbs. Figure 4 shows the frequencies of each sign which are selected for this study.
<table>
<thead>
<tr>
<th>Class</th>
<th>Subject</th>
<th>Class</th>
<th>Object</th>
<th>Class</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>මම (mama) / I</td>
<td>19</td>
<td>පුටුව (mēsaya) / Table</td>
<td>36</td>
<td>අදිනවා (adinavā) / Pull</td>
</tr>
<tr>
<td>2</td>
<td>නියෙත් (api) / We</td>
<td>20</td>
<td>බර (putava) / Chair</td>
<td>37</td>
<td>අදිනවා (adinavā) / Draw</td>
</tr>
<tr>
<td>3</td>
<td>බෝෂි (ohu) / He</td>
<td>21</td>
<td>යුෂු (bara) / Weight</td>
<td>38</td>
<td>එරිනවා (arinavā) / Open</td>
</tr>
<tr>
<td>4</td>
<td>අනා (aya) / She</td>
<td>22</td>
<td>ආධිවරුණිය (citraya) / Painting</td>
<td>39</td>
<td>විකරණනවා (igenagannavā) / Study</td>
</tr>
<tr>
<td>5</td>
<td>අවුන් (ovun) / They</td>
<td>23</td>
<td>පර (dora) / Door</td>
<td>40</td>
<td>අරිනවා (arinavā) / Tear</td>
</tr>
<tr>
<td>6</td>
<td>අමාමා (ammā) / Mother</td>
<td>24</td>
<td>අණිරාස (janēlaya) / Window</td>
<td>41</td>
<td>අරිනවා (arinavā) / Boil</td>
</tr>
<tr>
<td>7</td>
<td>ආදිනවා (tāttā) / Father</td>
<td>25</td>
<td>කුෂුරු (imgrīsi) / English</td>
<td>42</td>
<td>වියනවා (uyanavā) / Cook</td>
</tr>
<tr>
<td>8</td>
<td>අක්කා (akkā) / Elder Sister</td>
<td>26</td>
<td>පුටුව (pota) / Book</td>
<td>43</td>
<td>අරිනවා (arinavā) / Hang</td>
</tr>
<tr>
<td>9</td>
<td>අවුන් (ovun) / Elder Brother</td>
<td>27</td>
<td>අණිරාස (pattaraya) / News Paper</td>
<td>44</td>
<td>අරිනවා (arinavā) / Split</td>
</tr>
<tr>
<td>10</td>
<td>අවුන් (ovun) / Younger Sister</td>
<td>28</td>
<td>කුෂුරු (kadamāsīya) / Paper</td>
<td>45</td>
<td>වියනවා (uyanavā) / Go</td>
</tr>
<tr>
<td>11</td>
<td>අවුන් (ovun) / Younger Brother</td>
<td>29</td>
<td>කුෂුරු (vatura) / Water</td>
<td>46</td>
<td>අරිනවා (arinavā) / Drink</td>
</tr>
<tr>
<td>12</td>
<td>අවුන් (ovun) / Daughter</td>
<td>30</td>
<td>කුෂුරු (mālu! / Fish</td>
<td>47</td>
<td>අරිනවා (arinavā) / Write</td>
</tr>
<tr>
<td>13</td>
<td>අවුන් (ovun) / Son</td>
<td>31</td>
<td>කුෂුරු (elāva! / Vegetable</td>
<td>48</td>
<td>අරිනවා (arinavā) / Throw</td>
</tr>
<tr>
<td>14</td>
<td>අවුන් (ovun) / Aunt</td>
<td>32</td>
<td>කුෂුරු (redī) / Clothes</td>
<td>49</td>
<td>වියනවා (uyanavā) / Plant</td>
</tr>
<tr>
<td>15</td>
<td>අවුන් (ovun) / Uncle</td>
<td>33</td>
<td>පර (dora) / Firewood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>අවුන් (ovun) / Grand Mother</td>
<td>34</td>
<td>භාණුවෙ (gedara) / Home</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>අවුන් (ovun) / Grand Father</td>
<td>35</td>
<td>භාණුවෙ (gasa) / Tree</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>අවුන් (ovun) / Friend</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.2. Device Selection

In this research, Myo gesture recognition armband was selected as our data capturing device. This device was developed and introduced by Thalmic Labs Inc as a new way of using hand gestures to interact with computers and mobile devices (especially as an input/controlling device). Before Myo armband was selected as the data capturing device we had to consider three things.

1) Sign recognition accuracies of EMG and IMU based techniques
2) The mobility of the device
3) User convenience of the device

A Myo armband gives EMG and IMU data. There are 8 EMG signals and 10 IMU signals. Myo armband has 8 EMG sensors, 1 accelerometer sensor, 1 gyroscope sensor, and 1 magnetometer sensor.

4.3. Data Collection

After creating the sentences, data were collected using a sign language interpreter. Myo armband was used as our data collection device. Since we use both arms to perform signs, two Myo armbands were used. The Myo armbands were connected to two different computers using two Bluetooth adapters. After connecting armbands with the computers via Bluetooth, by running a
C++ program with the help of Myo SDK, EMG and IMU data were captured and stored in CSV files separately.

To avoid the speed variations when performing signs, a metronome was used as a supporting tool. A metronome is a device that produces an audible click or another sound at a regular interval that can be set by the user, typically in beats per minute. Thus, then the signer performs all the sentences (346) in the same rhythm. In the metronome, 5 seconds were considered. In each second, the signer performed the particular sign according to the sentence. Rest sign was performed in 1st and 5th seconds. The first sign, second sign and third sign in the sentence were performed in 2nd, 3rd, and 4th seconds respectively. The metronome was screened in a separate display while performing signs. Figure 5 depicts the data collection design. Moreover, it’s necessary to have a common starting and ending point for all the sentence to recognize a particular sentence when it gets started or ended.

![Data collection design](image)

4.4. Data Pre-process

It is not a better idea to use raw data as it is for the classification process. Because there are many issues with the raw data. Such as unwanted data (e.g. noise), incomplete data, inconsistent data etc. Our collected data contain EMG data and IMU data. Therefore, we had to use digital signal processing (DSP) techniques to pre-process the collected raw data.

1) Pre-processing methods of EMG data

- Resampled the signals
- Removed the DC offset
- Applied full wave rectification
- Used low pass Butterworth filter
- Conducted zero-phase digital filtering

2) Pre-processing methods of IMU data

- Used the moving average filter
4.5. Data Segmentation

Each sentence has 3 words and each signal contains 3 signs. The aim of this step is to segment each sign separately. As a result of segmentation, there will be 3 segments per sentence. For a single sentence, one Myo armband gives 18 signals (8 EMG and 10 IMU). Since two armbands were used for the data collection, we had to segment 36 signals and saved the segmented signs separately.

We carried out a manual segmentation method. Since we used a metronome as a supporting tool, we knew that the length of a sentence which is 5 seconds and the rest sign was performed in 1st and 5th second. First, second and third signs in the sentence were performed in 2nd, 3rd, and 4th seconds respectively. Since 2nd, 3rd, and 4th seconds contain the valid signs of a particular sentence, all signals were segmented within that each time period.

4.6. Feature Extraction

Features are the unique attributes of a particular data. Features are the input to the machine learning models. According to the existing work [17], we selected the following features.

1) Mean Absolute Value

\[ MAV = \frac{1}{N} \sum_{n=1}^{N} |x_n| \]

2) Variance

\[ VAR = \frac{1}{N-1} \sum_{n=1}^{N} x_n^2 \]

3) Standard Deviation

\[ SD (\sigma) = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (x_n - \mu)^2} \]

Since we are interested in 3 features, there are 108 (=36*3) features for an each sign.

4.7. Feature Reduction and Feature Selection Methods

Feature reduction and selection are two techniques of feature engineering. Basically, what it does is, identifying the most important features. In this study, we have used below feature reduction and feature selection methods.

1) PCA - Principal Component Analysis
2) US - Univariate Selection
3) SVD - Singular Value Decomposition
4) RFE - Recursive Feature Elimination
5) RF - Random Forest

4.8. Machine Learning Model Training

In this research project, we applied supervised learning techniques. Because this is a classification problem. Therefore, we had to train a classifier. We selected 5 classifiers and trained all them using the training data. The training data set was composed of 241 sentences.
(723 words) and the test data set included 105 sentences (315 words). We got the 10-fold cross-validation accuracy of all the models and selected the highest accuracy given classifier as the final classifier for this study.

1) NB - Gaussian NB  
2) LDA - Linear Discriminant Analysis  
3) RFC - Random Forest  
4) LR - Logistic Regression  
5) RC - Ridge Classifier

Then we created a framework for carrying out the task covered in previously in real-time. Real-time hand gesture recognition is one of the most challenging research areas in the human computer interaction field. In the initial experiment, we conducted an offline training and offline testing. However, in this experiment, we conducted offline training and online testing.

Data capturing, pre-processing, segmentation and feature extraction techniques are the same as the initial experiment. However, we used a previously trained model to recognize and translate sentence level continuous signings in real-time. Figure 6 shows the flow diagram of the real-time classification experiment.

5. RESULTS AND EVALUATION

As the first experiment, we input all features to each model. As mentioned in the design section, 5 models were trained using 5 Machine Learning algorithms and feature vectors. We then compared the cross-validation accuracies of each model. The cross-validation results are given in Table 2. The Linear Discriminant Analysis classifier performed best for average 10-fold cross-validation accuracy.

Since Linear Discriminant Analysis (LDA) classifier showed the highest cross-validation accuracy, we selected LDA as the classifier for the final study. We then trained the LDA classifier using all the features (108). Finally, we got a word level testing accuracy of between 75% - 80%. The full sentence level accuracy varies from 45% to 50%. Figure 7 shows the confusion matrix of the LDA classifier while Table 3 shows the average precision, recall, and F1-score of the LDA model.
Table 2. Average 10-fold cross validation accuracy.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average 10-Fold cross-validation score</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression (LR)</td>
<td>0.597774</td>
<td>0.047929</td>
</tr>
<tr>
<td>Linear Discriminant Analysis (LDA)</td>
<td>0.761796</td>
<td>0.064298</td>
</tr>
<tr>
<td>Ridge Classifier (RC)</td>
<td>0.675114</td>
<td>0.067444</td>
</tr>
<tr>
<td>Random Forest Classifier (RFC)</td>
<td>0.603387</td>
<td>0.052306</td>
</tr>
<tr>
<td>Gaussian Naïve Bayes (NB)</td>
<td>0.560731</td>
<td>0.067124</td>
</tr>
</tbody>
</table>

Table 3. Average precision, recall and F1-score of the LDA model.

<table>
<thead>
<tr>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.81</td>
<td>0.79</td>
<td>0.79</td>
</tr>
</tbody>
</table>

**Precision** - Precision is the ratio of correctly predicted positive observations to the total predicted positive observations. The question that this metric answer is of all signs that labeled as a correct sign, how many actually correct signs? High precision relates to the low false positive rate. We have got 0.81 average precision value which is pretty good.

**Recall (Sensitivity)** - Recall is the ratio of correctly predicted positive observations to all observations in actual class. The question recall answer is: Of all the signs that have true class, how many did we label? We have got an average recall of 0.79 which is good for this model as it’s above 0.5.

**F1-score** - F1-score is the weighted average of Precision and Recall. Therefore, this score takes both false positives and false negatives into account. Intuitively it is not as easy to understand as accuracy, but F1-score is usually more useful than accuracy, especially if you have an uneven class distribution. Accuracy works best if false positives and false negatives have a similar cost. If the cost of false positives and false negatives are very different, it’s better to look at both Precision and Recall. In our case, the average F1-score is 0.79. Table 4, 5 and 6 show the class, precision, recall and F1-score of the LDA model in different F1-score ranges.
Figure 7. Confusion matrix

Table 4. Precision, recall and F1-score < 0.6.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3</td>
<td>0.33</td>
<td>0.32</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>0.31</td>
<td>0.57</td>
<td>0.4</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.6</td>
<td>0.55</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.25</td>
<td>0.4</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>0.5</td>
<td>0.33</td>
<td>0.4</td>
<td>3</td>
</tr>
<tr>
<td>23</td>
<td>0.5</td>
<td>0.33</td>
<td>0.4</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>43</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 5. Precision, recall and $0.6 \leq$ F1-score $\leq0.8$.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.57</td>
<td>0.67</td>
<td>0.62</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>0.8</td>
<td>0.62</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>0.75</td>
<td>0.6</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>0.75</td>
<td>0.6</td>
<td>0.67</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>0.8</td>
<td>0.5</td>
<td>0.62</td>
<td>8</td>
</tr>
<tr>
<td>24</td>
<td>0.57</td>
<td>0.8</td>
<td>0.67</td>
<td>5</td>
</tr>
<tr>
<td>25</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>3</td>
</tr>
<tr>
<td>29</td>
<td>0.88</td>
<td>0.7</td>
<td>0.78</td>
<td>10</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>0.67</td>
<td>0.8</td>
<td>6</td>
</tr>
<tr>
<td>39</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>3</td>
</tr>
<tr>
<td>42</td>
<td>0.73</td>
<td>0.85</td>
<td>0.79</td>
<td>13</td>
</tr>
<tr>
<td>47</td>
<td>1</td>
<td>0.67</td>
<td>0.8</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6. Precision, recall and F1-score $>0.8$.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.88</td>
<td>0.78</td>
<td>0.82</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.83</td>
<td>0.91</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.86</td>
<td>0.92</td>
<td>7</td>
</tr>
<tr>
<td>16</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>6</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>19</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>9</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>1</td>
<td>0.89</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>0.8</td>
<td>0.89</td>
<td>5</td>
</tr>
<tr>
<td>22</td>
<td>0.88</td>
<td>0.78</td>
<td>0.82</td>
<td>9</td>
</tr>
<tr>
<td>26</td>
<td>0.78</td>
<td>1</td>
<td>0.88</td>
<td>7</td>
</tr>
<tr>
<td>27</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>10</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>31</td>
<td>0.7</td>
<td>1</td>
<td>0.82</td>
<td>7</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>34</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>0.94</td>
<td>0.97</td>
<td>18</td>
</tr>
<tr>
<td>37</td>
<td>1</td>
<td>0.78</td>
<td>0.88</td>
<td>9</td>
</tr>
<tr>
<td>38</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>41</td>
<td>1</td>
<td>0.75</td>
<td>0.86</td>
<td>4</td>
</tr>
<tr>
<td>44</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>45</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>46</td>
<td>0.75</td>
<td>1</td>
<td>0.86</td>
<td>6</td>
</tr>
<tr>
<td>48</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>49</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

However, F1-scores of classes 1, 2, 5, 9, 10, 12, 17, 23, 32 and 43 are less than 0.60 (Table 4). Especially, F1-score of class 32 is 0.00. The reason would be there are not enough examples (There are only 2 examples). Table 7 shows the category of each class which has the F1-score less than 0.6.
Table 7. Category of each class which has the F1-score less than 0.6.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Category (subject, verb, object)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2, 5, 9, 10, 12, 17</td>
<td>Subject</td>
</tr>
<tr>
<td>23, 32</td>
<td>Object</td>
</tr>
<tr>
<td>43</td>
<td>Verb</td>
</tr>
</tbody>
</table>

According to Table 7 above, we can observe that most of the classes which have F1-score less than 0.60 belong to the subject category. Therefore, we can come to the decision that our model is unable to recognize signs which belong to the subject category. By the way, it is not possible to observe a clear diagonal and values are spread in the class range 1 – 18 in the confusion matrix (Figure 7). Therefore, we can confirm that our model is unable to recognize signs which appear in the subject category of the sentence more than those in other categories by looking at the confusion matrix further.

Figure 8 shows the ROC curve of the LDA classifier. It shows that all classes (49 signs) have high percentages of the area under the ROC curve. A rough guide for classifying the accuracy of a diagnostic test is the traditional academic point system. Table 8 shows AUC-ROC results according to the academic point system. According to the traditional academic point system also we can confirm that all the signs belong to the excellent category. Finally, we can conclude that model performed well at word level classification in the continuous sentence signing task.

As mentioned previously, the sentence level accuracy of the recognizer varies between 45% and 50%. A sentence consists of 3 words (subject + object + verb). If at least one of the signs is predicted wrongly, the entire sentence will be classified as incorrect. Table 9 shows, how the position of the sign contributes to sentence level errors.

![Figure 8. ROC curve](image-url)
Table 8. AUC-ROC results according to the academic point system.

<table>
<thead>
<tr>
<th>Points</th>
<th>No. of classes (Signs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90 - 1.00 = excellent (A)</td>
<td>49 (all signs)</td>
</tr>
<tr>
<td>0.80 - 0.90 = good (B)</td>
<td>0</td>
</tr>
<tr>
<td>0.70 - 0.80 = fair (C)</td>
<td>0</td>
</tr>
<tr>
<td>0.60 - 0.70 = poor (D)</td>
<td>0</td>
</tr>
<tr>
<td>0.50 - 0.60 = fail (F)</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 9. The contribution of positions of sign for sentences misclassification.

<table>
<thead>
<tr>
<th>1st Sign (Subject)</th>
<th>2nd Sign (Object)</th>
<th>3rd Sign (Verb)</th>
<th>No. of Misclassified Sentences (n)</th>
<th>Percentage (n/104) *100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misclassified</td>
<td>Correctly Classified</td>
<td>Correctly Classified</td>
<td>31</td>
<td>29.8%</td>
</tr>
<tr>
<td>Misclassified</td>
<td>Misclassified</td>
<td>Correctly Classified</td>
<td>5</td>
<td>4.8 %</td>
</tr>
<tr>
<td>Misclassified</td>
<td>Misclassified</td>
<td>Misclassified</td>
<td>1</td>
<td>0.9 %</td>
</tr>
<tr>
<td>Correctly Classified</td>
<td>Misclassified</td>
<td>Correctly Classified</td>
<td>9</td>
<td>8.7 %</td>
</tr>
<tr>
<td>Correctly Classified</td>
<td>Misclassified</td>
<td>Misclassified</td>
<td>3</td>
<td>2.9 %</td>
</tr>
<tr>
<td>Correctly Classified</td>
<td>Correctly Classified</td>
<td>Misclassified</td>
<td>3</td>
<td>2.9 %</td>
</tr>
</tbody>
</table>

Number of misclassified sentences (total) 54 51.9 %

According to Table 9 above, we can observe that predicting the 1st sign of a sentence incorrectly accounts for 57% of all errors. Therefore, we can conclude that our model is weak at recognizing the 1st sign (Subject of the sentence) correctly relative to other positions. We have already discussed this issue by looking at the confusion matrix (Figure 7) and the F1-score (Table 4, 5 and 6). Misclassification of one sign directly affects the overall sentence level accuracy. We observed that there are two main reasons for such misclassification.

1) Similarities of signs
2) Incorrect sign segmentation

Then we wanted to experiment, how feature reduction and feature selection techniques affect the accuracy of the model. We observed the 10-fold cross-validation accuracy of each classifier with 5 feature reduction and selection techniques.

We reduced the original number of features (108) to 20, 40, 60, 80 and 100 by using the above mentioned 5 methods. However, we were unable to observe any significant improvement of the model, when we trained the model using 20 and 60 features. The model did show significant improvement in the 40, 80 and 100 feature cases.

Figure 9 shows how the cross-validation accuracy varies in each model after training them with the reduced set of 40 features. The LDA model shows the highest cross-validation accuracy (0.757831) after reducing the features using the random forest method. The LDA model showed the highest cross-validation accuracy (0.780723) after reducing the features to 80 using the principal component analysis (PCA) method. The LDA model showed the highest cross-
validation accuracy (0.791566) after reducing the features to 100 using the singular value decomposition (SVD) method.

Initially, we had 108 features and the accuracy varied between 75% and 80% (Baseline). However, we observed that the LDA model has the highest cross-validation accuracy even with reduced features. The accuracies and numbers of features can be summarized as follows.

1) 40 features - 0.757831
2) 80 features - 0.780723
3) 100 features - 0.791566

Even though 80 feature and 100 features instances have high accuracy than 40 feature instances, the number of features is closer to the initial number of features (108). In practical deployments, we need to consider both the model’s accuracy and the number of features in order to select the best feature reduction method. Hence, we selected the 40 feature (random forest) model as the final model.

![Graph showing cross-validation accuracies of each model using the reduced set of 40 features](image)

Figure 9. Cross-validation accuracies of each model using the reduced set of 40 features

We have conducted the above mentioned experiments as offline experiments which all the training data and testing data collected previously. Then pre-process, segment, extract the features from the raw data and finally trained the classifier. As the next experiment, we wanted to conduct gesture recognition in a real-time manner. Because the final goal is to use this system in real-world scenarios. Here, we used two previously trained classifiers to predict the signs.

1) The classifier which has been trained using all the features (108 features) (Classifier-1)
2) The same classifier which has been trained after feature reduction (40 features). (Classifier-2)
Average prediction time of a sentence using classifier-1 (LDA and 108 features) in real-time is 17.4 seconds. Average prediction time of a sentence using classifier-2 (LDA and 40 features) in real-time is 13.6 seconds.

We can observe that the classifier-2 which was trained using 40 features for the sentence prediction shows less prediction time than classifier-1 in the real-time scenario. Even though, that 13.6 seconds of time is not suitable for the real-time scenario, we can observe that the prediction time of a sentence is reduced when we reduced the number of features. Therefore, we can state that there is an effect to the prediction time when we reduced the features.

We translated the gestures in a real-time manner. In order to do that we have created a python application. Example of a real-time classification output is shown in Figure 10. It shows the output as “යාලුවා කිතර අඳිනවා” (yāluvā citra aṅdinavā). (Friend draws paintings).

![Figure 10. Example output of a real-time gesture classification](image)

5.1. Comparison of the Results of the Proposed Solution and Related Work

This research project is an extended version of previous research which has been conducted at University of Colombo School of Computing and title of that publication is “Framework for Sinhala Sign Language Recognition and Translation Using a Wearable Armband” [17] 2016. Prajwal Paudyal et al proposed another work which is SCEPTRE [12] 2016. Table 10 shows the comparison between the proposed solution and the above mentioned two research projects ([12], [17]).
### Table 10. The comparison of the results of the proposed solution and two main references.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sign Language</td>
<td>Sri Lankan Sign Language</td>
<td>American Sign Language</td>
<td>Sri Lanka Sign Language</td>
</tr>
<tr>
<td>Word Level</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sentence Level</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>User Dependent</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Accuracy (around)</td>
<td>100% (Word Level)</td>
<td>97.72% (Word level)</td>
<td>75%-80% (Word Level)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>45%-50% (Sentence Level)</td>
</tr>
<tr>
<td>Number of Signs</td>
<td>3</td>
<td>20</td>
<td>49 (Words)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>346 (Sentences)</td>
</tr>
<tr>
<td>Method</td>
<td>ANN</td>
<td>Multitiered template-based comparison system</td>
<td>Linear Discriminant Analysis</td>
</tr>
<tr>
<td>Real-time</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Real-time recognition time</td>
<td>-</td>
<td>0.552 S (Word Level)</td>
<td>13.6 S (Sentence Level)</td>
</tr>
</tbody>
</table>

### 6. Conclusion

The aim of this research was to bridge the communication gap between hearing/speaking impaired and ordinary people by proposing a framework for recognize sentence level continuous signings of Sri Lankan Sign Language and translate them into a natural language (Sinhala).

In order to conduct the research, we created a dataset using a single sign language interpreter and Sri Lankan Sign Language was selected as the sign language. After completing this research project, that dataset will be publicly available. Then we trained models and got promising results for sign language recognition for both word level and sentence level continuous signings which are 75%-80% accuracy for the word level and 45% - 50% accuracy for the sentence level continuous signing.

The accuracy of the recognition of sentence level continuous signings in real time manner vary between 45% - 50%. However, we used the model which is trained using only 40 features after feature reduction for this scenario, because after feature reduction, we got less prediction time (13.6s) than prediction time when we used all features (17.4s).

Finally, the proposed solution improves the usability and mobility, because we use the wireless, lightweight wearable device and we did not use any unnatural method to identify the moment epenthesis.

### 7. Future Work

Our proposed solution showcased a proper outcome based on the scope of the research study which can be extended in several ways.

1. Increase the number of signs
2. Increase the words per sentence
3. Identify an automatic way to segment the signs
4. Reduce real-time classification time
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ABSTRACT

Now-a-days, people around the world are infected by many new diseases. The cost of developing or discovering a new drug for the newly discovered disease is very high and prolonged process. These could be eliminated with the help of already existing resources. To identify the candidates from the existing drugs, we need to extract the relation between the drug, target and disease by textmining a large-scale literature. Recently, computational approaches which is used for identifying the relationships between the entities in biomedical domain are appearing as an active area of research for drug discovery as it needs more man power. Due to the limited computational approaches, the relation extraction between drug-gene and gene-disease association from the unstructured biomedical documents is very hard. In this work, we proposed a semi-supervised approach named pattern based bootstrapping method to extract the direct relations between drug, gene and disease from the biomedical literature. These direct relationships are used to infer indirect relationships between entities such as drug and disease. Now these indirect relationships are used to determine the new candidates for drug repositioning which in turn will reduce the time and the patient’s risk.
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1. INTRODUCTION

For developing the new chemical compound into the market for treating appropriate disease is called as drug development or design process which is very expensive and takes minimum 12-15 years from the starting stage to the marketing. Currently, the arrival of new diseases is increased and most of those are not treating with proper vaccine or medicine (Cummings J. 2021). To produce the proper medicine, the molecular level of the diseases must be understood by the scientists and it needs domain experts over various resources. Even though the amount and the time spent on designing a drug, there is no guarantee for the success of drug. During the interval of 2006-2015 only 9.6% was the attainment level of the chemicals entering into the trail (Hwang et al. 2016). A well-known alternative way to eliminate the risk and cost of discovering new drug is drug repurposing, i.e. finding new candidate (disease) for drugs that are already available in the
market (Talevi et al, 2020). Drug repositioning (Rudrapal M et al. 2020) diminishes the risk, time, cost and struggle during the early stages of drug discovery. To determine new candidates for available chemicals several methods have been done scientific publications, Electronic Health Records (EHR), health forums, clinical trial reports, etc. (Shahab 2017). Computational methods can be broadly classified into knowledge-based, similarity-based and network-based inference methods for extracting the biomedical association.

To extract the useful information from the unstructured biomedical literature, text mining and Natural Language Processing techniques (NLP) are used to make it in an understandable form. Most fundamental step in extracting the relation between the entities is recognizing or tagging the respective words as drug, target, disease with the help of Named Entity Recognition (NER) technique. After, the relation is extracted from the unstructured text via many approaches like co-occurrence based, rule based and machine learning based. Co-occurrence based approach is very easy and simple. The entities are associated with each other if they co-occurred frequently in a sentence, abstract or the documents. In PPI extraction found that the proteins are associating with each other when two proteins are co-occurred together across more abstracts. Co-occurrence based approach does not work well for the sentence or document that has multiple entities and the sentence which has negative relation between the entities. For example, “During pregnancy the patients are not advised to take ibuprofen”. From this sentence co-occurrence based method not able to identify the negative relation.

To overcome this Zhao et al in 2017 has introduced rule based method called regular expressions with the help of the word-level features and grammatical features namely Parts Of Speech (POS) tagging, dependency parsing, phrasal argument structures, predicate structures, syntactic and semantic analysis for preparing the rule definition and this leads to increased performance. Though this method improves the performance, it is very difficult to build the rule for variety of sentences, which needs rich domain expert and more time. Automatically generating the pattern gives the solution to the problem of rule-based approach. For extracting, the drug-side-effect relations from MEDLINE documents Xu & Wang (2014) generated the patterns from the POS tags and verbs automatically and it produces better performance than the manually defined patterns. But, sometimes the generated patterns are too generalized and it does not handle all varieties of sentences.

Next, supervised learning methods are used to extract the association. Mostly, supervised methods use n-dimensional feature vector or kernel functions for classifying the sentences. Features may be bag-of-words, syntactic (POS tag, chunk tag), lexical, semantic knowledge. For discovering Drug-Drug Interactions (DDIs) from the biomedical literature, Zhang et al. (2012) used a single hash subgraph pairwise kernel method effectively. After a while SVM (Support Vector Machine), Naïve Bayes, BeFree (bravo et al. 2015) algorithms were used for relation classification. From the above discussion, we concluded that the supervised learning approach requires powerful annotated corpora, but it requires longer time and more man power.

To migrate from the issues of supervised learning approach, researchers utilize the unsupervised learning approach. Initially, Madkour et al (2007) has introduced the BioNoculars method to extract PPI from MEDLINE corpus by generating a pattern using NER, POS tag followed by graph based mutual reinforcement method for extracting pattern from the literature. Though unsupervised approach extracts does not require annotated corpora and extracting more relations than other methods, precision is very poor. Erkan et al. (2007) introduced the method for PPI extraction namely transductive SVM with two types of similarity functions. To build a model when there is less annotated corpus, semi-supervised learning can be hired. Hence, we have designed a semi-supervised algorithm called pattern based bootstrapping to extract different biomedical associations between various entities from text (Batista et al. 2015). Using these
relationships heterogeneous network is constructed to infer the new candidates for drug repurposing (Hsih-Te Yang et al. 2016).

2. **BIOMEDICAL RELATION EXTRACTION**

2.1. **Overall Methodology**

In this framework, MEDLINE database (Source: www.ncbi.nlm.nih.gov) containing a large number of research articles has been considered as the unlabeled corpus. PubTator, a web based tool is used to do NER which is the basic text processing for any type of relation extraction task. Later, sentences with more than one tagged entity were represented as a pattern with the help of dependency-tree feature. Bootstrapping starts with an initial seed set and iteratively learns new patterns by using entity and dependency –level masking techniques. The generated patterns are given scores to select the appropriate patterns for the next iteration.

![Diagram of pattern based bootstrapping algorithm](image)

The extracted biomedical binary relations are stored in the form of triples i.e. \{ENT1-I, TW, ENT-II\}. ENT-I and ENT-II are the biomedical entities and TW is the trigger word which indicates the semantic relationship between the entities.

2.2. **Pre-processing and Dependency Tree Parsing**

The downloaded abstracts are split into sentences and the sentences which have both the drug and gene or gene and disease only are selected for generating the seed pattern. Sarafranz F (2013) and Cruz Diaz N.P et al. (2015) discussed that most of the system does not consider the possibility of negative relationships that could lead to false positives in the literature. The proposed system will treat the negative sentences which can lead to false positives. De Marneffe MC (2006) discussed about dependency grammar which represents the sentences with a syntactic tree and analyzes the
relationships between the words. In dependency grammar, usually verbs are perform as the root and other words are dependent on root words either directly or indirectly dependent on the root. Later he used natural language processor tool (http://nlp.stanford.edu/software/lex-parser.shtml) namely Stanford to generate the dependency tree of the sentence. The shortest dependency path between the entities of interest is extracted.

**Example:** CYP3A4 mRNA expression was significantly increased by rifampicin exposure in human hepatocytes.

![Dependency Graph](image)

Figure 2.2 Dependency graph and shortest dependency path connecting the CYP3A4 and rifampicin

Shortest Dependency Path (SDP) will be generated by removing the irrelevant terms and phrases from the original sentence and focus on part of the sentence that are directly relevant to the relationship between the two entities as discussed by Yifan Peng (2015). Sometimes more than one dependency path can be generated for the same sentence when it has drug, gene and disease in the sentence.

**Sentence:** Gemfibrozil and the glucuronide inhibit CYP2C8 and OATP1B1. Consider this sentence and the relation have to be extracted between the following pairs of entities. (i) Gemfibrozil, CYP2C8, (ii) Gemfibrozil, OATP1B1, (iii) glucuronide, CYP2C8, (iv) glucuronide, OATP1B1. Here, a single sentence contains more than one relation.

### 2.3. Pattern Representation

For identifying the new patterns from the seed set, representing the patterns with features are the important step in bootstrapping procedure. As discussed in 2.2, Shortest path connecting the entities is taken from the dependency graph by neglecting the edge direction is used for representing the pattern and it gives compact representation for the sentences that are too long. (Bunescu & Mooney 2005). Figure 2.2 represents the dependency graph of the sentence and its shortest path is indicated in orange color between the biomedical entities. Figure 2.4 indicates the pattern representation for bootstrapping algorithm. Three components taken place in the pattern representation namely two biomedical entities (present within a sentence), the words in the shortest path and dependency relations connecting those words in the shortest path. According to the length of the dependency path between the entities, the pattern length varies in size. For a relation to happen, minimum path-length of five is needed (Bunescu & Mooney 2005). Entities connected through path length of less than five are not taken for consideration. Pattern formation of the sample sentence in 2.2 is given below.
Figure 2.3 Pattern derivation from the shortest dependency path - example. Red color, violet color text - entities, blue color text - dependency relation, black color text - word

Hereafter the pattern is termed as 5-window, 7-window and so on. The pattern of length 5 is denoted as 5-window pattern. For window of size five, the pattern consists of two biomedical entities, two dependency relations and a single word. For every increment in the pattern length one dependency relation and one word gets increased as shown in figure 2.4.

More words are present in the higher order patterns. These higher order patterns use the lower order patterns to extract the relation between the biomedical entities. Once the representation of pattern is done, next step is to select the initial seed set.

2.4. Selection of Seed pattern

Seed pattern is needed for initializing the bootstrapping algorithm. The seed patterns contain a list of patterns and this list is chosen from the available EUADR corpus based on the frequency of occurrence. As the pattern length varies in size, a single seed pattern is chosen for each length in the seed set. Based on the number of relation types (drug-gene & gene-disease) and the varying pattern length for each type, the seed pattern count differs.

2.5. Masking

For identifying relations and trigger words from unlabeled corpus, first do the exact match with the seed patterns. Then for generating and identifying new patterns, bootstrapping algorithm masks the seed patterns. Here the entity-level and dependency-level masking is done for generating new patterns.

2.5.1. Entity based Masking

In this level, the exact entity names are masked and replaced with type of the entity. For example, in Figure 2.5, the exact entity names ‘Ropivacaine’ and ‘CYP2D6’ are masked, and replaced with their corresponding entity type ‘Drug’ and ‘Gene’ respectively. This identifies new entity pairs which are expressed in the same way as the seed pattern with the same trigger word with the 5-window pattern. The entity-level masked pattern is used as the seed pattern for dependency-level masking.
2.5.2. Dependency Relation based Masking

Due to the variations in the sentence expression, dependency relations in the pattern also differed. Hence, the dependency path relations in the pattern are masked one at a time to generate new patterns. The new patterns derived out of masking the dependency relations ‘nsubj’ and ‘dobj’ in seed pattern along with examples are shown in Figure 2.6. Masking ‘nsubj’ produces new patterns with ‘nmod’

![Figure 2.6 Dependency Relation based masking](image)

2.6. Scoring of Pattern

Next step in the bootstrapping algorithm is to identify the candidate patterns by scoring the newly generated patterns. The dependency-level masking generates a large number of new patterns, but we are not able to use all the generated patterns in the next iteration as it decrease the performance of the system. Hence, we choose the patterns which are having high score and it is used in the next iteration. Scoring technique is based on the unique relation identified (support-based scoring) by the given pattern. The generated new pattern extracts new relation triples from the unlabeled corpus. Support based method calculates the score based on the unique relation triples identified by new pattern with respect to the seed. \( S_r \) is the support-based score is mentioned in equation (1).

\[
S_r = \frac{\text{support}\{T_i\}}{\text{support}\{T_{seed}\}}
\]

\( T_i \) – relation triples identified by pattern \( i \in \) unlabeledcorpus

\( T_{seed} \) – relation triples identified by seed pattern \( \in \) unlabeledcorpus

3. RESULT AND DISCUSSION

3.1. Dataset Description

The bootstrapping framework learns new patterns from the unlabeled data. The unlabeled data is collected from the PubMed articles of April 2018 version of PubTator (Wei et al. 2013), which has approximately 21 million PubMed. PubTator annotations consists of title and abstract of PubMed articles. PubTator make use of the following tools to recognize the entities. GeneTUKit (Huang et al. 2011) and GenNorm (Wei & Kao 2011) for gene mentions, DNorm (Leaman et al. 2013) for diseases, a dictionary-based lookup technique (Davis et al. 2012) for chemicals. Seed pattern for the two types of relations (drug-target, target-disease) are taken from the EU-ADR (Van Mulligen et al (2012) corpus and it has 100 abstracts for each type. Comparative
Toxicogenomics Database (CTD) (Davis et al. 2017) contains the information about drug-target and target-disease relationships which is manually curated.

3.2. System Setup

Drug-target and target-disease are the two relations evaluated by the proposed framework. The sentences have at least two different types of entities (drug, gene, disease) are considered for the unlabeled data. Stanford dependency parser (Bunescu et al. 2014) is applied to determine the dependency relations in the given sentences and the SDP between the entities of interest is extracted. If a single sentence has more than two entities, all the entities in combinations are taken into account. So, a single sentence can be applied many times for different relation between the entities. To avoid erroneous relation, the dependency parser gives the label as ‘dep’ for the words in which the exact relation it is not able to determine.

Table 3.1 Number of patterns identified in the unlabelled corpus for relation type each window size

<table>
<thead>
<tr>
<th>Window-size</th>
<th>Drug-Gene</th>
<th>Gene-Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Five-window</td>
<td>5,28,626</td>
<td>6,23,316</td>
</tr>
<tr>
<td>Seven window</td>
<td>8,31,058</td>
<td>12,91,239</td>
</tr>
<tr>
<td>Nine-window</td>
<td>7,49,765</td>
<td>11,22,994</td>
</tr>
</tbody>
</table>

3.3. Estimation of Bootstrapping Framework for Relation Extraction

The bootstrapping framework learns new patterns in each iteration and in turn extracts biomedical relations and trigger words from the unlabeled text corpus. Here this proposed system is evaluated based on the ability to learn the new patterns. The total number of patterns learned by the framework (including all pattern length) for the drug-gene, gene-disease relations are 6367, 10404 respectively. Figure 3.1 shows that the number of patterns extracted by using 7-window size is high for drug-gene relation and 9-window size is high for gene-disease relation. It can be seen that the bootstrapping framework is able to learn a large number of new patterns from the unlabeled corpus, using only a minimum set of seed patterns. The number of patterns generated by using the proposed system is 6367, 10404 for drug-gene and gene-disease relation respectively. From this we infer that the proposed system learns higher number of patterns from gene-disease relation compared to the other one.

Table 3.2 provides the number of relations extracted by the bootstrapping framework along with the number of relations that have evidence in the CTD database. Comparatively drug-gene
relation has less evidence as 35%, while gene-disease relation has more-evidence as greater than 60%, as number of inferred associations is high for gene disease in CTD.

Table 3.2 Performance of the proposed system

<table>
<thead>
<tr>
<th>Relation pair count</th>
<th>Drug-Gene</th>
<th>Gene-Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of relations extracted by bootstrapping</td>
<td>50,105</td>
<td>1,21,576</td>
</tr>
<tr>
<td>No. of relations extracted by bootstrapping that have evidence in CTD database</td>
<td>14,116</td>
<td>78,014</td>
</tr>
</tbody>
</table>

3.4. Relationship Identified by the Bootstrapping Framework

Table 3.3 provides the information about the number relationship identified in each relation type. In each relation type, the top five frequently occurred trigger word is provided in Table 3.4.

Table 3.3 Relationship identified by bootstrapping Framework

Table 3.4 Top-5 Relation words

<table>
<thead>
<tr>
<th>Relation -word count</th>
<th>Single</th>
<th>Drug-Gene</th>
<th>Gene-Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug-Gene</td>
<td>283</td>
<td>inhibitor</td>
<td>expression</td>
</tr>
<tr>
<td>Gene-Disease</td>
<td>339</td>
<td>receptor</td>
<td>gene</td>
</tr>
<tr>
<td></td>
<td></td>
<td>activity</td>
<td>level</td>
</tr>
<tr>
<td></td>
<td></td>
<td>antagonist</td>
<td>mutation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>phosphorylation</td>
<td>associate</td>
</tr>
</tbody>
</table>

3.5. Comparison with Existing State-of-the-art Method

Bravo et al. (2015) compared the existing supervised method with proposed semi-supervised pattern-based bootstrapping framework for the biomedical relation extraction task. The bootstrapping framework is compared with BeFree based on Precision, Recall and F1 score evaluation metrics and the results are provided in Table 3.5. Since, BeFree system was trained using EU-ADR corpus for the two relation types, the patterns learnt by the bootstrapping framework is used to identify the relation pairs in the gold standard dataset EU-ADR. For all the three considered relation types, bootstrapping achieves a higher F1 score compared to the baseline approach.

Table 3.5 Comparison of Bootstrapping with existing state-of-the-art method

<table>
<thead>
<tr>
<th>Association Type</th>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug-Target</td>
<td>Supervised</td>
<td>74.2</td>
<td>97.4</td>
<td>83.3</td>
</tr>
<tr>
<td></td>
<td>Bootstrapping</td>
<td>86.1</td>
<td>83.9</td>
<td>84.36</td>
</tr>
<tr>
<td>Target-Disease</td>
<td>Supervised</td>
<td>75.1</td>
<td>91.8</td>
<td>82.4</td>
</tr>
<tr>
<td></td>
<td>Bootstrapping</td>
<td>85.7</td>
<td>84.9</td>
<td>85.29</td>
</tr>
</tbody>
</table>

4. CONCLUSION AND FUTURE WORK

In this system, an improved approach for relationship extraction between drug, gene and disease entities in the biomedical domain is proposed. This approach involves identification of new relation by giving some initial seeds to the bootstrapping method. The results prove that the direct relationships from the biomedical text have been extracted successfully. The proposed system
was able to learn a large number of useful patterns (16,771) from a small seed set (6). These patterns in turn were able to identify 171,881 relation pairs with 644 trigger words that convey the semantics of the biomedical relation. And bootstrapping method attains approximately 85% of f-score for both types (drug-gene and gene-disease) which is better than supervised method. Out of the identified relations more than 50% had evidence in the CTD database. By using the drug-gene and gene-disease direct relationships, we cannot infer more number of hidden relations for identifying repurposing drugs. So pattern based bootstrapping method can be performed for other biomedical relation types (like drug-disease, drug-drug, drug-adverse effect and so on) to automatically extract all the biomedical relations from the unlabeled text corpus (PubMed) to get more number of repurposing drugs.

The proposed method will be extracting the relation between the entities within the sentences. It will not be effective for the entities across the sentences. In the future work, the above method can be extended to extract the relation between the biomedical entities across the sentence.
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ABSTRACT

This study extracted and analyzed the linguistic speech patterns that characterize Japanese anime or game characters. Conventional morphological analyzers, such as MeCab, segment words with high performance, but they are unable to segment broken expressions or utterance endings that are not listed in the dictionary, which often appears in lines of anime or game characters. To overcome this challenge, we propose segmenting lines of Japanese anime or game characters using subword units that were proposed mainly for deep learning, and extracting frequently occurring strings to obtain expressions that characterize their utterances. We analyzed the subword units weighted by TF/IDF according to gender, age, and each anime character and show that they are linguistic speech patterns that are specific for each feature. Additionally, a classification experiment shows that the model with subword units outperformed that with the conventional method.
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1. INTRODUCTION

There is research in the field of natural language processing that focuses on linguistic styles and characterizes utterances of confined groups categorized by some features like gender or age. Japanese is a language whose expressions vary depending on gender, age, and relationships with dialog partners. In particular, Japanese anime and game characters sometimes speak with emphasis on character rather than reality. Furthermore, the way of talking of Japanese fictional characters is sometimes different from real people. For example, Funassyi, a Japanese mascot character, usually ends each utterance with “なっしー, nasshi” yet this ending is not found in a Japanese dictionary. Additionally, a cat character tends to add “[にゃん, nyan”, an onomatopoeia that expresses a cry of a cat at the end of each utterance. Human characters also have character-specific linguistic speech patterns in novels, anime, and games. They are known as role language [1] and it is related to characterization; the role language shows what role the speaker plays, and sometimes it is different from real conversation. For example, “僕, boku, I” is a first-person singular usually used for boys in novels, anime, and games, but it is also used for men and boys in real life. Therefore, in this study, we extracted and analyzed the linguistic speech patterns that characterize these characters using utterances of anime or game characters. In Japanese, morphological analysis is a basic technology for natural language processing because Japanese does not have word delimiters between words. Word segmentation and morphological analysis
are now widely performed using morphological analyzers like MeCab and Chasen and their performances are usually very high level. However, they are unable to segment broken expressions or the endings of utterances that are not found in the dictionary, which often appears in lines of anime or game characters (refer to Section 2). To hinder this problem, we propose using subword units to segment lines of Japanese anime or game characters and extracting strings that occur frequently (refer to Section 3). The subword units are usually used with deep learning technologies and their robustness for out-of-vocabulary words is often noted. However, they are less interpretable than the original words because the segmentation are depending on the frequencies or occurrence probabilities rather than the meanings. In the current study, however, we show that the expressions extracted using subword units are more interpretable than those using the original words for the extractions of linguistic speech patterns of fictional characters, which is the case where many words are not listed in the dictionary using data collected from publications on the internet (refer to Section 4). We also show that the subword units are effective even though no deep learning technology is used with them. In the experiment, we weighted the subword units by TF/IDF according to gender, age, and each anime character (refer to Sections 5) and show that they are linguistic speech patterns that are specific for each feature (refer to Sections 7 and 8). Additionally, we performed a classification experiment using a support vector machine (SVM) based on linguistic speech patterns we extracted to classify the characters into a character group (refer to Sections 6) and showed that a subword unit model outperformed a conventional morphological analyzer (refer to Sections 7 and 8). Finally, we conclude our work in Section 9.

2. RELATED WORK

Japanese does not have word delimiters between words and word boundaries in Japanese are unspecific. Therefore, there has been much research on Japanese word segmentation or morphological analysis and there are many morphological analyzers for Japanese texts like MeCab [2], Chasen, Juman++ [3], and KyTea [4]. These morphological analyzers segment words with high performances but sometimes the performances decrease for the noisy texts. For Japanese word segmentation of noisy texts, Sasano et al. [5] proposed a simple approach to unknown word processing, including unknown onomatopoeia in Japanese morphological analysis. Saito et al. [6] also recommend using character-level and word-level normalization to address the morphological analysis of noisy Japanese texts. Recently, algorithms for subword units such as Byte Pair Encoding (BPE) [7] and unigram language model [8] are proposed. They are mainly proposed for neural machine translation and usually used with deep learning technologies. We used the unigram language model for word segmentation of Japanese lines of fictional characters. There are some studies on interpretability and usability of words depending on the word segmentation for information retrieval (IR). Kwok [9] investigated and compared 1-gram, bigram, and short-word indexing for IR. Nie et al. [10] proposed the longest-matching algorithm with single characters for Chinese word segmentation for IR. In addition, there has been much research on characterization. PERSONAGE (personality generator) developed by Mairesse and Walker [11] as, the first highly parametrizable conversational language generator. They produced recognizable linguistic variation and personality, and our work also focused on each character’s personality. Walker et al. [12] reported a corpus of film dialog collected and annotated for linguistic structures and character archetypes. Additionally, they conducted experiments on their character models to classify linguistic styles depending on groups such as genre, gender, directors, and film period. Miyazaki et al. [13] conducted a fundamental analysis of Japanese linguistic expressions that characterize speeches for developing a technology to characterize conversations by partially paraphrasing them. In their subsequent research, Miyazaki et al. [14] reported categories of linguistic peculiarities of Japanese fictional characters. Miyazaki et al. [15] conducted an experiment to see whether the reader can understand the characterization of a dialog agent by paraphrasing the functional part of each sentence with a probability suitable
for the target character, as a way to characterize the speech and to enrich the variation of the speeches. Another study focused on Japanese sound change expressions to characterize speeches of Japanese fictional characters; they collected these expressions and classified them [16]. Additionally, Okui and Nakatsuji [17] used a pointer generating mechanism to generate various responses for a Japanese dialog system, referring to several different character responses. They learned the characterization of the responses with a small amount of data.

3. Extraction of Linguistic Speech Patterns Using Subword Units

Many terms not included in the dictionary such as expressions with characterization at the endings of utterances and broken expressions appear in fictional character dialogs. As a result, using existing morphological analyzers with dictionaries to segment the lines of fictional characters are challenging. Therefore, we propose using subword units for the segmentation of lines of fictional characters. The concept behind subword units is that the frequency of occurrence of a word is studied in advance, and low-frequency words are broken down into letters and smaller words. In other words, using subword units, we can treat a string with a high frequency of occurrence as a single unit, not a word in a dictionary. We used software referred to SentencePiece [18] for word segmentation of Japanese lines of fictional characters. SentencePiece learns the segment method directly from the text and segments the text into subword units. It supports BPE and unigram language model, but we employed unigram language model because it slightly outperformed BPE when they were used for machine translation.

3.1. Unigram Language Model

We explain the algorithm of unigram language model quoting from [8]. The unigram language model makes an assumption that each subword occurs independently, and consequently, the probability of a subword sequence \(X = (x_m, \ldots, x_m)\) is formulated as the product of the subword occurrence probabilities \(p(x_i)\). The most probable segmentation \(X^*\) for the input sentence \(X\) is obtained with the Viterbi algorithm. Because the vocabulary set \(V\) is unknown, they seek to find them with the following iterative algorithm.

1. Heuristically make a reasonably big seed vocabulary \(V\) from the training corpus.
2. Repeat the following steps until \(|V|\) reaches a desired vocabulary size.
   (a) Fixing the set of vocabulary, optimize \(p(x)\) with the EM algorithm.
   (b) Compute the loss for each subword \(x_i\), where loss represents how likely the likelihood is reduced when the subword \(x_i\) is removed from the current vocabulary.
   (c) Sort the symbols by loss, and keep top \(\eta\) % of subwords.

Unigram language model is a method whose objective function is maximization of log likelihood of \(X\).

3.2. Procedures

We extracted linguistic speech patterns that characterize the lines as follows:

1. Collect lines of fictional characters,
2. Segment the lines into subword units using Sentence Piece, and
3. Weighted the subword units using TF/IDF values and obtain the top ten subword units.
In addition to the extraction experiments, we conducted classification experiments of characters. Finally, we compared the results of the method using SentencePiece with that of one of the de facto standard morphological analyzers for Japanese, MeCab. We used ipadic for Japanese dictionary of MeCab.

4. DATA

We collected dialogs of 103 characters from 20 publications on the internet. They are, Anohana: The Flower We Saw That Day, Den-noh Coil, Dragon Quest IV-VIII, Neon Genesis Evangelion, Mobile Suit Gundam, Howl's Moving Castle, Hyouka, Kaguya-sama: Love Is War, Kemono Friends, Harem Days, Whisper of the Heart, Laputa: Castle in the Sky, Spirited Away, Symphogear, My Neighbor Totoro, and The Promised Neverland. This corpus of dialogs is referred as to the “Character Corpus.” The following three methods were used for the collection.

1. They were collected from a compilation site of anime and game dialog on the internet.
2. They were collected from anime video sites.
3. It was converted from manga e-books using a text detection application.

Priority was given to characters with many lines while choosing character in the work. Furthermore, since it was assumed that the majority of the main characters would be mostly classified as boys, girls or younger men or women, we aggressively collected child and older characters with a significant number of dialogs during the selection process. Because we have classification experiments according to age, characters whose ages change drastically during the story have been removed. An example of this is Sophie from Howl's Moving Castle. She changed from 18 to 90 years old in the movie. We also eliminated characters with extremely low amounts of dialog. The minimum, maximum and average numbers of lines of a character are respectively 92, 6,797, and 1,187.17.

5. EXPERIMENTS OF LINGUISTIC SPEECH PATTERN EXTRACTION

The procedure of linguistic speech pattern extraction by SentencePiece is as follows. First, we develop a segmentation model by applying SentencePiece to each character's dialog. Notably, we apply SentencePiece to sub-corpus of each character rather than the entire corpus. This is because the way of talking varies according to each character. The following formula calculates the maximum number of subword units:

\[
\text{Vocabulary Size} = \text{Basic VS} \times \left(\frac{1}{5}\right)^{L}
\]

Where, \( L \) denotes the number of letters of each character's lines, \( L \) denotes the total number of letters of lines of all characters, and \( \text{Basic VS} \) denotes basic vocabulary size. We set \( \text{Basic VS} \) to 3,000. Simultaneously with the creation of the model, a word list from the vocab file was also constructed. We delete from the word list subword units that consist of a single Chinese character except for the first-person singular (僕, 私, 俺) because we believed that they would not express a characterization. We also deleted 1/5 of the subword units with less emission logarithmic establishment, which is a measure of a subword unit's occurrence probability. For the next step, we segment the character corpus using the segmentation model we created. The word lists and segmented character corpus were used to obtain the TF/IDF value, which was calculated using the following formula.
tf(t, d) = \frac{n(t, d)}{\sum_{s \in d} n(s, d)} \tag{2}

where, tf(t, d) denotes the term frequency of a subword unit t in document d, n(t, d) denotes the number of occurrences of a subword unit t in document d, \( \sum_{s \in d} n(s, d) \) denotes the sum of the number of occurrences of all subword units in the document d.

\[ \text{idf}(t) = \log \frac{N}{df(t)} \tag{3} \]

where, \( \text{idf}(t) \) denotes the inverse document frequency of a subword unit t, N denotes total number of documents, \( df(t) \) denotes number of documents in which a subword unit t occurred.

\[ \text{TF/IDF} = tf(t, d) \times \text{idf}(t) \tag{4} \]

We extracted linguistic speech patterns that characterize lines of gender, ages, and characters using TF/IDF value. We considered the lines of all characters of one gender as one document, and the lines of all character of the opposite gender as another document when calculating the TF/IDF value for a gender.

6. **Classification Experiment**

We performed a classification experiment to evaluate the extracted linguistic speech patterns using a SVM. The obtained TF/IDF values were used as inputs to the SVM to classify the characters into groups categorized by gender and age. The characters were first divided into three categories: children, adults, and seniors. Children and adults were further divided into two categories: male and female whereas seniors have only one group because we had few characters of the ages. As a result, we used five groups: boys, girls, men, women, and seniors. The numbers of the character according to the group are shown in Table 1. The group classification was performed based on the character’s characterization and not on their actual age or gender because the profiles of fictional characters are sometimes extraordinary. The bias in the amount of data for each category is affected by the bias in characters; Japanese anime and games we collected have a few children and senior characters. The experiment was conducted using five-fold cross-validation. Sklearn was used as a library in this experiment. The computational complexity of SVM in sklearn varies between \( O(\text{number of dimensionality} \times \text{number of data}^2) \) and \( O(\text{number of dimensionality} \times \text{number of samples}^3) \), depending on how efficiently the cache is used.

<table>
<thead>
<tr>
<th>Boys</th>
<th>Girls</th>
<th>Men</th>
<th>Women</th>
<th>Senior</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>8</td>
<td>40</td>
<td>41</td>
<td>7</td>
</tr>
</tbody>
</table>

7. **Results**

The linguistic speech patterns with the top 10 TF/IDF values are shown in Tables 2-7. In the tables, E represents ending, and F means first-person singular. Tables 2 and 3 list the linguistic speech patterns with gender characterization, and Tables 4 and 5 show those with age characterization. In these tables, Italic means that the pattern is specific for each characterization of fictional characters. Some of the character-specific linguistic speech patterns are also shown as example results in Tables 6 and 7. The example characters are Emma from the anime “The Promised Neverland,” Shinji from the anime “Neon Genesis Evangelion,” and Yangus from the
game “Dragon Quest VIII.” For the experiment of characters, we had a questionnaire to evaluate the linguistic speech patterns. Eight native Japanese speakers were asked if each linguistic speech pattern seems specific for the character. Five people are men, and three were women, and seven people are in their 20’s, and one person is in her 30’s. They were also asked if they knew each anime or game that the character appears. Tables 8 and 9 summarize the results of the questionnaire. Finally, the results of the classification experiment are shown in Table 10.

Table 2. Linguistic Speech Patterns with Gender Characterization Retrieved by SentencePiece. E represents ending and F denotes the first-person singular. Italic means that the pattern is specific for the people of specific ages as lines of fictional characters.

<table>
<thead>
<tr>
<th>Male Patterns</th>
<th>Sounds</th>
<th>Notes</th>
<th>Female Patterns</th>
<th>Sounds</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ですね</td>
<td>desune</td>
<td>Polite E</td>
<td>わね</td>
<td>wane</td>
<td>Feminine E</td>
</tr>
<tr>
<td>でござる</td>
<td>degozaru</td>
<td>Samurai E</td>
<td>かしら</td>
<td>kashira</td>
<td>Feminine E</td>
</tr>
<tr>
<td>だぜ</td>
<td>daze</td>
<td>Masculine E</td>
<td>のかしら</td>
<td>nokashira</td>
<td>Feminine E</td>
</tr>
<tr>
<td>でござるな</td>
<td>degozaruna</td>
<td>Samurai E</td>
<td>だわ</td>
<td>dawa</td>
<td>Feminine E</td>
</tr>
<tr>
<td>アルス</td>
<td>Arusu</td>
<td>Name</td>
<td>よね</td>
<td>yone</td>
<td>E</td>
</tr>
<tr>
<td>だな</td>
<td>dana</td>
<td>Masculine E</td>
<td>のね</td>
<td>none</td>
<td>Feminine E</td>
</tr>
<tr>
<td>なあ</td>
<td>naa</td>
<td>Old buddy</td>
<td>ないわ</td>
<td>naiwa</td>
<td>Feminine E</td>
</tr>
<tr>
<td>ますね</td>
<td>masune</td>
<td>Polite E</td>
<td>わよ</td>
<td>wayo</td>
<td>Feminine E</td>
</tr>
<tr>
<td>でがすよ</td>
<td>degasuyo</td>
<td>Dialect E</td>
<td>ないわね</td>
<td>naiwane</td>
<td>Feminine E</td>
</tr>
<tr>
<td>でござるよ</td>
<td>degozaruyo</td>
<td>Samurai E</td>
<td>アルス</td>
<td>Arusu</td>
<td>Name</td>
</tr>
</tbody>
</table>

Table 3. Linguistic Speech Patterns with Gender Characterization Retrieved by MeCab. E represents ending and F denotes the first-person singular. Italic means that the pattern is specific for the people of specific ages as lines of fictional characters.

<table>
<thead>
<tr>
<th>Male Patterns</th>
<th>Sounds</th>
<th>Notes</th>
<th>Female Patterns</th>
<th>Sounds</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ござる</td>
<td>gozaru</td>
<td>Samurai E</td>
<td>あたし</td>
<td>atashi</td>
<td>F for girls</td>
</tr>
<tr>
<td>さる</td>
<td>zaru</td>
<td>Error</td>
<td>かしら</td>
<td>kashira</td>
<td>Feminine E</td>
</tr>
<tr>
<td>俺</td>
<td>ore</td>
<td>F for male</td>
<td>アルス</td>
<td>Arusu</td>
<td>Name</td>
</tr>
<tr>
<td>アルス</td>
<td>Arusu</td>
<td>Name</td>
<td>私</td>
<td>watashi</td>
<td>F</td>
</tr>
<tr>
<td>オイラ</td>
<td>oira</td>
<td>F for boys</td>
<td>・</td>
<td>.</td>
<td>Mark</td>
</tr>
<tr>
<td>げす</td>
<td>gesu</td>
<td>Dialect E</td>
<td>しら</td>
<td>shira</td>
<td>Error</td>
</tr>
<tr>
<td>・</td>
<td>・</td>
<td>Mark</td>
<td>リュカ</td>
<td>Ryuka</td>
<td>Name</td>
</tr>
<tr>
<td>僕</td>
<td>boku</td>
<td>F for boys</td>
<td>たし</td>
<td>tashi</td>
<td>Error</td>
</tr>
<tr>
<td>ウィル</td>
<td>Will</td>
<td>Name</td>
<td>ましょ</td>
<td>masyo</td>
<td>Feminine E</td>
</tr>
<tr>
<td>俺</td>
<td>ore</td>
<td>F for male</td>
<td>ウィル</td>
<td>Will</td>
<td>Name</td>
</tr>
</tbody>
</table>
Table 4. Linguistic Speech Patterns with Age Characterization Retrieved by SentencePiece. E represents ending and F denotes the first-person singular. Italic means that the pattern is specific for the people of specific ages as lines of fictional characters.

<table>
<thead>
<tr>
<th>Children</th>
<th>Adults</th>
<th>Seniors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patterns</td>
<td>Sounds</td>
<td>Notes</td>
</tr>
<tr>
<td>なあ</td>
<td>naa</td>
<td>Old buddy</td>
</tr>
<tr>
<td>アルス</td>
<td>Arusu</td>
<td>Name</td>
</tr>
<tr>
<td>お父さん</td>
<td>otosan</td>
<td>Dad</td>
</tr>
<tr>
<td>オイラ</td>
<td>oira</td>
<td>F for boys</td>
</tr>
<tr>
<td>だよ</td>
<td>dayo</td>
<td>E</td>
</tr>
<tr>
<td>いっぱいい</td>
<td>ippai</td>
<td>Many</td>
</tr>
<tr>
<td>だぞ</td>
<td>dazo</td>
<td>Boyish E</td>
</tr>
<tr>
<td>てる</td>
<td>teru</td>
<td>E</td>
</tr>
<tr>
<td>るの</td>
<td>runo</td>
<td>Feminine E</td>
</tr>
<tr>
<td>だね</td>
<td>dane</td>
<td>E</td>
</tr>
</tbody>
</table>

Table 5. Linguistic Speech Patterns with Age Characterization Retrieved by MeCab. E represents ending and F denotes the first-person singular. Italic means that the pattern is specific for the people of specific ages as lines of fictional characters.

<table>
<thead>
<tr>
<th>Children</th>
<th>Adults</th>
<th>Seniors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patterns</td>
<td>Sounds</td>
<td>Notes</td>
</tr>
<tr>
<td>オイラ</td>
<td>oira</td>
<td>F for boys</td>
</tr>
<tr>
<td>おっちゃん</td>
<td>ochan</td>
<td>Pops</td>
</tr>
<tr>
<td>やつ</td>
<td>ya</td>
<td>Error</td>
</tr>
<tr>
<td>ちゃつ</td>
<td>cha</td>
<td>Error</td>
</tr>
<tr>
<td>ちょう</td>
<td>chau</td>
<td>End up-ing</td>
</tr>
<tr>
<td>オラ</td>
<td>ora</td>
<td>F for boys</td>
</tr>
<tr>
<td>うわ</td>
<td>uwa</td>
<td>Wow</td>
</tr>
<tr>
<td>じんた</td>
<td>jinta</td>
<td>Wror</td>
</tr>
<tr>
<td>オッチャン</td>
<td>ochan</td>
<td>Pops</td>
</tr>
</tbody>
</table>
Table 6. Character-specific Linguistic Speech Patterns Retrieved by SentencePiece. E represents ending and F denotes the first-person singular.

<table>
<thead>
<tr>
<th>Patterns</th>
<th>Sounds</th>
<th>Notes</th>
<th>Patterns</th>
<th>Sounds</th>
<th>Notes</th>
<th>Patterns</th>
<th>Sounds</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>てる</td>
<td>teru</td>
<td>E</td>
<td>ですか</td>
<td>desuka</td>
<td>Polite E</td>
<td>でがすよ</td>
<td>degasuyo</td>
<td>Dialect</td>
</tr>
<tr>
<td>にも</td>
<td>nimo</td>
<td>And</td>
<td>ミサトさん</td>
<td>Misatosan</td>
<td>Name with title</td>
<td>でがす</td>
<td>degasu</td>
<td>Dialect</td>
</tr>
<tr>
<td>ってこと</td>
<td>ttekoto</td>
<td>That means</td>
<td>僕は</td>
<td>bokuha</td>
<td>I am (F for men)</td>
<td>でげす</td>
<td>degesu</td>
<td>Dialect</td>
</tr>
<tr>
<td>ちょっと</td>
<td>choko</td>
<td>Wait</td>
<td>ないよ</td>
<td>naiyo</td>
<td>there isn't</td>
<td>でげす</td>
<td>degesu</td>
<td>Dialect</td>
</tr>
<tr>
<td>いいよ</td>
<td>iiyo</td>
<td>OK</td>
<td>父さん</td>
<td>tosan</td>
<td>Dad</td>
<td>でがす</td>
<td>degasun</td>
<td>Dialect</td>
</tr>
<tr>
<td>嫌だ</td>
<td>iyada</td>
<td>No</td>
<td>るんだ</td>
<td>runda</td>
<td>E</td>
<td>おっさん</td>
<td>ossan</td>
<td>Pops</td>
</tr>
<tr>
<td>の手</td>
<td>note</td>
<td>Hand of</td>
<td>僕</td>
<td>boku</td>
<td>F for men</td>
<td>かい</td>
<td>kai</td>
<td>E</td>
</tr>
<tr>
<td>私たちの</td>
<td>watashitachino</td>
<td>Our</td>
<td>だよ</td>
<td>dayo</td>
<td>E</td>
<td>んでがす</td>
<td>ndegasu</td>
<td>Dialect</td>
</tr>
<tr>
<td>信じ</td>
<td>shinji</td>
<td>Believe</td>
<td>綾波</td>
<td>Ayanami</td>
<td>Name</td>
<td>アッシ</td>
<td>ashiha</td>
<td>I am for men</td>
</tr>
<tr>
<td>もし</td>
<td>moshi</td>
<td>If</td>
<td>んですか</td>
<td>ndesuka</td>
<td>E for question</td>
<td>アッシ</td>
<td>ashiha</td>
<td>We for men</td>
</tr>
</tbody>
</table>

Table 7. Character-specific Linguistic Speech Patterns Retrieved by MeCab. E represents ending and F denotes the first-person singular.

<table>
<thead>
<tr>
<th>Patterns</th>
<th>Sounds</th>
<th>Notes</th>
<th>Patterns</th>
<th>Sounds</th>
<th>Notes</th>
<th>Patterns</th>
<th>Sounds</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>私</td>
<td>watashi</td>
<td>F</td>
<td>僕</td>
<td>boku</td>
<td>F for men</td>
<td>げす</td>
<td>gesu</td>
<td>Dialect</td>
</tr>
<tr>
<td>レイ</td>
<td>Rei</td>
<td>Name</td>
<td>ミミ</td>
<td>mi</td>
<td>Error</td>
<td>がす</td>
<td>gasu</td>
<td>Dialect</td>
</tr>
<tr>
<td>ノーマン</td>
<td>Noman</td>
<td>Name</td>
<td>サト</td>
<td>sato</td>
<td>Error</td>
<td>アッシ</td>
<td>ashi</td>
<td>Error</td>
</tr>
<tr>
<td>マン</td>
<td>man</td>
<td>Error</td>
<td>父さん</td>
<td>tosan</td>
<td>Dad</td>
<td>アッシ</td>
<td>ashi</td>
<td>F for men</td>
</tr>
<tr>
<td>思う</td>
<td>omou</td>
<td>Think</td>
<td>さん</td>
<td>san</td>
<td>Title</td>
<td>すね</td>
<td>sune</td>
<td>E</td>
</tr>
<tr>
<td>うん</td>
<td>un</td>
<td>Yes</td>
<td>うわ</td>
<td>uwa</td>
<td>Wow</td>
<td>すか</td>
<td>suka</td>
<td>E for question</td>
</tr>
<tr>
<td>近寄っ</td>
<td>chikayonear</td>
<td>Draw near</td>
<td>スカ</td>
<td>suka</td>
<td>Error</td>
<td>やしょ</td>
<td>yasho</td>
<td>Dialect</td>
</tr>
<tr>
<td>折れ</td>
<td>ore</td>
<td>Be folded</td>
<td>アスカ</td>
<td>Asuka</td>
<td>Name</td>
<td>おっさん</td>
<td>ossan</td>
<td>Pops</td>
</tr>
<tr>
<td>寄っ</td>
<td>yo</td>
<td>Draw near</td>
<td>トウジ</td>
<td>Touji</td>
<td>Name</td>
<td>姉ちゃん</td>
<td>nechan</td>
<td>Sis</td>
</tr>
<tr>
<td>そっ</td>
<td>so</td>
<td>Error</td>
<td>僕ら</td>
<td>bokura</td>
<td>We for men</td>
<td>ダンナ</td>
<td>danna</td>
<td>Master</td>
</tr>
</tbody>
</table>
Table 8. Number of People Who Think the Linguistic Speech Pattern Extracted by SentencePiece is specific for the Character and Its Percentages. W/ represents with knowledge of the anime or game and w/o indicates without knowledge. People represents number of people with and without knowledge of the anime or game.

<table>
<thead>
<tr>
<th>Patterns</th>
<th>Emma</th>
<th>Shinji</th>
<th>Yangus</th>
</tr>
</thead>
<tbody>
<tr>
<td>People</td>
<td>People</td>
<td>People</td>
<td>People</td>
</tr>
<tr>
<td>w/</td>
<td>w/o</td>
<td>w/</td>
<td>w/o</td>
</tr>
<tr>
<td>てる</td>
<td>0</td>
<td>0</td>
<td>すか</td>
</tr>
<tr>
<td>にも</td>
<td>0</td>
<td>0</td>
<td>ミサトさん</td>
</tr>
<tr>
<td>ってこと</td>
<td>0</td>
<td>0</td>
<td>僕</td>
</tr>
<tr>
<td>ちょ</td>
<td>0</td>
<td>0</td>
<td>ないよ</td>
</tr>
<tr>
<td>いいよ</td>
<td>1</td>
<td>0</td>
<td>父さん</td>
</tr>
<tr>
<td>嫌だ</td>
<td>3</td>
<td>0</td>
<td>らんんだ</td>
</tr>
<tr>
<td>の手</td>
<td>0</td>
<td>0</td>
<td>僕</td>
</tr>
<tr>
<td>私たちの</td>
<td>4</td>
<td>1</td>
<td>だよ</td>
</tr>
<tr>
<td>信じ</td>
<td>3</td>
<td>0</td>
<td>綾波</td>
</tr>
<tr>
<td>もし</td>
<td>0</td>
<td>0</td>
<td>んですか</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>1</td>
<td>全体</td>
</tr>
<tr>
<td>Percent</td>
<td>27.50%</td>
<td>2.50%</td>
<td>Percent</td>
</tr>
<tr>
<td>Avarage</td>
<td>15.00%</td>
<td>Avarage</td>
<td>22.50%</td>
</tr>
</tbody>
</table>

Table 9. Number of People Who Think the Linguistic Speech Pattern Extracted by MeCab is specific for the Character and Its Percentages. W/ represents with knowledge of the anime or game and w/o indicates without knowledge. People represents number of people with and without knowledge of the anime or game.

<table>
<thead>
<tr>
<th>Patterns</th>
<th>Emma</th>
<th>Shinji</th>
<th>Yangus</th>
</tr>
</thead>
<tbody>
<tr>
<td>People</td>
<td>People</td>
<td>People</td>
<td>People</td>
</tr>
<tr>
<td>w/</td>
<td>w/o</td>
<td>w/</td>
<td>w/o</td>
</tr>
<tr>
<td>私</td>
<td>0</td>
<td>0</td>
<td>僕</td>
</tr>
<tr>
<td>レイ</td>
<td>1</td>
<td>0</td>
<td>ミ</td>
</tr>
<tr>
<td>ノーマン</td>
<td>1</td>
<td>0</td>
<td>サト</td>
</tr>
<tr>
<td>マン</td>
<td>0</td>
<td>0</td>
<td>父さん</td>
</tr>
<tr>
<td>思う</td>
<td>0</td>
<td>0</td>
<td>さん</td>
</tr>
<tr>
<td>うん</td>
<td>0</td>
<td>0</td>
<td>うわ</td>
</tr>
<tr>
<td>近寄っ</td>
<td>0</td>
<td>0</td>
<td>スカ</td>
</tr>
<tr>
<td>折れ</td>
<td>0</td>
<td>0</td>
<td>アスカ</td>
</tr>
<tr>
<td>折っ</td>
<td>0</td>
<td>0</td>
<td>トウジ</td>
</tr>
<tr>
<td>そっ</td>
<td>0</td>
<td>0</td>
<td>僕ら</td>
</tr>
<tr>
<td>Total</td>
<td>2</td>
<td>0</td>
<td>全体</td>
</tr>
<tr>
<td>Percent</td>
<td>5.00%</td>
<td>0.00%</td>
<td>Percent</td>
</tr>
<tr>
<td>Avarage</td>
<td>2.50%</td>
<td>Avarage</td>
<td>16.25%</td>
</tr>
</tbody>
</table>

Table 10. Results of Classification Experiment

<table>
<thead>
<tr>
<th>SentencePiece</th>
<th>MeCab</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.627</td>
<td>0.451</td>
</tr>
</tbody>
</table>
8. **Discussion**

Tables 2-7 shows that regardless of whether the SentencePiece or MeCab model is used, many endings of utterances and first-person singulars are extracted as specific linguistic speech patterns. We believe that they substantially characterize Japanese dialog. Many personal names are also extracted, although they are not linguistic speech patterns, because they often appeared in the lines of characters. MeCab found 13 error expressions whereas the SentencePiece model found none. Here, an error means the expression has no meaning due to a segmentation error. This result indicates that a conventional morphological analyzer sometimes fails to segment unusual sentences such as lines of fictional characters. Furthermore, we can observe from the tables that the SentencePiece model can obtain linguistic speech patterns that consist of many words. For example, “desune” consists of “desu” and “ne” and “wane” consists of “wa” and “ne.” The SentencePiece model could retrieve these linguistic speech patterns because it used subword units.

Furthermore, the SentencePiece model retrieved seven masculine and nine feminine linguistic speech patterns for the gender experiment, whereas MeCab retrieved six masculine and four feminine linguistic speech patterns. For age experiment, the SentencePiece model obtained six, two, and seven linguistic speech patterns that are children, adults, and seniors, respectively, whereas MeCab retrieved six, one, seven linguistic speech patterns. For the experiment of ages, the difference between the two models was smaller than that of gender. We believe that the systems could not extract linguistic speech patterns specific for adults because their talking way is considered normal.

Next, let us discuss the experiment of each character. This is more difficult than the discussion of gender or age because the knowledge of the character can affect the results. Therefore, we had a questionnaire for eight people. Tables 8 and 9 show that the SentencePiece model always obtains more character-specific linguistic speech patterns than MeCab for every character. The knowledge of the characters did not affect this result. However, the people with knowledge considerably feel that the linguistic speech patterns are specific for Emma, but the people without knowledge feel they are not so much. According to English Wikipedia, “The bright and cheerful Emma is an 11-year-old orphan living in Grace Field House, a self-contained orphanage housing her and 37 other orphans.” We believe that people without knowledge tend to think she is an adult woman because Emma is a female name. People without knowledge could think that the extracted patterns are not character-specific because they include no feminine patterns. Additionally, according to the Dragon Quest Wiki, “Yangus is a character in Dragon Quest VIII who accompanies the Hero on his missions.” and “He serves as a powerful tank character over the course of the game.” As for Yangus, the people with knowledge feel that the linguistic speech patterns are more character-specific again. Moreover, the percentage where people think they are character-specific is the highest among the three characters. We believe that this is because Yangus speak a dialect-originated and specific language. According to English Wikipedia, “Shinji is a dependent and introverted boy with few friends, reluctant unable to communicate with other people and frightened by contact with strangers.” Although there could be a bias because only one person did not know him, people who did not know felt that the extracted patterns were more character-specific. These results indicate that the extracted expressions using subword units are more interpretable linguistic speech patterns than those using words. The classification results also showed that the SentencePiece model outperformed MeCab for the classification of character groups. Additionally, it indicates that the patterns are more specific for each character group feature. Notably, the subword units are proposed for deep learning technologies but our classification did not use any of them. The experiments showed that the subword units are effective when no deep learning technologies are used.
9. CONCLUSIONS

In this study, we proposed using subword units to segment dialogs of fictional characters. The experiments revealed that subword units weighted with TF/IDF values are character-specific linguistic speech patterns, that cannot be obtained from existing morphological analyzers using dictionaries. They also showed that the linguistic speech patterns retrieved using SentencePiece are more specific for gender, age, and each character. It indicates that the extracted expressions using subword units are more interpretable than those using words. We also conducted an experiment that classifies the characters into character groups using the extracted linguistic speech patterns as features, and the classification SentencePiece model’s accuracy was compared to the case where MeCab was used to segment the dialogs. We showed that subword units are effective even though no deep learning technologies are used with them. In the future, we would like to consider parts of speech when segment terms. Also, we are interested in research to generate sentences with characterization using the linguistic speech patterns extracted in this study.
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ABSTRACT

As our world becomes more globalized, learning new languages will be an essential skill to communicate across countries and cultures and as a means to create better opportunities for oneself [4]. This holds especially true for the English language [5]. Since the rise of smartphones, there have been many apps created to teach new languages such as Babbel and Duolingo that have made learning new languages cheap and approachable by allowing users to practice briefly whenever they have a free moment for. This is where we believe those apps fail. These apps do not capture the interest or attention of the user’s for long enough for them to meaningfully learn. Our approach is to make a video game that immerses our player in a world where they get to practice English verbally with NPCs and engage with them in scenarios they may encounter in the real world [6]. Our approach will include using chatbot AI to engage our users in realistic natural conversation while using speech to text technology such that our user will practice speaking English [7].
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1. INTRODUCTION

In the modern age, though many claim there are more opportunities than ever before, there is still a massive disparity between the rich and the poor. This is especially due to the fact that such opportunities cannot be accessed by just anyone. Language is one of the major barriers, especially for English, the most used language both by country and by population, and it is seen by many as a door to unlocking knowledge and catching up to the rest of the world, given that most resources are either written in, or translated to, English. Students in poorer regions do not have an environment conducive to learning all aspects of English, often learning with teachers who can barely speak it themselves, and textbooks decades old. Many rural students end up being Receptively Bilingual (knowing the words and being able to read/write but can’t speak), which is obviously unideal, as speaking is what gives first impressions [8]. Thus, it is absolutely critical to create tools pushing for the learning of English in a comprehensive manner, providing an environment that especially encourages speaking [9]. In this way, we can start to bridge the gaps between people of different social economic status with a simple language difference.
The education market is expansive, and given the proliferation of English, there have obviously been hundreds of thousands of companies around the world offering their own take [10]. There are general language apps, such as Duolingo, which focus on all four aspects (reading, writing, listening, speaking) of dozens of languages. However, they’re usually aimed at adults (kids versions are all very lacking), and spread themselves too wide to be effective beyond basic conversational level. They also generally operate with a very automated learning style, such as mundane drag and drops or listening exercises. I have also looked at the larger market of English-only apps, especially for children. Yet, what we have found is that while most of them operate on the effective principle of “learn by play,” they skew a little bit too much towards the play [11]. There are entire games focused around a single word, often a trivial one, such as “Carrot.” Even when more learning-heavy exercises are present, it still focuses on vocabulary and listening, as it becomes a more mundane and responsive task, rather than an active one. It is important to take advantage of the young age of children to create a conducive learning environment, rather than setting them up for more work later on.

In our own method, we try to create an environment that incorporates learn by play but also focuses heavily on speaking. The effectiveness of gamified approaches to learning cannot be denied, but a balance must be met between fun and learning, as always. A good way to do this is by setting learning objectives to being the keys of certain checkpoints or to unlocking certain rewards, instead of, like in so many other apps, having them simply as a “added feature,” for example, collecting words while riding a horse. There are many existing tools which can teach vocabulary and basic grammar, or even listening, and there indeed are apps which focus just on that. Thus, our goal is simply to establish a unique environment and differentiate from existing tools—though later on such features can also be added on for a comprehensive software. A focus on speaking aims to directly fight against Receptive Bilingualism, and with an AI able to respond in real time, children are able to develop confidence through real interaction, instead of simply responding [12]. When text to speech is incorporated, students are then given the opportunity to mimic the pronunciation and try it out, with the reward given when the computer deems it accurate, providing real time comparisons.

After we have completed the program design and released the prototype, we need to design some reasonable experiments to verify our hypothesis. In order to make the experiment more realistic and reliable, we sampled from different populations to ensure the stability of the experimental results [13]. Our two experimental designs are as follows:

1) In order to verify the stability of the process, we selected 30 different teachers and teacher assistants from 10 different regions. We ask teachers to record their standard pronunciation and ask teachers to test our English learning games with standard grammar and pronunciation. In the end, most teachers achieved high scores in the game. The accuracy of game prediction is as high as 93%.

2) In order to test the effectiveness of our games on English learning, we find 150 students from 20 different regions in China. They have different backgrounds and experiences in learning English. The final result shows that our software is the most effective for students who have been studying English for 1-3 years.

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we met during the experiment and designing the sample; Section 3 focuses on the details of our solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the relevant details about the experiment we did, following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this project.
2. **CHALLENGES**

In order to build the tracking system, a few challenges have been identified as follows.

2.1. **Language or cultural barrier**

When creating our first chatbot we quickly noticed how many words could be used interchangeably to carry the same meaning or a valid response to a question especially for new learners of a language who may not be familiar with colloquialisms and idioms of the language [14]. For example, colloquially in American English the biggest pizza is referred to as a “large pizza” but ordering a “huge pizza” isn’t grammatically incorrect. Another issue with particular word choices is catching terms and trying to interpret what they meant which can be caused due to a language or cultural barrier. Back to a pizza example, a pizza topping that may be common outside of the US could be considered very unusual in the US. In this case we would want the chatbot understand that the uncommon topping that is being ordered is a topping that isn’t offered and respond accordingly, for example “Sorry we don’t offer that as a topping” vs a more generic unhelpful response of “Sorry we don’t quite get that, may you repeat that.” The former will help the conversation move forward while the latter may stall the flow of the conversation and hinder the user’s learning.

2.2. **Answering open ended questions**

Our goal is to teach conversational English by simulating real world scenarios. To accomplish this goal, we want to simulate a natural conversation. Doing so involves open ended questions, allowing users to answer how they feel is natural which can be difficult to account for. Unfortunately, we cannot fully predict how many new English learners will answer. The best remedy to solve this issue is to grow our user base and collect users’ responses and adjust our chatbot to accommodate how people respond by having more guided responses.

2.3. **Delay of response**

As we are trying to gamify learning English, one of the main goals is to make the learning process fun and approachable. A big obstacle to fun is waiting. One issue we are facing is the delay between the user’s response and the computer’s response and can cause the user to wait [15]. We are relying on cloud services to handle our chatbot and speech to text. A few solutions we are looking forward to try out include better compression of our audio recording of the user, streaming the audio directly to our speech to text services vs wait sending a audio file after the user finishes speaking, and implementing a webhook that sends information directly to the other cloud services. We had to scrap our implementation of text to speech because the user’s input lag would have been so great it would have made our game practically unplayable.

3. **SOLUTION**

We want to teach people English by making the learning fun by gamifying the process.

Introductory language textbooks use scenarios like ordering food and asking where the library is to immerse learners into scenarios, they may encounter in countries that speak that language. We are building upon that by using speak to text technology and chatbot artificial intelligence in a video game to further immerse learners and encourage them to practice English by speaking it. By gamifying English learning, we are hoping to build the habits that will motivate and engage with our users to keep practicing English every time the game is launched.
Our game connects to two cloud services provided by IBM’s Cloud services: IBM’s Watson Speech to Text and Watson Assistant. We use Watson Speech to Text service to allow our users to practice speaking English and showing them how they pronounce their words encouraging our users to enunciate. The second service is Watson Assistant, which is IBM’s chatbot solution. We use the chatbot to simulate real life situations to immerse our users in natural conversation.

The IBM Watson Speech to Text service transcribes audio to text to enable speech transcription capabilities for applications.

To use IBM’s Speech to Text service we first need to have an audio file. Above is the code we use to record our user’s voice. We are using Unity’s Microphone to record the audio source. Unfortunately, it is in an uncommon audio file used by Unity so we encode it Waveform Audio File (WAV) format before saving to the user’s computer. Once it’s saved, we are ready to use the Speech to Text service.
Above is our code used to send the WAV file we saved of the user’s recording to IBM. It is sent over using a HTTPS request. The request we sent contains the audio recording as a byte array and our API key for authentication. In return we expect a JSON response. There are two keys we are looking for in this JSON, the transcript of the audio recording and the IBM’s confidence level.
Above is a sample conversation we developed for a pizza shop. To key terms or entities, we check for are pizza size and pizza toppings. The user can ask for both for example “I would like to order a large cheese pizza” and that will satisfy our chatbot. In the case where the user only orders the size, our chatbot is able to adapt the conversion and ask the user what type of pizza they would like.

```csharp
private IEnumerator Session()
{
    WatsonStatusText = "waiting for session";
    service.CreateSession(onCreateSession, assistantId);
    while (createSessionTested) { yield return null; }
    WatsonStatusText = "session created";
    connectionAlive = true;
    WatsonStatusText = "waiting for Watson";
    service.Message(WatsonResponse, assistantId, sessionId);
    while (waitingForUser) { yield return null; }
    while (connectionAlive)
    {
        WatsonStatusText = "Waiting for User";
        while (waitingForUser) { yield return null; }
        var input = new MessageInput()
        {
            Text = UserMessage, Options & new MessageInputOptions()
            { ReturnContext = true
            }
        };
        if (service == null) { break; }
        if (connectionAlive == false) { break; }
        service.Message(WatsonResponse, assistantId, sessionId, input: input);
        WatsonStatusText = "Waiting for Watson";
        while (waitingForUser) { yield return null; }
    }
}

public bool SendMessageToWatson(string message)
{
    if (waitingForWatson)
    {
        return false;
    }
    else
    {
        UserMessage = message;
        waitingForUser = false;
        waitingForWatson = true;
        return true;
    }
}
```

Figure 5. Main code used to communicate with Watson

Here we have the main code used to communicate with Watson. The Session function creates a session to Watson Assistant where the assistantID variable is the specific scenario we want to connect to. Once the session has been established, Watson sends a message greeting the user starting the conversion for the user to follow. This function will loop indefinitely either waiting for the user’s response or Watson’s response to the user.

The function we created to send messages requires a string that is saved as an instance variable that will be read once the Session function is ready to use it. The message parameter of the SendMessageToWatson function in practice comes from the transcription of the user’s recording.
from the Speech to Text service. Once the UserMessage variable is set, the waitingForUser and waitingForWatson boolean variables are set so the Session function can continue.

```
private void WatsonsResponse(DetailedResponse<SendMessageResponse> response, IBMError error)
{
    Log.Debug("Watson's Response: {0}", response.Result.Output.Generic[0].Text);
    waitingForUser = true;
    waitingForWatson = false;
}
```

Figure 7. Code of Watson’s response

When Watson is sent the user’s response we wait for Watson’s response. When Watson sends its response to the user that triggers a callback function in which we save Watson’s response, used to display the response in game, and we again toggle the waitingForUser and waitingForWatson variables, setting the game state so that the user may respond.

Our biggest limitation we are facing is gathering enough users of varied diverse backgrounds to further program our scenarios to capture common errors and edge cases in how people respond. We plan to keep developing our chat bot to catch more edge cases and develop more scenarios to focus on specific topics such as creating a character who you can ask for directions and creating bus stops that players can use to navigate the world using the characters directions. The biggest technical limitation is the processing time from the speak to text process and then taking that text and having the chatbot process it. Since both processes are done in the cloud the user may experience a long delay from the time the user finishes his speech to the game’s on screen response. We originally intended to have the text to speech response to answer the player but that would have delayed the computer’s response even further which would make the game feel unplayable.

4. EXPERIMENT

Experiment 1

We considered a lot of issues when designing experiment 1. In order to eliminate all possible influencing factors and to ensure the diversity of samples, we selected 30 different teachers and teacher assistants from 10 different regions in the US. 10 of them are teaching elementary school, 10 of them are teaching middle school, 10 of them are teaching high school. We ask teachers to record their standard pronunciation and ask teachers to test our English learning games with standard grammar and pronunciation. The result Table shows below:

<table>
<thead>
<tr>
<th></th>
<th>Pass With High Score</th>
<th>Pass With Low Score</th>
<th>No Pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>high school teacher</td>
<td>9</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>middle school teacher</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>elementary school teacher</td>
<td>9</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 8. Table of data

From the data in the table, we can tell most teachers achieved high scores in the game. The accuracy of game prediction is as high as 93%. Base on the experiment 1 we can prove that users can pass the game if they have good English skill.
Before designing the second experiment, we considered how to design the experiment to show that our software is effective for English learning. First of all, the selected student sample should not come from a country where English is a native language. Secondly, in order to ensure the diversity of the samples, the distance between these students should be far enough. Finally, we chose China as the sample area for the experiment. We find 150 students from 20 different regions in China and divide them into 3 groups. Group1 is the students who have learned English 1 - 3 years before the test. Group2 the students who have learned English 3 - 5 years before the test. The students who have learned English more than 5 years before the test. They have different backgrounds and experiences in learning English. We ask them to download the game and try to learn English with it. After few weeks we ask them to finish the survey and collect the result, the graphic shows below:

**Figure 9. Result of 50 students from 1 - 3 years experience group**

**Figure 10. Result of 50 students from 3 - 5 years experience group**

**Figure 11. Result of 50 students from more than 5 years experience group**
The final result shows that our software is the most effective for students who have been studying English for 1-3 years.

In order to eliminate all possible influencing factors and to ensure the diversity of samples, we selected 30 different teachers from 10 different regions in the US. The accuracy of game prediction is as high as 93%. We can prove that users can pass the game if they have good English skills.

In order to ensure the diversity of the samples, we find 150 students from 20 different regions in China divide them into 3 groups base on their English experiment, we prove that our software is the most effective for students who have been studying English for 1-3 years.

5. RELATED WORK

Chen and Tsai proposed a game-based English learning system with a context-aware interactive learning mechanism, which can appropriately provide learners with corresponding game-based English learning scenarios based on the learner’s geo location [1]. The proposed system aims to construct an augmented reality game-based learning environment that combines virtual objects with real scenes. This game does not involve voice-based interaction as what we have accomplished. In addition, this game is based on a hard-coded environment without AI-based conversations.

Wu and Huang developed a game-based system to help learners to improve their vocabulary [2]. Users can choose different settings, portfolio, and levels, in order to adjust the study mode and pace. This project focused on improving the motivation of vocabulary learning, while ours focuses on AI-based interaction and conversation to improve the practical aspect of English.

Hung and Young proposed a complete hardware device that provides an interactive English vocabulary learning board game [3]. A complete study has been done by collecting both quantitative and qualitative data. The results showed that game-embedded handheld devices could increase the interdependence of the group and help the learners to improve the engagement and immersion. Our system is independent from the devices, and the same application can be running cross platform in mobile, web, PC, and embedded environments.

6. CONCLUSIONS

We created this game as a fun way to teach English with the main goal being to teach conversational English by simulating real world scenarios. Our approach was to use chatbot AI and speech to text technology by IBM to allow users to interact with NPCs in natural conversations by speaking with the NPCs. For example, the first scenario we created is a pizza parlor where the user orders a Pizza. The scene starts by walking up to the NPCs and interacting to start the conversation. The NPC starts the conversation by greeting the user and providing the user with info about what the scenario is about and what some appropriate responses are. The conversation continues by giving control to the user and allowing them to record their voice. Once the user is finished responding, their recording is sent to IBM’s speech to text service and the output of that is sent to our chatbot which responds to the user. This is looped until the conversation and scenario reaches its end.

We sample 3 groups of 50 students from 20 different regions in China. The first group have 1 - 3 years of English experience, the second group have 3 - 5 years and the final group have 5 or more years. We had them take a proficiency test before testing our app for a control. After a week of
using our game, we had them take another proficiency test. The final result shows that our software is the most effective for students who have been studying English for 1-3 years.

To further enhance our research, we need more user’s data to understand our shortcomings in our scenarios to see where we can improve our wording and guide our user’s to appropriate responses. Without this data we can’t not make meaningful changes to our conversations to make them feel more natural. We will be looking for users to help us test our chatbot and ways to make our game more fun and engaging.

To better immerse our users in the game we are looking to implement text to speech technology for the NPCs to respond. We also are looking into shortening the delay between the user’s response to the NPC’s. We believe we can achieve that by streaming the user’s microphone to our speech to text service, then having a web hook redirect that outcome to our chatbot.

**REFERENCES**


A Deep Learning Approach to Integrate Human-Level Understanding in a Chatbot

Afia Fairoose Abedin¹, Amirul Islam Al Mamun¹, Rownak Jahan Nowrin¹, Amitabha Chakrabarty¹, Moin Mostakim¹ and Sudip Kumar Naskar²

¹Department of Computer Science and Engineering, Brac University, Dhaka, Bangladesh
²Department of Computer Science and Engineering, Jadavpur University, Kolkata, India

ABSTRACT

In recent times, a large number of people have been involved in establishing their own businesses. Unlike humans, chatbots can serve multiple customers at a time, are available 24/7 and reply in less than a fraction of a second. Though chatbots perform well in task-oriented activities, in most cases they fail to understand personalized opinions, statements or even queries which later impact the organization for poor service management. Lack of understanding capabilities in bots disinterest humans to continue conversations with them. Usually, chatbots give absurd responses when they are unable to interpret a user’s text accurately. Extracting the client reviews from conversations by using chatbots, organizations can reduce the major gap of understanding between the users and the chatbot and improve their quality of products and services. Thus, in our research we incorporated all the key elements that are necessary for a chatbot to analyse and understand an input text precisely and accurately. We performed sentiment analysis, emotion detection, intent classification and named-entity recognition using deep learning to develop chatbots with humanistic understanding and intelligence. The efficiency of our approach can be demonstrated accordingly by the detailed analysis.
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1. INTRODUCTION

In recent times, a large number of people are involved in establishing their own business. But it is tremendously tough to stay updated with technology and hold a place in the market full of competition. Chatbot is one of the most advanced features incorporated in most organizations or online platforms today. A customer care team has a lot of constraints to working hours, responding to multiple at the same time and also efficiency. Conversational agents definitely solve all the problems. Unlike humans, it doesn’t get tired or make delays to reply. Chatbots handle similar questions easily, help firms in advertising their brands in a very cost-effective way and also help organizations to overcome their drawbacks by analysing customer feedback [1]. Not only in business, but also applications of chatbots are emerging in medical fields as well. Chatbot
applications are developed to imitate psychiatrist techniques to uplift a person’s mood or reduce stress. Completely replacing a human might be quite challenging, but conversational agents can reduce a lot of human effort. There are many conventional AI-bots (Artificial Intelligence Bots) in the market which generate fixed responses and thus can be monotonous at times for the user as it gives redundant replies. Usually, it identifies the most similar keywords and responds to the closely matched text from its database. Eventually, the replies become inconsistent and meaningless most of the time. Even if we talk about one of the first stable virtual assistants, SIRI, which is developed by Apple, has a vast range of features helping users to manage calendars, make calls, schedule meetings and what not. However, if you have ever tried to talk with it more interactively, it often fails to understand and most frequently replies “I am sorry, I couldn’t understand. Could you try again?”. Furthermore, using a bot in the psychological field needs to be even more accurate and human-like by giving the vibe of human-connection and empathy. That’s why even today most users prefer human agents to solve their problems. For a virtual agent to respond like a human, it needs to understand the problem of the user and provide sensible replies to humans [2]. So, the aim of our research is to analyse the various features that are required by a chatbot to gain a human-like understanding of text. We are trying to develop a hybrid model that will understand the sentiment, emotion, intent and named-entities of the user’s text. Once this problem is solved, it can be used in every sector for personalised conversations and this data can be very helpful to the organizations whether to help a mental health patient or to improve various services and products sold. Even universities can use it for finding out the exact problem that a student is going through by analysing the bot-human conversation. We chose particularly deep learning because DL models help to extract the meaning of mixed contrary complex sentences given by a user more accurately. The layers in DL models creates a network that helps bots to learn accurately on their own which normal ML bots fail to do [3]. Hence, we believe our research will help to improve chatbot models definitely and open the doors of vast and effective bot-applications.

2. RELATED WORK

To know about previous works on sentimental analysis, we read the research paper [4], where text mining techniques were applied to find sentiment and emotion from twitter dataset. Words from twitter were compared with the sentiment file using Bayes algorithm and given the corresponding sentiment. However, it is unable to predict sentiment of any word apart from the words stored in the database and therefore, we get a scope here to improve the drawbacks of their work. Also, an interesting Bangla intelligent social robot was introduced in the paper [5] which communicates in Bangla analysing sentiments with the help of machine learning algorithms. The authors of paper [5] have refined a huge amount of data to fit in their machine learning algorithm. Fictional conversation extracted from raw movie script were used as the metadata collection of the corpus. Naive Bayes classification algorithm was used to train the dataset. To work on context understanding of a chatbot, we went through the paper [6], which was a chatbot application based on NLP along with emotion recognition. The authors added emotion embedding vectors in the output layer of RNN. The system uses 4 levels of hierarchy to understand natural language input sentences and recognize the user’s emotion. The response generation is done through collecting, analysing and integrating input dialogues consisting of text. Then document intention extraction is done from the text by neural network. The research paper [7] stated how deep learning can play a significant role in developing realistic chatbots by “mimicking human characteristics” and showed comparison between conversations by using different Neural Network models like Unidirectional LSTM, Bi-directional LSTM, Bi-directional LSTM with attention mechanism. The authors implemented a hybrid chatbot using rule-based and generative models together to make a more meaningful response. According to paper [8], to understand the user’s current state of mind and wellness in depth, emotion recognition is helpful which is a detailed version of sentimental analysis. The paper further discusses the various datasets to perform emotion recognition and
tabulated a list of already implemented emotion recognition and their limitations. The paper [9] detects emotion from a text using Bi-directional neural networks and tensor flow libraries. It describes how sentiment and emotion are interconnected and can be used to give better responses. The dataset is cleaned, processed and tokenized to fit to Bi-RNN model for training. The model had two parameters, one for sentimental analysis and another to generate dialogue. The work wasn’t very efficient as they simply labelled the emotion as happy if sentiment is positive and sad if sentiment is negative. It did not classify the emotions and thus, failed to actually signify the improvement that could be achieved by classifying detailed emotion from the polarity of sentiments. The model played a happy song if the sentiment was positive and vice versa. However, our work completed the drawbacks of this paper by distributing emotion into different classes. Moreover, the authors of the paper [10] surveyed the effectiveness of implementing Named-Entity Recognition by deep learning. The author gave the information of named-entity datasets and where they can be used. The paper stated the different evaluation metrics of NER such as type, exact match, relaxed F1 and strict F1 metrics etc to analyse the performance and accuracy of NER. The survey analysed knowledge-based systems, unsupervised systems, feature-engineered systems, feature-inference neural network systems, word level architectures, character-level architectures, character+word level architecture and lastly, character+word+affix model. After evaluation it was noticed that neural network models outperformed all other applied models mentioned above. Furthermore, the paper [11] proposed their research on Dialogue intent classification by hierarchical LSTM which is an open-source library. Through this a model will be able to recognise the reason behind the uttered sentence. The experiment was performed on a Chinese ecommerce site. The authors compared accuracy between basic LSTM, HLSTM and their hybrid model HLSTM + Memory. By going through all the knowledgeable and qualitative research, we gathered the loopholes of all the papers that needed improvement as well we ensured that our working domain, deep learning, is the right choice for incorporating all the works we studied so far. In our literature review, we have seen the development of models by sentimental analysis or emotion or intent or named-entity. However, there hasn’t been yet an analysis that clusters all the components together. Thus, we decided to observe the different performances as well as challenges while using all the features together.

3. RESEARCH METHODOLOGY

We started our research by analysing a commonly used feature - sentiment, which is incorporated in most customer service chatbots to help the company rate their products. It is also essential in various movie reviews or story book feedback. We implemented various deep learning models from simple neural networks to LSTM and GRU. Based on accuracy, we selected LSTM as the best model for our sentimental analysis. Next, through our study, we came up to classify sentiment into more meaningful expression that is emotion detection. We used 7 emotions of joy, sadness, disgust, shame, guilt, anger and fear to identify the specific mental state of the user. We applied Bi-LSTM and Bi-GRU for predicting the correct emotion. Next, we decided to bring out the intent of the conversation. We need to know the intent of the text in order to understand what the user wants or what the user needs. Similar to emotion detection, we used Bi-LSTM and Bi-GRU to experiment the intent classification. For getting more details about intent, we performed named-entity recognition as well. Named-entity recognition is important because it identifies the person, place, organization, region or even the specific date or time the user is talking about. For example- “What is the time in Bangladesh now?” Here “knowing time” is the intent and “Bangladesh” is the entity. Like emotion detection and intent classification, we used Bi-LSTM and Bi-GRU to recognize named-entity. As we have performed different analysis on different human understanding features it was quite impossible to find one single dataset to incorporate all the analysis. Thus, all our feature analysis was executed by independent datasets. As our domain was deep learning, we performed all our analysis within this field. Despite the unavailability of one dataset, we tried to integrate the analysed models so that all the features can be extracted froma
single text. To give accurate results, Deep Learning bots need continuous training. So, it was quite obvious to get incorrect results initially. However, through our accuracy of models, estimations and various research we proposed, a text analysis structure that will give a chatbot multimodal understanding. The following Figure 1 shows the workflow of our executed analysis.

![Figure 1. Analysis work flow for dialogue utterance understanding](image)

### 4. Experimental Analysis and Results

#### 4.1. Sentiment Analysis

For the analysis of information in texts where opinions are highly unstructured and are either positive or negative sentiment analysis is essential [12]. For humans, it is very simple to identify positive and negative sentences. But, a chatbot can never understand the polarity of a text if it is not trained to identify it. As our goal is to create a human-like understanding of text in a chatbot, it is important to understand the sentiment of the content. We applied a simple neural network, GRU and LSTM to perform sentiment analysis on our sentiment datasets. For our work, we used two datasets for analysing our performance in different neural network models with different datasets.

#### 4.1.1. Data Processing

The first dataset is IMDB dataset of movie review which consist of two columns [13]. The second...
dataset is twitter sentiment analysis dataset which has two columns as well [14]. After cleaning and refining the two datasets, we split them to test and train sets in the ratio 1:3 respectively. Then, we tokenized the datasets separately to fit into texts and further converted texts into sequence. In Figure 2, the whole workflow process of sentiment analysis is described in depth.

4.1.2. Method

For capturing the context of a word in the datasets, we used Stanford’s Glove word embedding which is an unsupervised learning algorithm for obtaining vector representations for words [15]. As different neural network models give different results and accuracy, we tried to implement a number of them such as Simple Neural Network, LSTM and GRU. In our models we have used sigmoid activation function and Adam optimizer. It was important to keep our batch size and epoch moderate to get rid of the overfitting problem. So, we kept the batch size at 128 and epoch to 20 for all our models. We kept the validation split to 0.2. After that we feed the two datasets into the model following the above parameters and demonstrated the different accuracy results of the two datasets.
4.1.3. Result

In Table 1, we showed comparison between the accuracy and loss of different DL models. From our performance analysis we found LSTM gave the highest accuracy in both test and train dataset. The train accuracy in dataset 1 and 2 are 89% and 86% respectively and test accuracy are 80% and 71% respectively. In other models the test accuracy dropped significantly compared to training accuracy.

Table 1. Accuracy for training and validation data of different Datasets and different Deep-Learning Models for Sentiment Analysis

<table>
<thead>
<tr>
<th>model</th>
<th>Dataset</th>
<th>Train Data</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>loss</td>
<td>accuracy</td>
<td>loss</td>
</tr>
<tr>
<td>Simple Neural Network</td>
<td>IMDB Dataset</td>
<td>0.37</td>
<td>0.86</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Twitter Sentiment</td>
<td>0.54</td>
<td>0.74</td>
<td>0.66</td>
</tr>
<tr>
<td>Gated Recurrent Unit</td>
<td>IMDB Dataset</td>
<td>0.32</td>
<td>0.91</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Twitter Sentiment</td>
<td>0.74</td>
<td>0.80</td>
<td>1.19</td>
</tr>
<tr>
<td>Long-Short Term Memory</td>
<td>IMDB Dataset</td>
<td>0.33</td>
<td>0.89</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Twitter Sentiment</td>
<td>0.43</td>
<td>0.86</td>
<td>0.92</td>
</tr>
</tbody>
</table>

4.1.4. Performance analysis

Finally in Figure 3, are some sentences given as input to make some predictions whether the sentences were classified correctly as positive or negative. We have set the range of confidence level of a sentence from 0 to 1. The sentences which have confidence levels greater than or equal to 0.5 are given a positive sentiment label and if it is less than 0.5, a negative sentiment label is given. The initial input text was “Hey, you are a good bot” and the bot was able to predict the sentiment ‘positive’ accurately. Usually, it is easier to extract sentiments from simple sentences, so we gave some complex sentences like “You’re a good bot but the behaviour that you did yesterday was not fair”. Our bot was even successful in catching the right sentiment despite the complexity of text. It was able to consider the sentiment of both the clauses in the sentence and extract the sentiment with higher probability.

![Figure 3. Application of Sentiment Analysis](image-url)
4.2. Emotion Detection

Sentiment analysis has helped us only to learn the attitude of a person from a user's input. For example- “What a dream it was! I couldn’t sleep at all”, here by sentimental analysis we can classify this text as a negative sentence, however, this is not enough to understand a person’s situation, we need to identify the exact mental state of the user. Let’s analyse the above example again. If we closely analyse the text, we can see the person uttered the sentence out of some ‘sadness’ and some ‘fear’. This is the exact state of mind we need to capture in our chatbot. Emotions are very subtle and ambiguous in a text which makes it really tough to detect. For that reason, we have focused on using neural network models in this paper to capture the emotion of the user.

4.2.1. Data Processing

The dataset used in this model is the International Survey on Emotion Antecedents and Reactions (ISEAR) database created by Klaus R. Scherer and Harald Wallbott which consists of 7665 sentences labelled by seven emotions like joy, sadness, fear, anger, guilt, disgust, and shame [16]. The dataset contains two columns: emotion label and text. As shown in Figure 4, we split all the phrases into smaller parts called tokens using Keras tokenizer. For stemming we used the Lancaster stemmer of NLTK (Natural language toolkit).

![Figure 4. Training Work Flow for Emotion Detection](image-url)
4.2.2. Method

For the analysis, we have used Bi-GRU and Bi-LSTM and did some comparison which works best for our analysis. We used ReLU (Rectified Linear Unit) and softmax as our activation function. Finally, we have set the optimizer to Adam for accurate results. Moreover, to save the model so that it can be loaded later we used the model checkpoint call-backs of Keras call-back library. Checkpointing the neural network model is essential as checkpoints are the weight of the model and these weights can be used to make better predictions. The liveloss plot tool was applied so that we could get the accuracy-loss plot. We took a batch size of 32 and epoch was kept at 100 for both the models so that the algorithm sees the entire dataset 100 times.

4.2.3. Result

Table 3 shows the accuracy and loss results between Bi-LSTM and Bi-GRU. Comparing the results, we can say Bi-GRU gives the highest training accuracy of 93%.

Table 3. Accuracy for training and validation data of Deep-Learning Models for EmotionDetection

<table>
<thead>
<tr>
<th>Model</th>
<th>Training</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>loss</td>
<td>accuracy</td>
</tr>
<tr>
<td>Bi-directional LSTM</td>
<td>0.350</td>
<td>0.875</td>
</tr>
<tr>
<td>Bi-directional GRU</td>
<td>0.173</td>
<td>0.936</td>
</tr>
</tbody>
</table>

4.2.4. Performance analysis

In Table 4, we showed the background values of how an input sentence is classified on the basis of confidence level for each emotion. The emotion with the highest confidence level will be the output. Moreover, few examples with corresponding outcomes are given in Figure 5. Despite the exact words from emotion categories are not directly mentioned in the text yet we can see our model was able to accurately identify the accurate state of mind. For example- it is a matter of “guilt” if I am not being to help my thesis team as it is my responsibility.

Table 4. Predicted confidence level of different emotions

<table>
<thead>
<tr>
<th>Text: I did not help my thesis team enough.</th>
<th>confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>guilt</td>
<td>0.497382222</td>
</tr>
<tr>
<td>shame</td>
<td>0.36354083</td>
</tr>
<tr>
<td>anger</td>
<td>0.05595107</td>
</tr>
<tr>
<td>sadness</td>
<td>0.037771154</td>
</tr>
<tr>
<td>fear</td>
<td>0.022115987</td>
</tr>
<tr>
<td>disgust</td>
<td>0.015596252</td>
</tr>
<tr>
<td>joy</td>
<td>0.0076424023</td>
</tr>
<tr>
<td>predicted result</td>
<td>guilt</td>
</tr>
</tbody>
</table>
4.3. Intent Classification

Despite we got very accurate results through emotional analysis using Bi-directional GRU and Bi-directional LSTM, but for making the chatbot responses more human-like, knowing the intent of the message is essential. By emotion detection we will get the state of mind of the user, but “why is he in that particular state?” will be identified by knowing the intent behind it. Besides, knowing the context of a person’s text helps to gather various information. As conversational agents are being used for various purposes like customer support, e-commerce and even in the field of mental health, determining the intention of a user has become very essential.

4.3.1. Data Processing

We used the dataset banking-77 which is composed of online banking queries and 78 corresponding intents [17]. After cleaning and refining the dataset, stemming was applied in the similar process like emotional analysis. Lemmatization groups all the similar words such as ‘happy’, ‘happier’, ‘happiest’ to get the ultimate source word even if it is written differently. Like before the One-Hot encoder was used to convert the categorical into numerical form. Similar tools used for one-hot encoder in emotion detection were also used in intent classification. Figure 6 describes the steps we followed for data processing.
4.3.2. Method

We split our dataset into 80% of training dataset and 20% validation. Now, our data is ready to be fed in the model. We used Bi-GRU and Bi-LSTM, as it creates a reverse copy of the sentences and reads from both the sides to keep both past and future context of sentence into consideration. All the parameters like activation functions, optimizer, batch size and epoch were set just like our previous analysis.

4.3.3. Result

From Table 6 we got the training accuracy of around 80.7% using Bi-GRU and 77.4% accuracy using Bi-LSTM which indicates a good comparison between the two models. However, Bi-GRU gives comparatively better results for intent classification.
Table 6. Accuracy for training and validation data of different Deep-Learning Models for Intent Classification

<table>
<thead>
<tr>
<th>Model</th>
<th>Training</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>loss</td>
<td>accuracy</td>
</tr>
<tr>
<td>Bi-directional LSTM</td>
<td>0.651</td>
<td>0.774</td>
</tr>
<tr>
<td>Bi-directional GRU</td>
<td>0.562</td>
<td>0.807</td>
</tr>
</tbody>
</table>

4.3.4. Performance analysis

Just as before, we gave some sentences as input for real time prediction. We created a `get_intent` class that gives the possible probabilities of similarities of the sentence with the intent categories. The intent that gives the max probability is the resultant outcome. As our intent dataset is related to bank queries, our input sentences in Figure 7 are different statements and questions regarding bank issues. In our second example we can see the user’s card isn’t working and our bot predicted “card_not_working” correctly. Similarly, the intents of the following examples were identified without any mistake.

![WELCOME TO BONDHU-BOT](image)

Hi! I’m Bondhu-Bot.

Can I get a new card?

predicted sentiment - positive. predicted emotion - joy.
predicted intent - order_physical_card

My card is not working. Can you help?

predicted sentiment - negative. predicted emotion - anger.
predicted intent - card_not_working

I have been waiting for more than 10 minutes. Can you please tell me when my card will arrive?

predicted sentiment - negative. predicted emotion - anger.
predicted intent - card_acceptance

My card is expired. I want to re-issue it. Can you help?

predicted sentiment - negative. predicted emotion - sadness.
predicted intent - card_linking

Figure 7. Application of Intent Analysis with Sentiment and Emotion
4.4. Named-Entity Recognition

Now, our next work is to get details of the intent. By ‘details’ we mean about whom or where or at which date and time the context of the sentence is referring to. It is important because entities such as person, location, organization, time etc. help to gather information related to the intent of the text. This kind of task is achieved by named-entity recognition. NER is a subtask in information extraction and machine translation and also various DRNN (Deep Recurrent Neural Network) models along with word embedding are applied to perform NER [18]. With the help of NER, we can identify and categorize key entities in text which will help our chatbots to become more interactive.

4.4.1. Data Processing

The dataset we used is Annotated Corpus for NER using GMB (Groningen Meaning Bank) corpus which is tagged and built for predicting entities such as name location, time etc.[19]. Next, for processing the data, we have retrieved sentences and corresponding tags. As displayed in Figure 8 mappings between sentences and tags were defined by converting the words and tags to indexes.

Figure 8. Training Work Flow for Named-entity Recognition
4.4.2. Method

Now, we have created train and test splits so that we can estimate the performance of algorithms when they are used to make predictions on data. The training data was split to 90% and test data was split to 10%. Our next task was to build and compile bi-directional LSTM. We have applied Spatial dropout 1D to 0.1, to drop the entire 1D feature map. We also have kept the dense to 100 in our model. For training the model properly, we have used the ModelCheckpoint and livelossplot. The batch size is set to 32 and epoch set to 3. Finally, we have done the training and evaluation of the model.

4.4.3. Result

After training the model, we got a training accuracy of 98.9% using both Bi-LSTM and Bi-GRU, given in Table 8, which plays a great role in helping chatbot to identify the entities and categorize them.

Table 8. Accuracy for training and validation data of different Deep-Learning Models for Named-Entity Recognition

<table>
<thead>
<tr>
<th>Model</th>
<th>Training</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>loss</td>
<td>accuracy</td>
</tr>
<tr>
<td>Bi-directional LSTM</td>
<td>0.039</td>
<td>0.988</td>
</tr>
<tr>
<td>Bi-directional GRU</td>
<td>0.034</td>
<td>0.989</td>
</tr>
</tbody>
</table>

4.4.4. Performance analysis

For real time predictions, we gave some sentences as input an example is shown in Table 9. In our input sentence ‘George’ is the name of the person, ‘London’ and ‘Indonesia’ are the places he will be travelling within and ‘Sunday morning’ is the date and time of travel. All these entities were identified by our chatbot accurately.

Table 9. Predicted Named-entity for a sentence

<table>
<thead>
<tr>
<th>Text: George will go to London from Indonesia Sunday morning.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>George</td>
</tr>
<tr>
<td>London</td>
</tr>
<tr>
<td>Indonesia</td>
</tr>
<tr>
<td>Sunday</td>
</tr>
<tr>
<td>Morning</td>
</tr>
</tbody>
</table>

Finally, in Figure 9, we incorporated all the features analysed above. We used variations in input text which in return gave us different sentiments, emotion, intent and entity. Considering the intent dataset, we needed to set examples confined to banking. However, our first input was nowhere related to bank issues but surprisingly it gives “edit_personal_details” which was not as bad as we had expected for this particular text. In addition, all other components for the given text were accurately identified such as ‘sad’ emotion, ‘negative’ sentiment and B-time ‘Sunday’. The second input was “I lost my phone yesterday, so I could not help out enough to my thesis team” which is a complex sentence. But our chatbot could predict all the components of the complex sentence and predicted sentiment as ‘negative’, emotion as ‘guilt’, intent as “lost_or_stolen phone” and entity yesterday as ‘time’. Next, we gave a bit more complex sentence which had
multiple entities and it predicted all four entities. The examples also show us that our bot is now completely prepared to understand a user’s given dialogue. This can be used in different sectors for understanding queries or statements of a chatbot user simply by changing the intent dataset to the desired intent domain.

**WELCOME TO BONDHU-BOT**

A web implementation of **BONDHU-BOT**

Hi! I'm Bondhu-Bot.

Last Sunday, my girlfriend left me

predicted sentiment - negative. predicted emotion - sadness.
predicted intent - edit_personal_details. predicted named-entity - ['Sunday = B-tim']

I lost my phone yesterday, so I couldn't help out enough to help my thesis team.

predicted sentiment - negative. predicted emotion - guilt.
predicted intent - lost_or_stolen_phone. predicted named-entity - ['yesterday = B-tim']

I need a new card before 9th April as I going to United States from Indonesia to meet with the U.S. President

predicted sentiment - positive. predicted emotion - joy.
predicted intent - country_support. predicted named-entity - ['9th = B-tim', 'April = I-tim', 'United = B-geo', 'States = I-geo', 'Indonesia = B-geo', 'U.S. = B-geo', 'President = B-per']

Figure 9. Application of Name-Entity Analysis with Sentiment, Emotion and Intent

5. **Comparison**

Initially, we used a machine learning algorithm - **Support Vector Machine**, to evaluate performance on sentiment analysis and emotion detection. The reason to use SVM was its mathematical foundation in statistical learning theory that made it popular in the field of machine learning and supervised classification [20]. Moreover, it was also used to recognize, interpret and process human emotion from text according to predefined emotion classes [21] Figure 10 shows results from sentiment analysis and emotional detection with SVM were not very satisfactory. It gave only 48.5% accuracy for sentiment analysis and only 14.16% for emotion detection where else all our experimental accuracy using deep learning varied between 74% to 98%. Thus, from the results we can deduce our deep learning approach outperformed ML algorithm by a significant percentage.
6. **CONCLUSION**

Throughout our research, we extracted different components from texts that will help a system to have adequate information about the user’s opinion or statement. This paper proposes that for a chatbot to appropriately respond to users it needs to identify the important keywords to capture the expressed sentiments, emotions as well as the intention, behind the uttered dialogue of the user in depth. We analysed all the major components through application of deep learning techniques and achieved our goals in making accurate predictions in each segment of work. However, through our work we understood that it is very difficult to build a chatbot that can mimic a human and make conversations interactive. The detailed analysis incorporating all the functions demonstrates that our proposed model will significantly help to build a human-like chatbot with in numerous applications.

7. **FUTURE WORK**

As now our bot is already able to acknowledge the personalised words and emotions, in future anyone including us can be able to build a complete responsive chatbot using this which can communicate in a more humanistic manner. If the chatbot is trained with a dialogue corpus dataset of any specific domain, it will be able to respond referring to all the analysed features we worked on in this research paper. All it needs is to add a dialogue generation feature in our model so that it can generate a response automatically to the given input text by the user. To solve the unavailability of appropriate dataset and to make the chatbot more human-like, we have the plan to extend our approach to unsupervised learning in the future. And then, our bot will be able to train itself on previous history of conversations and infer the dependencies between input texts.

**REFERENCES**


MORPHOLOGICAL ANALYSIS OF JAPANESE HIRAGANA SENTENCES USING THE BI-LSTM CRF MODEL

Jun Izutsu¹ and Kanako Komiya²

¹Ibaraki University, Japan
²Tokyo University of Agriculture and Technology, Japan

ABSTRACT

This study proposes a method to develop neural models of the morphological analyzer for Japanese Hiragana sentences using the Bi-LSTM CRF model. Morphological analysis is a technique that divides text data into words and assigns information such as parts of speech. This technique plays an essential role in downstream applications in Japanese natural language processing systems because the Japanese language does not have word delimiters between words. Hiragana is a type of Japanese phonographic characters, which is used for texts for children or people who cannot read Chinese characters. Morphological analysis of Hiragana sentences is more difficult than that of ordinary Japanese sentences because there is less information for dividing. For morphological analysis of Hiragana sentences, we demonstrated the effectiveness of fine-tuning using a model based on ordinary Japanese text and examined the influence of training data on texts of various genres.
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1. INTRODUCTION

1.1. Components of the Japanese Language and the Acquisition Process

Japanese sentences contain various kinds of character, such as Kanji (Chinese character), Hiragana, Katakana, numbers, and alphabet, making it difficult to learn. Japanese speakers usually learn Hiragana first in their school days because the number of characters is much smaller than the Kanji; Hiragana has 46 characters, and Japanese use thousands of Kanji. Most Japanese sentences are composed of all kinds of characters and are called Kanji-Kana mixed sentences.

However, it is difficult for many non-Japanese speakers to learn thousands of Kanji, so children and new Japanese language learners use Hiragana.

1.2. Morphological Analysis of Hiragana Sentences

Morphological analysis is a technique that divides natural language text data into words and assign information such as parts of speech. In Japanese, morphological analysis is one of the core technologies for natural language processing because the Japanese language does not have word delimiters between words. Morphological analyzers like MeCab[1], Chasen and Juman++[2,3]...
are now commonly used for morphological analysis. However, since the above systems target Kanji-Kana mixed sentences, it is challenging to perform morphological analysis using only Hiragana sentences.

Morphological analysis of Hiragana-only sentences is more challenging than morphological analysis of Kanji-Kana mixed sentences. If the text is a mixture of Kanji and Kana (Hiragana and Katakana), it will be divisible between Kanji, Hiragana, and Katakana. However, if the text consists only of Hiragana, there will be less information for dividing. Therefore, we propose to fine-tune the model of Kanji-Kana mixed sentences and investigated whether the accuracy of morphological analysis of Hiragana sentences can be improved by inheriting the information to be divided into words.

The Bi-LSTM CRF model was used to develop a morphological analyzer for Hiragana sentences in this paper. We used two types of training data: Wikipedia and Yahoo! Answers in the Balanced Corpus of Contemporary Written Japanese, in our studies to investigate the influence of the genre of the training data. We also fine-tune both data to examine the effect of various genres on the text. [4]

The following are the four contributions of this paper.

- Developed a morphological analyzer for Hiragana sentences using the Bi-LSTM CRF model,
- Demonstrated the effectiveness of fine-tuning using a model based on Kanji-Kana mixed text,
- Examined the influence of training data of morphological analysis on texts of various genres, and
- Demonstrated the effectiveness of fine-tuning using data from Wikipedia and Yahoo! Answers.

In this paper, we report the results of these experiments.

2. RELATED WORK

Izutsu et al. (2020) [5] converted MeCab’sipadic dictionary into Hiragana and performed morphological analysis on Hiragana sentences using a corpus consisting only of Hiragana. To our knowledge, only this work developed a morphological analyzer for only Hiragana sentences. We also developed a morphological analyzer for only Hiragana sentence, but we try to achieve this goal without any dictionary.

There are some studies focus on morphological analyzers for Hiragana-highly-mixed sentences and most of them treated a lot of Hiragana words as noises or broken Japanese. For example, Kudo et al. (2012) [6] used generative model to model the process of generating Hiragana noise-mixed sentence. They proposed using a large-scale web corpus and EM algorithm to estimate the model’s parameters to improve the analysis of Hiragana noise-mixed sentences. Osaki et al. (2016) [7] constructed a corpus for broken Japanese morphological analysis. They defined new parts of speech and used them for broken expressions. Fujita et al. (2014) [8] proposed an unsupervised domain adaptation technique that uses the existing dictionaries and labeled data to build a morphological analyzer by automatically transforming them for the features of the target domain. Hayashi and Yamamura (2017) [9] reported that adding Hiragana words to the dictionary can improve the accuracy of morphological analysis.
We used Bi-LSTM model to develop a morphological analyzer. Ma et al. (2018) [10] developed a word segmentation model for Chinese using the Bi-LSTM model. They reported that word segmentation accuracy achieved better accuracy on public datasets than the Bi-LSTM model, compared to models based on more complex neural network architectures.

Also, Thattianaphanich and Prom-on (2019) [11] developed the Bi-LSMT CRF model and performed named entity recognition extraction in Thai. In Thai, there are linguistic problems such as lack of linguistic resources and boundary indices between words, phrases, and sentences. Therefore, they prepared word representations and learned text sequences using Bi-LSTM and CRF to address these problems.

In work on Japanese morphological analyzers, Tolmachev et al. created a morphological model using neural networks and semi-supervised learning, and showed that their method performed comparably to traditional dictionary-based state-of-the-art methods, and could even outperform them when trained on a combination of human-annotated and automatically annotated data [12].

In addition, Chen et al. created an LSTM-based neural network model for Chinese word segmentation [13]. Although most of the current state-of-the-art methods for Chinese word segmentation are based on supervised learning, they report that their LSTM-based model outperforms traditional neural network models and state-of-the-art methods.

3. METHODS

In this research, we used the Bi-LSTM CRF model to generate a morphological analyzer for Hiragana sentences. We trained and compared the following five models for Hiragana sentences in our studies.

1. the Hiragana Wiki model
2. the Hiragana Yahoo! model
3. the Kanji-Kana Wiki+ Hiragana Wiki model
4. the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model
5. the Hiragana Wiki+ Hiragana Yahoo! model

The generation processes of the five models for Hiragana sentences are shown in Figure 1.

3.1. Hiragana Wiki Model

The Hiragana Wiki model is the model generated in training B (Figure 1). We used the data from Wikipedia, where Kanji-Kana mixed sentences are converted to Hiragana, for training data. Hiragana is a phonogram, and Kanji could be converted into Hiragana according to its pronunciation. We used MeCab's reading data as a pseudo-correct answer for the conversion because Wikipedia does not have Hiragana-only data. Here, UniDic was used as a dictionary of MeCab. [14]

3.2. Hiragana Yahoo! Mode

The model generated in training D (Figure 1) is the Hiragana Yahoo! model. We used reading data from Yahoo! Answers as training data. We compared its accuracy to a Hiragana Wiki + Hiragana Yahoo! model (training F in Figure 1) and Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model (training E in Figure 1).
3.3. Kanji-Kana Wiki+ Hiragana Wiki Model

In this paper, we proposed fine-tuning using a model with Kanji-Kana mixed sentences. The Kanji-Kana Wiki+ Hiragana Wiki model is generated using the original Wikipedia data and Hiragana Wikipedia data, which are the actual data converted into only Hiragana. We fine-tuned Kanji-Kana Wiki model, the model trained by the original Wikipedia data (training A in Figure 1), with Hiragana Wikipedia data, which is Wikipedia data automatically converted into Hiragana sentences (training C in Figure 1). Kanji-Kana mixed sentences contain many clues for morphological analysis, such as borderline between Kanji and Hiragana and information about Kanji. Therefore, it is expected to improve accuracy. By comparing the Hiragana Wiki model and this model, we can assess the effectiveness of fine-tuning based on Kanji-Kana mixed Wikipedia data, when we only have Wikipedia data.

3.4. Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! Model

Training E in Figure 1 generates the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model. To improve accuracy, we used both Wikipedia and Yahoo! Answers as training data. We fine-tuned the Kanji-Kana Wiki+ Hiragana Wiki model with Hiragana Yahoo! Answers data for this model.

3.5. Hiragana Wiki+ Hiragana Yahoo! Model

The Hiragana Wiki+ Hiragana Yahoo! model is the model generated in training F in Figure 1. As training data, we used Hiragana Wikipedia data and Hiragana Yahoo! Answers data. We fine-tuned the Hiragana Wiki model with Hiragana Yahoo! Answers.

We can see the effectiveness of the Kanji-Kana Wiki+ Hiragana Wiki model, i.e., how much the Kanji-Kana mixed model affects this model, when we have both Wikipedia data and Yahoo! Answers by comparing the accuracy of this model to Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model.
4. EXPERIMENT

4.1. Network Architecture

We developed Bi-LSTM CRF models using Bi-LSTM CRF module of Pytorch.

Table 1 summarizes the hyperparameters used in this experiment. The dimensions for the network architecture were determined according to the preliminary experiments.

Table 1. Hyperparameters used in the experiment

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMBEDDING_DIM</td>
<td>5</td>
</tr>
<tr>
<td>HIDDEN_DIM</td>
<td>4</td>
</tr>
<tr>
<td>lr</td>
<td>0.01</td>
</tr>
<tr>
<td>Weight decay</td>
<td>1e-4</td>
</tr>
<tr>
<td>Optimizer</td>
<td>sgd</td>
</tr>
<tr>
<td>Epoch number</td>
<td>15</td>
</tr>
</tbody>
</table>
The tag size is 38 for all models and the vocabulary size varies according to the model because it is the total character type number of the training corpus. The vocabulary size of the models that use only Hiragana sentences are 192 and that of the model that uses Kanji-Kana Wiki data was 2,742.

4.2. Training Data

We used two kinds of training data in this experiment: Japanese Wikipedia data and “Yahoo Answers Data” from BCCWJ of the National Institute for Japanese Language and Linguistics. For this experiment, the data from Wikipedia were extracted from

jawiki-latest-pages-articles.xml.bz2

which is published on the website for this experiment.

We preprocessed the Wikipedia data before training to obtain Hiragana-only sentences. The preprocessing procedures are as follows. First, we conducted morphological analysis on the Wikipedia data using MeCab. The output of MeCab has features: word segmentation, part of speech, part of speech subdivision 1, part of speech subdivision 2, part of speech subdivision 3, conjugation type, conjugated and basic forms, reading, and pronunciation.

Let us take the example of the sentence, “僕は君と遊ぶ” (Bokuwakimi to asobu). Table 2 shows the output result of MeCab when we input this example sentence. This is a Kanji-Kana mixed sentence, which means “I play with you.” If this sentence is expressed entirely in Hiragana, that would be “ぼくはきみとあそぶ.”

We obtained Hiragana data by replacing the surface forms of words with their readings. Next, we split the Hiragana data into individual characters and assign a part-of-speech tag to each of them.
Here, B-{Part-of-Speech} is assigned to the first Hiragana character, and I-{Part-of-Speech} is assigned to the following Hiragana characters, if the Kanji consisted of more than two syllables.

By formatting this Hiragana sentence as described above, we can obtain the character data and tags corresponding to the character data with one-to-one correspondence (Table 3).

Table 3. Example of splitting "ぼくはきみとあそぶ"

<table>
<thead>
<tr>
<th>ぼ (bo)</th>
<th>く (ku)</th>
<th>は (ha)</th>
<th>き (ki)</th>
<th>み (mi)</th>
<th>と (to)</th>
<th>あ (a)</th>
<th>そ (so)</th>
<th>ふ (bu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-Noun</td>
<td>I-Noun</td>
<td>B-Particle</td>
<td>B-Noun</td>
<td>I-Noun</td>
<td>B-Particle</td>
<td>B-Verb</td>
<td>I-Verb</td>
<td>I-Verb</td>
</tr>
</tbody>
</table>

Please note that Japanese Kanji characters often have more than one reading. For example, "君" could be Kimi or Kun in Japanese. Therefore, sometimes this conversion makes some errors. The number of characters in the training data is 1,183,624.

We used the original Japanese Wikipedia data for the model that uses Kanji-Kana mixed sentences. Table 4 shows the characters and their tags of the Kanji-Kana mixed sentence, “僕は君と遊ぶ.”

Table 4. Example of splitting “僕は君と遊ぶ”

<table>
<thead>
<tr>
<th>僕 (boku)</th>
<th>は (ha)</th>
<th>君 (kimi)</th>
<th>と (to)</th>
<th>遊ぶ (aso)</th>
<th>ふ (bo)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-Noun</td>
<td>B-Particle</td>
<td>B-Noun</td>
<td>B-Particle</td>
<td>B-Verb</td>
<td>I-Verb</td>
</tr>
</tbody>
</table>

For Yahoo! Answers data, we extracted the reading data from the corpus.

Native Japanese speakers manually annotate them, but sometimes they could be different from the authors' intent. For example, "日本" (Japan in Japanese) has two readings, “Nihon” and “Nippon,” and both of them are correct in most sentences. Therefore, in these cases, only the author can guarantee which one is correct. In BCCWJ, some words had a predefined reading to reduce the burden of annotators.

4.3. Test Data

We also used the BCCWJ for the test data.

The BCCWJ provides sub-corpora and we used 12 of them.

The number of characters used in this experiment for each dataset is shown in Table 5.

Table 5. Number of characters for each sub-corpus in BCCWJ

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Number of characters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books (Library sub-corpus)</td>
<td>1,374,216</td>
</tr>
<tr>
<td>Bestsellers</td>
<td>1,093,860</td>
</tr>
<tr>
<td>Yahoo! Answers</td>
<td>830,960</td>
</tr>
</tbody>
</table>
The test data are tagged Hiragana characters with a one-to-one correspondence between the Hiragana character and the tag-based on reading and part-of-speech information, were created in the same way as the training data.

The data from “Yahoo! Answers” are also used as training data for creating the Hiragana Yahoo! model, the Hiragana Wiki + Hiragana Yahoo! model, and the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model, however we used different parts for the training and testing.

5. RESULT

According to genres of the test data, Tables 6 and 7 summarize the accuracies of the Hiragana Wiki model, Kanji-Kana Wiki+ Hiragana Wiki model, Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model, Hiragana Yahoo! model, and Hiragana Wiki+ Hiragana Yahoo! model. For the evaluation of each test dataset, we used macro and micro-averages of accuracy. Macro represents the macro-averaged accuracy, and micro represents the micro-averaged accuracy in Tables 6 and 7. In Table 6, blue numbers indicate that the accuracy of the Kanji-Kana Wiki+ Hiragana Wiki model or the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model was lower than that of the Hiragana Wiki model, and an asterisk indicates that this difference was significant according to a chi-square test for accuracy at the 5% significance level. In Table 7, Magenta numbers indicate that they are lower than the accuracy of the Kanji-Kana Wiki + Hiragana Wiki+ Hiragana Yahoo! model, and italics indicate that they are lower than the accuracy of the Hiragana Yahoo! model. An asterisk indicates that the difference was significant according to a chi-square test for accuracy at the 5% significance level. A plus indicates that the Hiragana Wiki+ Hiragana Yahoo! model was different from the Hiragana Yahoo! model according to a chi-square test for accuracy at the 5% significance level. The bold numbers are the best results of the models in Tables 6 and 7.

For the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model, the Hiragana Yahoo! model, and the Hiragana Wiki+ Hiragana Yahoo! model, the accuracies of Yahoo! Answers, are results of the closed test, and that is why they are written in parentheses. Also, the Yahoo! Answers evaluation data are removed from the macro and micro averages of all models. Therefore, they are average of 11 sub-corpora except for Yahoo! Answers data.

Table 6. Accuracy of Hiragana Wiki model, Kanji-Kana Wiki+ Hiragana Wiki model, and Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model according to each text genre.

<table>
<thead>
<tr>
<th></th>
<th>Hiragana Wiki</th>
<th>Kanji-Kana Wiki+ Hiragana Wiki</th>
<th>Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo!</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books (Library sub-corpus)</td>
<td>56.98</td>
<td>*57.15</td>
<td>*62.76</td>
</tr>
<tr>
<td>Bestsellers</td>
<td>50.14</td>
<td>*50.71</td>
<td>*60.48</td>
</tr>
<tr>
<td></td>
<td>Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo!</td>
<td>Hiragana Yahoo!</td>
<td>Hiragana Wiki+ Hiragana Yahoo!</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Books (Library sub-corpus)</td>
<td>62.76</td>
<td>*63.11</td>
<td>*+63.52</td>
</tr>
<tr>
<td>Bestsellers</td>
<td>60.48</td>
<td>*60.16</td>
<td>*+61.32</td>
</tr>
<tr>
<td>Yahoo! Answers</td>
<td>(65.50)</td>
<td>(*65.85)</td>
<td>*+66.38</td>
</tr>
<tr>
<td>Legal Documents</td>
<td>60.55</td>
<td>*60.17</td>
<td>*+62.63</td>
</tr>
<tr>
<td>National Diet Minutes</td>
<td>60.63</td>
<td>*60.49</td>
<td>*+61.97</td>
</tr>
<tr>
<td>PR Documents</td>
<td>64.55</td>
<td>*65.49</td>
<td>*+63.91</td>
</tr>
<tr>
<td>Textbooks</td>
<td>62.04</td>
<td>61.97</td>
<td>*+62.66</td>
</tr>
<tr>
<td>Poems</td>
<td>48.82</td>
<td>*47.61</td>
<td>*+49.55</td>
</tr>
<tr>
<td>Reports</td>
<td>65.15</td>
<td>*66.89</td>
<td>*+64.89</td>
</tr>
<tr>
<td>Yahoo! Blogs</td>
<td>62.97</td>
<td>*64.02</td>
<td>*+62.90</td>
</tr>
<tr>
<td>Books</td>
<td>62.83</td>
<td>*63.28</td>
<td>*63.36</td>
</tr>
<tr>
<td>Newspapers</td>
<td>64.50</td>
<td>*65.54</td>
<td>+64.51</td>
</tr>
<tr>
<td>Macro</td>
<td>61.39</td>
<td>61.70</td>
<td>61.93</td>
</tr>
<tr>
<td>Micro</td>
<td>62.44</td>
<td>62.93</td>
<td>63.01</td>
</tr>
</tbody>
</table>

Blue numbers mean they are lower than the accuracy of the Hiragana Wiki model and an asterisk indicates that the model was different from the Hiragana Wiki model according to a chi-square test at the 5% level of significance. The bold numbers are the best results of the models.

Table 7. Accuracy of Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model, Hiragana Yahoo! model, and Hiragana Wiki+ Hiragana Yahoo! model according to each text genre.

Magenta numbers indicate that they are lower than the accuracy of the Kanji-Kana Wiki + Hiragana Wiki+ Hiragana Yahoo! model, and italics indicate that they are lower than the accuracy of the Hiragana Yahoo! model. An asterisk indicates that the model was different from the Kanji-Kana Wiki + Hiragana Wiki+ Hiragana Yahoo! model according to a chi-square test at the 5% significance level. A plus indicates that the model is different from Hiragana Yahoo! model at the 5% significance level. The bold numbers are the best results of the models.

We also evaluated the training data using MeCab. For the dictionary of MeCab, we used ipadic with the conversion of Kanji into Hiragana. The macro-averaged accuracy was 79.71%, and the
micro-averaged accuracy was 80.10%. Please note that this result cannot simply be compared with results in Tables 6 and 7 because our system did not use a dictionary for the morphological analysis itself.

6. DISCUSSION

Table 6 shows that the Kanji-Kana Wiki+ Hiragana Wiki model’s macro and micro-averaged accuracies (56.90% and 58.80%) are higher than those of the Hiragana Wiki model (56.72% and 58.67%). The macro-averaged accuracy of the Kanji-Kana Wiki+ Hiragana Wiki model improved by 0.18 points, while the micro-averaged accuracy by 0.13 points. This result indicates that the fine-tuning using the Kanji-Kana Wiki model is somehow effective.

Furthermore, the macro and micro-averaged accuracies of the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model (61.39% and 62.44%) are superior to those of the Kanji-Kana Wiki+ Hiragana Wiki model (56.90% and 58.80%). The Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model improved the accuracy by 4.49 points on the macro-averaged accuracy and by 3.64 points on the micro-averaged, indicating that further fine-tuning using Hiragana Yahoo! data considerably improve the permanence. Additionally, from Tables 6 and 7, we can confirm that the macro- and micro-averaged accuracies of the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo!, Hiragana Yahoo!, and Hiragana Wiki+ Hiragana Yahoo! models, the models using Yahoo! Answers as training data, are higher than those of Wikipedia and Kanji-Kana Wiki+ Hiragana Wiki models, the models using only Wikipedia as training data. In other words, the performance of the model is better when using Yahoo! Answers. We believe there could be two reasons for this result, the quality of the corpus and the similarity of the training and test data. The Hiragana Yahoo! data quality could be better than the Hiragana Wiki data because Hiragana Yahoo! data are manually annotated, whereas Hiragana Wiki data are automatically generated. Moreover, because the training and test data are both sub-corpora of BCCWJ, they can be more similar than when the training and test data are Wikipedia and BCCWJ.

Additionally, comparing the macro- and micro-averaged accuracies of the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model with those of the Hiragana Yahoo! model and the Hiragana Wiki+ Hiragana Yahoo! model in Table 7, we confirmed that the Hiragana Wiki+ Hiragana Yahoo! model is the best, and the Hiragana Yahoo! model is the second best, and the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model is the last. This result indicates that when the Hiragana Yahoo! data are available, the fine-tuning using both the Kanji-Kana Wiki model and the Hiragana Wiki model is not effective, although the fine-tuning using only the Hiragana Wiki model is useful. Notably, the accuracy of some types of test data is improved while others are decreased. The Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model was higher than the Hiragana Yahoo! model for the “Bestsellers,” “Legal Documents,” “National Diet Minutes,” “Textbook,” and “Poems”, and it was higher than the Hiragana Wiki+ Hiragana Yahoo! model for “PR Documents”, “Reports”, and “Yahoo! Blogs” but there was no genre where the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model was the best in these three models. Therefore, we think that the reason why the Kanji-Kana Wiki model was useful when only the Hiragana Wiki data were available could be that the Hiragana Wiki data were automatically generated.

Now, let us discuss the difference among the genres of the texts. The genres where the accuracy of the Hiragana Wiki model was more than 60% were four genres: “Legal Documents,” “PR Documents,” “Reports,” and “Newspapers.”
We believe this is because the writing style of these test data is close to that of Wikipedia. Therefore, we marked these genres with underline in Tables 6 and 7. Additionally, we can see that, as for these genres, the fine-tuning is not useful. The accuracies of the Kanji-Kana Wiki+ Hiragana Wiki model decreased for these four genres, and those of the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model also decreased for two genres. As for the remaining two genres, the improvements are less than two points.

Figure 2 shows the effects or the differences of the accuracies of Hiragana Yahoo! data according to the genres of the texts. The blue line is its effects when the base model is the Kanji-Kana Wiki model and the orange line is when the base model is the Hiragana Wiki model. This figure shows that the effects are the same even though the base models are different.

![Figure 2. Effect of Hiragana Yahoo! data](image)

Hiragana Yahoo! data was considerably effective for “Yahoo! Answers,” “Books,” and “National Diet Minutes.” Hiragana Yahoo! data is text data of the question answering sites. Therefore, the writing style is rather like spoken language. We believe that it is effective for “Books” and “National Diet Minutes” because the Hiragana Books include dialogues and National Diet Minutes is transcription of the discussion of the Diet. In particular, Wikipedia data rarely include question sentences but question answering sites contain many. Therefore, Hiragana Yahoo! data is effective for “National Diet Minutes” that includes many questions.

Figure 3 shows the effects or the differences of the accuracies of Kanji-Kana Wiki data according to the genres of the texts. The blue line is its effects when the base model is the Hiragana Wiki model, and the orange line is when the base model is the Hiragana Wiki+ Hiragana Yahoo! model. As contrasted to Figure 2, the effects of the data are almost opposite depending on the base model. The blue line is similar to the lines in Figure 2 but the orange line is very different from those. The orange line, the effects of the Hiragana Yahoo! data when it was added to the Hiragana Wiki+ Hiragana Yahoo! model shows that the data is effective for “PR Documents,” “Reports,” and “Yahoo! Blogs.” The Kanji-Kana Wiki data tends to effective when the fine-tuning of the Hiragana Yahoo! is not effective. These facts indicate that the fine-tuning is effective when the original accuracy was poor, regardless of whether it used Kanji-Kana Wiki text or Hiragana Yahoo! data.
Finally, the accuracy of the Bi-LSTM CRF model still has room for improvement compared to the existing morphological analyzer for Kanji-Kana mixed text. We think that the use of dictionary and much more data should be attempted in the future.

7. CONCLUSIONS

This study developed a morphological analysis model for Japanese Hiragana sentences using the Bi-LSTM CRF model. We showed that the performance of morphological analysis of Hiragana sentences outperformed when we use in-domain data manually annotated for fine-tuning by the experiments using Hiragana data of Wikipedia and Yahoo! Answers data. We also showed that the performance of Hiragana morphological analysis is improved when we fine-tune the model of Hiragana sentences with Kanji-Kana mixed sentences. This fine-tuning is effective when the original accuracy was low. Additionally, we showed that the performance of morphological analysis varied according to the text genre. In the future, we would like to increase the number of training data to improve the accuracy of the model for analyzing Hiragana sentences. Additionally, we would like to make the system capable of outputting word reading, pronunciation, and part-of-speech classification. In this experiment, we used the Yahoo! Answers as a training example for the Kanji-Kana Wiki+ Hiragana Wiki+ Hiragana Yahoo! model and Hiragana Yahoo! models to measure the accuracy, but we would like to train the models using other data to analyze the effect of genre differences. Furthermore, we would like to investigate the effective domain adaptation method when the original accuracy is not bad.
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ABSTRACT

Online reviews have a significant influence on customers' purchasing decisions for any products or services. However, fake reviews can mislead both consumers and companies. Several models have been developed to detect fake reviews using machine learning approaches. Many of these models have some limitations resulting in low accuracy in distinguishing between fake and genuine reviews. These models focused only on linguistic features to detect fake reviews and failed to capture the semantic meaning of the reviews. To deal with this, this paper proposes a new ensemble model that employs transformer architecture to discover the hidden patterns in a sequence of fake reviews and detect them precisely. The proposed approach combines three transformer models to improve the robustness of fake and genuine behaviour profiling and modelling to detect fake reviews. The experimental results using semi-real benchmark datasets showed the superiority of the proposed model over state-of-the-art models.
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1. INTRODUCTION

The Internet's size and importance has exploded in recent years, and it exerts a significant and growing influence on people’s daily lives. Customers usually spend a substantial amount of time online, searching for information on a variety of products, communicating with others, and reading reviews. Additionally, the Internet enables individuals to write reviews on a range of topics based on their expertise and the opinions of others who have seen their work online. These individuals may use their reviews to promote or criticise various products or services [1, 2]. Consumers tend to purchase products that have a high number of good evaluations, which can lead to increased profits for the provider [3]. At the same time, negative reviews can result in financial losses for the companies involved [4]. Since anyone can write reviews without restriction, it is possible to provide undeserved positive or negative feedback with respect to products, services, and enterprises. Hence, it is necessary to verify the truthfulness of opinions and reviews posted online to assist people to avoid being misled by false information.

Ott, et al. [5] stated that human judges have been found to be quite poor at identifying fake reviews, with an accuracy of around 57%. Additionally, it is also difficult to conduct this type of
identification manually. Detecting fake reviews using automatic detection based on state-of-the-art intelligent technologies has been found to be considerably faster and more accurate than using a human expert.

Many studies have been conducted into developing automated fake review detection models based on classic machine learning [6]. However, many of these models have some limitations resulting in low accuracy in distinguishing between fake and genuine reviews. These models have focused only on linguistic features to detect fake reviews and have failed to capture the semantic meaning of the reviews. Therefore, there is still a need for new models that are able to detect fake reviews efficiently. Recently, transformer or advanced pre-trained architectures have attracted considerable attention in text classification tasks and obtained superior results compared to the previous state of the art methods [7-9]. The effectiveness of these transformer architectures or techniques in constructing deep contextualized embeddings for a variety of texts is the key motivation to use them to develop a new model for detecting fake reviews. However, due to the high variance and dynamic change of fake review features, using a single model could not provide a best fit for the entire training data. One transformer may be sensitive to the provided features and biased to specific features, leading to poor performance. Therefore, we present an ensemble approach that combines multiple transformer architectures. The ensemble learning has proven effective and achieved good results in text classification [10, 11]. The study reported in this Chapter was conducted to answer the following question: Does the ensemble of transformer models perform better than state-of-the-art fake review detection methods? As a consequence, we have proposed a new ensemble fake review detection model that combines three transformer models, namely, RoBERTa, ALBERT, and XLNet to improve the robustness of fake and genuine review profiling and modelling by handling the dependencies between input and output with attention and recurrence completely.

The main contributions of this paper are as follows:

- We investigate the performance of some transformer models in fake review detection. To the best of our knowledge, no previous study has used XLNet and ALBERT transformer models for fake reviews detection.
- We propose an ensemble model that combines three transformers called, RoBERTa, XLNet, and ALBERT to enhance the accuracy of fake review detection.
- The proposed model is compared with the state-of-the-art models and demonstrate superior performance. It significantly outperforms eight of the most recent fake review detection models.

The paper is organised as follows: Section 2 illustrates the related work done on this research topic. Section 3 provides a Preliminaries of the proposed model. Section 4 describes the proposed methodology in detail. Section 5 provides the experiments setting, the datasets and pre-processing, the evaluation metrics. Section 6 describes the results and discussion. Then, the paper is concluded in Section 7.

2. RELATED WORKS

Naive Bayes (NB) and Support Vector Machine (SVM), are examples of traditional machine learning algorithms that learn discriminant characteristics from reviews and have been used by a number of researchers to detect fake reviews [12],[6],[13]. For example, using the Linguistic Inquiry and Word Count (LIWC) tool [14], Ott et al. [5] proposed a model to automatically identify fake reviews by combining psychological features from reviews with n-grams, which were then fed to support vector machines. This approach achieved 90% accuracy in fake review
categorisation, which is substantially better than human judges were able to achieve. According to the Op-Spam dataset, human judges were only 60% accurate. Feng, et al. [15] used a combination of context-free grammar and Part-of-speech features to detect fake reviews. Their results showed that these combined features could significantly increase fake review detection performance compared to the baseline method. Later, Li, et al. [16] developed a fake review detection model, titled Sparse Additive Generative Model (SAGE) which uses topic modelling [17] with a generalised additive model [18]. The proposed model results on Op-Spam and deception datasets achieved good results with accuracy of 81.82%, 83.10%, respectively.

Cagnina and Rosso [19] combined character n-grams, LIWC, and emotion features for fake reviews detection. Then, these extracted features are fed to an SVM algorithm to classify the reviews. Xu and Zhao [20] developed a model-based deep linguistic feature for fake reviews detection. Then they used an SVM classifier to classify reviews. Fusilier, et al. [21] proposed a model based on character n-grams content features to detect fake reviews. Then NB was used to detect fake reviews. Recently, several deep learning models such as recurrent neural network (RNN), convolutional neural network (CNN), and gated neural network (GRU) have been extensively used and achieved excellent results in the natural language processing field [22] and cybersecurity field [23], [24]. These models deal with dimensional data and extract the semantic presentation. Motivated by this, Ren and Zhang [25] introduced a recurrent convolutional neural network method with an attention mechanism to learn document representation. The proposed model proved its efficiency in detecting fake reviews. Similarly, and by using the context information of the sentences, Ren and Ji [26] also used deep neural networks and proposed a hybrid fake reviews detection model (GRNN–CNN). They combined a gated recurrent neural network (GRU) and a convolutional neural network (CNN). Their proposed model tested on the deception dataset and achieved good results with an accuracy of 83.34%. Later, Zhang, et al. [27] developed a recurrent convolutional deep neural networks model (DRI-RCNN) for fake reviews detection based on word contexts. Their proposed model performed well with 82.9% and 80.8% accuracy on spam and deception datasets, respectively.

More recently, Mohawesh, et al. [6] investigated some promising deep learning and transformers models. According to their experimental results, the RoBERTa transformer exceeded the performance of the state-of-the-art methods with a 91.02% accuracy on the deception dataset. They also found that BERT, DistilBERT, and RoBERTa performed very well with a small dataset. Although various machine learning technologies have been proposed to address fake reviews detection and to aid in distinguishing between fake reviews and genuine ones, it is rarely focused on contextualised text representation models. Thus, this work proposes a new ensemble model which combines three current states of the art deep learning models that can be used with any type of neural classifier and with any type of contextualised text representation and provides a comparative analysis of the performance of several pre-trained models and neural classifiers for fake review detection.

3. PRELIMINARY

Bidirectional Encoder Representations from Transformers (BERT): A BERT-trained model is used to pre-train a deep bidirectional representation of the text that can handle the unlabelled data by focusing on both right and left context in all layers simultaneously[28]. BERT was pre-trained on English Wikipedia text of about 2.5 billion words, consisting of an 800-million-word corpus of books. The BERT model reads a complete sequence of words in parallel, giving the model the ability to understand each word's context as a result of what is located around it. Fig 1 shows the BERT-base-cased model. It consists of 12 layers, 768 hidden layers, 12 heads and 109 million parameters. As shown in Fig 1, input is provided through a CLS token followed by a sequence of words. CLS is a categorisation token in this case. The input is subsequently passed to the layers
above. Each encoder applies self-attention, transfers the result through a feed forward network, and then passes the result on to the next encoder in the sequence of layers. We obtained the output from the last transformer block, as shown in Fig 1.

![Figure 1. BERT model for text classification.](image)

### 4. THE PROPOSED MODEL

As shown in Figure 2, the proposed model consists of pre-processing, combines the most recent transformer architectures and ensemble approach. The details of these stages are described as follows:

![Figure 2. Ensemble of advanced pre-trained models’ architecture.](image)
4.1. Pre-Processing stage

To prepare the incoming reviews data as input for transformers, we perform many processes to clean the data and prepare it as input for transformers. We removed noise and irrelevant words, such as URLs and emojis, during this stage. Then, we split and divided each review text into a sequence of words.

4.2. Transformers: The proposed model combines the following three architectures:

**Robustly optimised BERT approach (RoBERTa):** an updated version of BERT that outperforms the BERT transformer [29] by training the model for a longer time on larger sequences and omitting the subsequent sentence prediction. Along with the English Wikipedia and book corpora, RoBERTa is pre-trained on the Common Crawl News dataset, comprising 63 million English-language news stories. RoBERTa base architecture consists of 768 hidden layers, 12 layers, 125 million parameters, and 12 attention heads. We used BoBERTa due to its high ability in providing dynamic masking patterns for each provided review.

**XLNet** [8]: It employs Transformer-XL [30] as a feature engineering model to gain a better understanding of the language context, which is an adaptation of the native Transformer. The Transformer XL model incorporates Relative Positional Encoding (RPE) and Recurrence Mechanism components into the Transformer used in BERT to manage long-term dependencies for texts that exceed the maximum permitted input length. An enormous dataset was used to train the XLNet model, which uses permutation language modelling. These permutations are one of the fundamental differences between BERT and XLNet, and they allow for the simultaneous generation of data from both sides. Thus, XLNet is able to learn the best features from the bidirectional review context which represent the fake review efficiently. The XLNet-base architecture consists of 768 hidden layers, 12 layers, 110 million parameters, and 12 attention heads.

**ALBERT:** is a pre-training natural language representation using modern language models that involves increasing the model size and number of parameters [9]. As a result of memory limitations and lengthier training hours, they can often be challenging to do. ALBERT (A Lite BERT) [9] employs parameter reduction strategies to boost model speed and reduce memory consumption to solve these difficulties. It shares the parameters among layers which provides a high-capacity contextual representation. This way of learning leads to capturing the meaning of words and improving the understanding of the entire text of the review. The A Lite BERT model achieved better results than DL models [31]. In our work, Albert-base-v2 architecture consists of 768 hidden layers, 12 layers, 12 attention heads, 128 embedding, and 11 million parameters.

We added a classification head with a single linear layer to each of the transformers mentioned above to distinguish between legitimate and fake reviews and label them. Then, the full architecture of each transformer and its parameters is fine-tuned to learn the review context.

4.3 Ensemble approach:

To gain the full benefits of transformers and their different perspectives on the learned features, we used the weighted average ensemble approach. In this approach, we extracted the output of the last layer of each transformer, which are logits. Then, we converted logits to probability using the SoftMax function. By using the weighted average of probabilities, we obtained a new probability for each class. The class with maximum probability is the predicted class. This approach gives the better transfer of the higher weight, improving the fake review detection rate and accuracy and preventing the bias of final decision to the less accurate model.
5. EXPERIMENT

This section presents the datasets descriptions, datasets pre-processing, the evaluation metrics and our model results and compares them to state-of-the-art approaches.

5.1. Experimental setup

We used a mini-batch size of 32 to train them on all of the datasets for 10 epochs. Overfitting was avoided by using an early stop [32]. While delta is set to zero, validation loss was used as the metric for early stopping [33]. We used AdamW optimiser [34]. Finally, we computed the loss using binary cross-entropy [35].

To evaluate the performance of the proposed model, we developed a python script and used Google CoLab interface[36]. We also used the transformer library [37], which was created by the Huggingface team. We run the experiments multiple times with different parameters. Table 1 presents the best hyperparameters of the three proposed models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Learning Rate</th>
<th>Batch Size</th>
<th>Type</th>
<th>Optimiser</th>
<th>Epochs</th>
<th>Max Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>RoBERTa</td>
<td>2e-5</td>
<td>64</td>
<td>roberta-base</td>
<td>AdamW</td>
<td>15</td>
<td>256</td>
</tr>
<tr>
<td>ALBERT</td>
<td>2e-5</td>
<td>32</td>
<td>albert-base-v2</td>
<td>AdamW</td>
<td>20</td>
<td>256</td>
</tr>
<tr>
<td>XLNet</td>
<td>2e-5</td>
<td>32</td>
<td>xlnet-base-cased</td>
<td>AdamW</td>
<td>20</td>
<td>256</td>
</tr>
</tbody>
</table>

5.2. Dataset Description

In this study, we used two publicly available benchmark datasets. **OpSpam** [5], and **Deception dataset** [16]. **OpSpam** dataset contains 1,600 review texts for twenty hotels in the Chicago area of the United States of America, 800 of which are fake and 800 of which are genuine. A label of ‘1’ indicates fake reviews, whereas a label of ‘0’ indicates legitimate reviews. These reviews came from a variety of sources. The fake reviews were constructed using Amazon Mechanical Turk (AMT), and the remaining were collected from various online review sites such as Yelp, TripAdvisor, and Expedia. **The deception dataset** [16] represents a gold standard dataset containing 3,032 reviews. This dataset contains information about three distinct domains (hotels, doctors, and restaurants). Both datasets have only review text without any metadata information.

In our experiments, 80% of the OpSpam and Deception datasets, were used for training, and the remaining 20% of each dataset was used to test the model. Table 2 shows The Statistical information for both datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Domain</th>
<th>Reviews Type</th>
<th>No. of reviews</th>
<th>No. of unique words</th>
<th>No. of sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>reviews</td>
<td>legitimate</td>
<td>800</td>
<td>14812</td>
<td>7963</td>
</tr>
<tr>
<td>Deception[16]</td>
<td>Restaurant</td>
<td>Fake</td>
<td>201</td>
<td>5136</td>
<td>1827</td>
</tr>
<tr>
<td></td>
<td>reviews</td>
<td>legitimate</td>
<td>201</td>
<td>5126</td>
<td>1892</td>
</tr>
<tr>
<td></td>
<td>Doctor</td>
<td>Fake</td>
<td>356</td>
<td>5128</td>
<td>2369</td>
</tr>
</tbody>
</table>
5.3 Evaluation metrics

In the fake review detection task, recall, precision, and the F-measure have been the most often used metrics. Since the number of reviews of both classes is equal, accuracy is also a popular metric for model evaluation. In order to evaluate the efficiency of the proposed model, we use the following metrics.

- **Accuracy**: full estimate of correctly classified instances and can be calculated by

  \[
  \text{Accuracy} (Acc) = \frac{\text{number of correct classifications}}{\text{total number of data samples}} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)
  \]

- **Precision**: describes the proportion of successfully predicted reviews to the total number of reviews for a given class and can be calculated by

  \[
  \text{Precision} (P) = \frac{\text{number of correct predictions of each class}}{\text{total number of predictions of each class}} = \frac{TP}{TP + FP} \quad (2)
  \]

- **Recall**: shows the proportion of relevant reviews achieved from the total number of reviews and is calculated by

  \[
  \text{Recall} (R) = \frac{\text{number of correct predictions}}{\text{total number of predictions}} = \frac{TP}{TP + FN} \quad (3)
  \]

- **F1 score**: shows the average of precision and recall and is calculated by

  \[
  F - \text{measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}} \quad (4)
  \]

5. RESULTS AND DISCUSSION

As shown in Table 3, the Acc, P, R, and F1-score for RoBERTa are 94.06%, 89.38%, 98.62%, 93.77%, respectively for OpSpam dataset, 91.02%, 92.50%, 90.00%, 90.50% respectively for deception dataset. The experiments result of the XLNet model on the OpSpam dataset are as follows: Acc, P, R, and F1-score are 92.50%, 86.25%, 98.57%, 92.00%, respectively, where the Acc, P, R, and F1-score on the deception dataset are 88.56%, 77.92%, 93.97%, 85.19%, respectively. On implementing ALBERT model on the OpSpam dataset are as follows: accuracy, precision, recall, and F1-score are 93.34%, 91.25%, 95.42%, 93.29%, respectively, where the Acc, P, R, and F1-score on the deception dataset are 88.03%, 77.08%, 93.43%, 84.87%, respectively. The experiments result of the proposed model on the OpSpam dataset are as follows: accuracy, precision, recall, and F1-score are 94.37%, 89.38%, 99.31%, 94.08%, respectively, where the Acc, P, R, and F1-score on the deception dataset are 92.07%, 84.17%, 96.65%, 89.98%, respectively. It is clear from the experiments that our proposed model achieved the best performance for both OpSpam and Deception datasets due to its efficiency in capturing the robust contextualised representation of each review and the most relevant features using different models and perspectives. Furthermore, our proposed model gains the full benefit of the
most accurate transformer using the weighted average in addition to the appropriate support from other transformers.

Table 3. Classification reports for OpSpam and Deception datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>OpSpam</th>
<th>Deception</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Acc</td>
<td>P</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>94.06%</td>
<td>89.38%</td>
</tr>
<tr>
<td>XLNet</td>
<td>92.50%</td>
<td>86.25%</td>
</tr>
<tr>
<td>ALBERT</td>
<td>93.43%</td>
<td>91.25%</td>
</tr>
<tr>
<td>Proposed model</td>
<td>94.37%</td>
<td>89.38%</td>
</tr>
</tbody>
</table>

6.1. Comparison with state-of-the-art models

To evaluate the effectiveness of the proposed model, our model is compared to the state of the art techniques, including SVM [5], SVM [19], SVM [15], SAGE [16], RCNN [38], GRNN–CNN [39], DRI-RCNN [27]. We use accuracy and F1-score according to the existing works [39], [27] as shown in Table 4.

- SVM [5]: A model of combining bigram and LIWC features using SVM as a classifier.
- SVM [19]: A model of a combination of four grams and LIWC features using SVM as a classifier.
- SVM [15]: A model of using unigram features with SVM as a classifier.
- SAGE [16]: The Sparse Additive Generative Model (SAGE) is a mix of topic modelling and a generalised additive model.
- RCNN [38] is a model of a combination of recurrent neural networks and convolutional neural networks.
- GRNN–CNN [39]: it is a hybrid fake reviews detection model. They combined a gated recurrent neural network (GRU) and a convolutional neural network.
- DRI-RCNN [27] is a recurrent convolutional deep neural networks model (DRI-RCNN) for detecting fake reviews based on word contexts.
- BERT-Base Case [6]: A BERT-trained model is used to pre-train a deep bidirectional representation of the text that is capable of handling unlabelled data by simultaneously focusing on right and left context in all layers.

From Table 4 results, it can be observed that the proposed model outperforms the current state-of-the-art methods on both the OpSpam and deception datasets. We can see that the ensemble of a pre-trained model achieved high accuracy with a small dataset compared to traditional machine learning and deep learning models. For example, our proposed model achieved over 90% accuracy with small training data, while deep learning could not reach 90%. Thus, we can observe that traditional and deep learning models require large datasets for training. However, conducting large datasets is not always possible. Therefore, the transformer model is a pragmatic option in the case of a small dataset.
Table 4. Comparison with the state-of-the-art methods.

<table>
<thead>
<tr>
<th>Machine Learning Models</th>
<th>Deception dataset</th>
<th>Op-Spam dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Accuracy</td>
<td>F1-score</td>
</tr>
<tr>
<td>SVM (bigram and LIWC features) [5]</td>
<td>79.33%</td>
<td>82.83%</td>
</tr>
<tr>
<td>SVM (unigram feature) [15]</td>
<td>83.33%</td>
<td>79.53%</td>
</tr>
<tr>
<td>SVM (four grams and LIWC features) [19]</td>
<td>81.67%</td>
<td>81.03%</td>
</tr>
<tr>
<td>SAGA [16]</td>
<td>81.82%</td>
<td>79.38%</td>
</tr>
<tr>
<td>RCNN [38]</td>
<td>82.16%</td>
<td>82.00%</td>
</tr>
<tr>
<td>GRNN-CNN [39]</td>
<td>83.34%</td>
<td>82.86%</td>
</tr>
<tr>
<td>DRI-RCNN [27]</td>
<td>85.24%</td>
<td>83.56%</td>
</tr>
<tr>
<td>BERT Base Case [6]</td>
<td>86.20%</td>
<td>85.50%</td>
</tr>
<tr>
<td>Ensemble (Ours)</td>
<td><strong>92.07%</strong></td>
<td><strong>89.98%</strong></td>
</tr>
</tbody>
</table>

In the real world, detecting fake reviews is a constant challenge, and governments are working to resolve this issue in order to mitigate its negative impacts. Additionally, detecting fake news is a difficult assignment for a machine since it must understand the difference between "legitimate reviews" and "fake reviews." However, we may use a variety of features (e.g., reviews text and emotions) to produce an effective decision about detecting fake reviews. Thus, the more features we incorporate into our models during training, the more effective the model will be at detecting false reviews. In this paper, we employed a technique that is focused on deriving textual features from reviews text dove into the analysis of the differences between fake and real reviews content, indicating that the content of fake and real reviews is significantly different, and the style of fake reviews is more similar to satire than to actual reviews. As a result, contextual features play a critical part in determining the difference between fake and legitimate reviews, as demonstrated in our experiments. Also, according to the findings, the employment of pre-trained models and the ensemble approach significantly improved the results of detecting short fake reviews text.

There are two critical aspects that influence the performance of pre-trained language models: (1) the domain and size of the training datasets and (2) the model's architecture. RoBERTa derives from a diverse variety of data sources; for example, in addition to the standard BookCorpus and Wikipedia datasets, RoBERTa was trained using CC-News [40]. However, in the ensemble approach, the RoBERTa’s performance was also improved by combining it with other transformers in the ensemble approach. This combination helps handle the dynamic change of fake review features and the variance in the provided context.

7. CONCLUSION AND FUTURE WORK

In this work, we investigated one significant research question for fake review detection which is “Does the ensemble of transformer models perform better than state-of-the-art fake review detection methods?” In order to answer this question, this paper investigated the performance of transformers in detecting fake reviews. We proposed a new model that combines three transformer based models, namely, RoBERTa, XLNet, and ALBERT and uses the weighted average for each classifier to obtain the best result. The proposed model on two semi-real datasets has shown 92.07% and 94.37 accuracies on OpSpam and deception datasets and outperformed the state-of-the-art methods, including traditional and deep learning models. Our proposed model performed significantly better than traditional and other deep learning models using small dataset sizes, demonstrating its efficiency. In future work, we will employ many textual analyses methods in natural language processing, such as named-entity recognition, to extract additional helpful information in addition to textual content embedding to detect fake reviews.
REFERENCES


S. Nagel, "Cc-news (2016)," ed.
AUTHORS

RAMI MOHAWESH received the B.E and M.E in computer science and is now working towards a Ph.D degree from the University of Tasmania, Tasmania, Australia. In his PhD research, Rami is the first researcher who investigated the concept drift in fake review detection. He is a reviewer of high impact factor journals such as the Information Processing and Management Journal, Artificial Intelligence Review and Secure Computing. His research interests include Software Engineering, Cloud Computing, Natural Language Processing, Cybersecurity, and machine learning. His current work on Fake Review.

SHUXIANG XU is currently a lecturer and PhD student supervisor within the School of Information and Communication Technology, University of Tasmania, Tasmania, Australia. He has received a PhD in Computing from the University of Western Sydney, Australia, a Master of Applied Mathematics from Sichuan Normal University, China, and a Bachelor of Applied Mathematics from the University of Electronic Science and Technology of China, China. His research interests are Artificial Intelligence, Machine Learning, and Data Mining. Much of his work is focused on developing new Machine Learning algorithms and using them to solve problems in various application fields.

MATTHEW SPRINGER is a lecturer in the School of Technology, Environments and Design at the University of Tasmania. Dr Springer received his Information Systems PhD from the University of Tasmania in 2010. His major focus has been on improving teaching within the Discipline of Information and Communication Technology discipline but is also an active member of the Industry Transformation, and Games and Creative Technologies research groups.

MUNA AL-HAWAWEH received the B.E. and M.E. degrees in computer science from Mutah University, Jordan. She is currently pursuing the Ph.D. degree with the University of New South Wales (UNSW), Canberra, Australia. She works as a Research Assistant at UNSW Canberra Cyber. In her Ph.D. degree, she developed the world’s first ransomware framework targeting IIoT edge gateway in the critical infrastructure. Her research interests include cloud computing, industrial control systems, the Internet of Things, cybersecurity, and deep learning. She is a program committee member and a reviewer for several cybersecurity conferences. She was awarded the First Prize for high impact publications in the School of Engineering and Information Technology (SEIT), UNSW, in 2019, and the Dr. K. W. Wang Best Paper Award (2018–2020). She is a Reviewer of high-impact factor journals, such as the IEEE INTERNET OF THINGS JOURNAL, IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, and IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING

SUMBAL MAQSOOD received the BS. Hons Computer Science from Punjab University College of Information Technology (PUCIT) and MS Computer Science from GC University, Lahore Pakistan. She is currently second year Ph.D student at the University of Tasmania, Tasmania, Australia. She worked as an IT Officer in one of the biggest organisations of Pakistan. Her research interests include machine learning, natural language cybernetics, bio-technologies, data science and software engineering. She is currently working on biosignals analysis using deep learning.

© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons Attribution (CC BY) license.
A PERSONALITY PREDICTION
METHOD OF WEIBO USERS BASED ON
PERSONALITY LEXICON

Yuanyuan Feng and Kejian Liu

Department of Computer and Software Engineering,
Xihua University, Chengdu, China

ABSTRACT

Personality is the dominant factor affecting human behavior. With the rise of social network platforms, increasing attention has been paid to predict personality traits by analyzing users' behavior information, and pay little attention to the text contents, making it insufficient to explain personality from the perspective of texts. Therefore, in this paper, we propose a personality prediction method based on personality lexicon. Firstly, we extract keywords from texts, and use word embedding techniques to construct a Chinese personality lexicon. Based on the lexicon, we analyze the correlation between personality traits and different semantic categories of words, and extract the semantic features of the texts posted by Weibo users to construct personality prediction models using classification algorithm. The final experiments shows that compared with SC-LIWC, the personality lexicon constructed in this paper can achieve a better performance.
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1. INTRODUCTION

With the rapid development of the Internet, the number of users using social network platforms is gradually increasing. As one of the largest Chinese social network platform, Weibo has a huge mount of users who will express and share their feelings, expectations and experiences on Weibo. These information not only reflects the status of users, but also may affect the spread of social public opinion.

Psychology study shows that [1], the way an individual speaks and writes often reflects his or her personality. A person's mindset is based on behaviour, emotion, psychology and motivation, which are collectively called personality and have a great influence on individual behaviour. Weibo contains a large number of texts which can well reflect the psychological activities and personality characteristics of users. For example, people with high extroversion tend to use more words related to positive emotions, while people with high neuroticism tend to use more words with negative emotions [2]. Although there are extensive researches on personality prediction of microblog users at present, most of them are conducted on the basis of users' behaviours. There are not many researches on the construction of special microblog personality lexicon. Therefore, in this paper, the author proposes a personality prediction method based on microblog text. In order to explain the differences of different personalities, this paper adopts the personality analysis method based on lexicon. As a psychological lexicon, Linguistic Inquiry and Word Count (LIWC) [2] is a good choice, but it is not very effective in personality identification. On
the one hand, the lexicon is more suitable for some formal documents, perhaps because the Weibo version is short and highly colloquial. On the other hand, the lexicon lacks specificity and is not specifically used for personality calculations. Therefore, this paper proposes a method to construct personality lexicon based on “Big Five” model for microblog text. Firstly, word term frequency-inverse document frequency (TF-IDF) is used to extract keywords. Then the clustering algorithm and Word2vec were combined to divide different clusters according to semantics, and then the personality lexicon was formed by word expansion on this basis. Finally, Support Vector Machine (SVM), Random Forest (RF) and Naive Bayes (NB) algorithm are used to achieve personality prediction.

2. RELATED WORK

2.1. Evaluation Methods

There are four main methods to assess personality: questionnaire, dictionary-based and machine learning-based. Questionnaires are the most intuitive method and are designed to ask participants to rate their own behaviour using Likert scales. The most popular questionnaires include the revised NEO-Personality Scale (240 items), NEO Five-factor Scale (60 items) and BFI-44 Big Five Scale (44 items), which are designed for the Big Five personality traits[3]. Although questionnaire is a commonly used method to assess personality traits, participants may be reluctant to fill in the questionnaire or fill it out randomly because some questions involve private information. Therefore, the number of questionnaires collected by this method is usually small and the quality is difficult to guarantee. Therefore, some new methods of predicting human personality are needed. The dictionary-based approach is to detect semantic similarity in the text, that is, semantic similarity equals score. The similarity between different words can be calculated to predict personality. LIWC is a dictionary used to analyse English texts, but Chinese and English have very different grammatical rules. To solve this problem, Liu Qiu et al.[4] determined speech classes and factor structures related to personality traits by analysing the expression modes of Chinese users, and compared with LIWC, they found that in the expression of personality, There are great differences in functional words used in Chinese and English contexts. The method of personality recognition based on machine learning mainly trains the model according to the extracted personality characteristics, so as to achieve personality prediction. As most personality prediction ignores the relationship between different personality traits, individual personality prediction fails to achieve ideal results. In this regard, Gao et al.[5] took different personality traits as a quantitative whole and constructed a multi-objective regression model based on GBDT-Multitarget stacking and BP neural network. The correlation between personality traits was incorporated into the model calculation to predict the entire personality structure of users. Shu Xiaomin et al.[6] predicted Personality based on RAnEL-PA(RAnEL-Personality Analysis), an improved model of RAnEL(Multi-label integration method - random K-label set), and the results showed that there were more people with multiple Personality traits. It suggests that personality traits depend on each other. NavonilMajumder et al.[7] proposed a method of using convolutional neural network (CNN) to extract personality characteristics from articles on stream of consciousness and train different models for different personality traits, so as to achieve the effect of personality recognition.

2.2. Personality Model

Myers Briggs Type Indicator (MBIT) [8] is a popular personality model that has a large audience and is widely used in enterprise human resources. This model describes personality from four dimensions: introversion and extroversion, sense and intuition, logic and emotion, judgment and cognition. According to the scores of different dimensions, MBTI is divided into 16 personality
types. However, due to the overly idealistic assumption, MBTI has long been controversial in academic circles, so there are not many in-depth studies on MBTI at present [9].

The Big Five Model is widely used in predicting personality in the field of psychology and has academic significance [10, 11]. This Model describes personality from Five dimensions: The common cause is openness, conscientiousness, extroversion, agreeableness, neuroticism. Openness describes a person's cognitive style. Conscientiousness reflects the way in which an individual controls, manages, and regulates his or her own behaviour, assessing the organization, persistence, and motivation of an individual in goal-directed behaviour. Extroversion describes the degree of interpersonal interaction and the need for and response to external stimuli. Agreeableness assesses an individual's attitude towards others. Neuroticism reflects the individual's emotional regulation and control. Table 1 shows the performance of each personality traits in general.

Table 1. Personality traits.

<table>
<thead>
<tr>
<th>Personality Traits</th>
<th>Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
</tr>
<tr>
<td>Openness</td>
<td>imaginative, aesthetic, creative</td>
</tr>
<tr>
<td>Extroversion</td>
<td>enthusiastic, lively, good at socializing</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>trusting, direct, helpful and generous</td>
</tr>
<tr>
<td></td>
<td>self-discipline, persistence, achievement, prudence, restraint</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>calm, calm, sense of security</td>
</tr>
</tbody>
</table>

The Big Five model is the most widely used personality measurement model, no matter in the study of network social behaviour and personality or the study of text and personality. Zhenkun Zhou et al.[12] found that users with lower scores of extraversion tend to post more posts with anger and fear, while users with higher scores tend to post more posts related to sadness. Qiu et al. [13] proved that linguistic features of Twitter can be used to judge agreeableness and neuroticism. Quercia et al. [14] understood the personality characteristics of Twitter users based on the number of followers and followers, and found that popular users and influential users were highly extroverted with relatively stable emotions. In general, the Big Five model is more suitable for academic research, therefore, the author in this paper based on the Big Five personality model to achieve personality prediction.

3. **Establishment of Personality Lexicon**

The overall structure of the personality lexicon construction method for Weibo users in this paper is shown in Figure 1.
3.1. Data Preparation

3.1.1. Questionnaire Processing

In order to collect users’ personality data, the author takes BFI-44 [15] as a questionnaire, which contained a total of 44 questions, including 8 or 9 questions for different personality dimensions. The short questions is convenient for filling in and collecting the questionnaire. In the questionnaire, the user is required to fill in his/her Weibo ID number, so as to facilitate the subsequent retrieval of relevant Weibo text. It took about two months to publish the questionnaire on the Internet. A total of 461 questionnaires were collected, and 379 were valid. Each question was then converted into a score of 1 to 5 on a Likert scale. The personality scores are shown in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>S.D.</th>
<th>L(%)</th>
<th>M(%)</th>
<th>H(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>32.67</td>
<td>4.58</td>
<td>20.69</td>
<td>58.13</td>
<td>21.18</td>
</tr>
<tr>
<td>C</td>
<td>27.79</td>
<td>5.08</td>
<td>19.89</td>
<td>57.34</td>
<td>22.77</td>
</tr>
<tr>
<td>E</td>
<td>22.85</td>
<td>5.41</td>
<td>22.92</td>
<td>57.19</td>
<td>19.89</td>
</tr>
<tr>
<td>N</td>
<td>25.90</td>
<td>4.62</td>
<td>27.83</td>
<td>43.02</td>
<td>29.15</td>
</tr>
<tr>
<td>O</td>
<td>30.69</td>
<td>4.90</td>
<td>19.89</td>
<td>57.45</td>
<td>22.66</td>
</tr>
</tbody>
</table>

The personality score obtained from the questionnaire is a continuous variable, which needs to be converted into discrete variables before it can be used in the personality classification model. In this paper, personality scores are converted according to. Table 1 shows the proportions of different personality dimensions.

3.1.2. Data Acquisition and Processing

First of all, crawl the 379 participants’ Weibo texts according to their Weibo IDs filled in the questionnaires to form personality dataset. In addition, a Weibo corpus of about 1.3G is constructed by randomly crawling Weibo user texts for subsequent keyword clustering and
expansion. Then, the two data sets are cleaned to remove punctuation marks, special symbols and other invalid contents. Finally, use word segmentation tools to cut words.

3.2. Construction of Personality Lexicon

In this paper, the construction of personality lexicon is mainly divided into two steps: extraction of personality keywords and construction of personality lexicon. The first step is to extract keywords related to personality traits from users' texts. The second step is to divide words into multiple clusters using k-means algorithm and Word2vec. By analysing each cluster, the semantic name is given to it. Then, the keywords extracted from each cluster are extended to obtain a personality lexicon containing words of different semantic categories.

3.2.1. Keywords Extraction

In information retrieval, TF-IDF, as the most widely used method, reflects the importance of a word to documents in a textual corpus. It assigns weights to each term in the document based on its term frequency and inverse document frequency. Items with higher weight scores were considered more important. Therefore, the author uses TD-IDF method to calculate the weight of each word in the user's texts, and extracts a certain number of high-weight words. Although TF-IDF algorithm can extract keywords, not all keywords are related to personality. Therefore, this paper uses Chi-square to select the first N keywords related to personality based on users’ personality scores.

3.2.2. Construction of Personality Lexicon

In order to construct a personality lexicon, k-means clustering algorithm and Word2vec are used to put keywords with similar semantics into the same cluster. Before clustering, the appropriate number of clustering K should be determined first. For this reason, the author did a series of experiments with K values between 5 and 30, and finally selected K=18, which performed better, as shown in Figure 2. And we list some keywords of categories in appendix at the end of this paper. These keywords are words close to the cluster centre, which can well describe the overall characteristics of each category.

Figure 2. 18 word categories

In appendix, Categories 0 and 11 are related to evaluation, expressing attitudes towards people and things, including positive and negative evaluation; Categories 1 is related to time; Categories
2 is words related to daily life. Categories 3 is related to relationship, including family, friends and strangers; Category 4 is about to places or attractions; Categories 5 is the description related to cognitive process; Categories 6 is blessing words; Categories 7 is related to platform activities, such as Weibo lucky draw, Weibo red packets and activities sharing on other platforms; Categories 8 and 15 describe people's emotional states, including positive and negative emotions. Category 9 relates to physical health, mainly describing body parts and health conditions. Category 10 is related to social events; Category 12 is job-related; Category 13 is related to values; Category 14 relates to school life; Category 16 has to do with sports activities; Category 17 relates to food. The personality lexicon constructed in this paper not only has targeted classification, but also incorporates colloquial words and buzzwords on the Internet, which is of great help to predict the personality of Weibo users.

4. Correlation Analysis

In order to understand the correlation between text features and users' personality scores, the author extracts keywords to represent the microblogs with semantic categories or topics. With help of personality lexicon, the author calculates the number of each semantic category of keywords from users' microblogs and take them as the personality lexicon features of the user. Then Pearson correlation is performed based on the personality scores and the personality lexicon features. According to the analysis results, personality traits can be explained from the perspective of text. As can be seen from Table 3, for example, agreeableness is negatively correlated with work, and users with high agreeableness express more blessings to others; Extroversion is positively correlated with relationship, indicating that users with higher extroversion pay more attention to communication with others. Neuroticism is positively correlated with both negative and positive emotions, indicating that users with high neuroticism are emotionally unstable. Openness are positively correlated with locations, cognition and values, indicating the creativity, imagination and exploration ability of them.

Table 3. Correlation coefficient between personalities and categories

<table>
<thead>
<tr>
<th>Label</th>
<th>Categories</th>
<th>A</th>
<th>C</th>
<th>E</th>
<th>N</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Positive evaluation</td>
<td>0.017*</td>
<td>-0.019</td>
<td>-0.02*</td>
<td>0.014**</td>
<td>0.012</td>
</tr>
<tr>
<td>1</td>
<td>Time</td>
<td>0.02*</td>
<td>0.049**</td>
<td>0.053</td>
<td>-0.07</td>
<td>-0.041</td>
</tr>
<tr>
<td>2</td>
<td>Daily life</td>
<td>0.081</td>
<td>0.04</td>
<td>0.031</td>
<td>0.049*</td>
<td>0.096</td>
</tr>
<tr>
<td>3</td>
<td>relationship</td>
<td>-0.055</td>
<td>0.039</td>
<td>0.053**</td>
<td>0.012</td>
<td>-0.108</td>
</tr>
<tr>
<td>4</td>
<td>Locations</td>
<td>-0.07</td>
<td>0.021</td>
<td>-0.073</td>
<td>0.016</td>
<td>0.153***</td>
</tr>
<tr>
<td>5</td>
<td>Cognition</td>
<td>-0.085</td>
<td>0.029</td>
<td>-0.001</td>
<td>0.004*</td>
<td>0.052**</td>
</tr>
<tr>
<td>6</td>
<td>Blessing</td>
<td>0.081*</td>
<td>-0.048</td>
<td>-0.08</td>
<td>-0.078</td>
<td>-0.013</td>
</tr>
<tr>
<td>7</td>
<td>Platform activities</td>
<td>0.015</td>
<td>-0.101</td>
<td>0.012**</td>
<td>-0.012</td>
<td>0.084</td>
</tr>
<tr>
<td>8</td>
<td>Positive emotion</td>
<td>0.064</td>
<td>-0.027*</td>
<td>0.065</td>
<td>0.013*</td>
<td>-0.039</td>
</tr>
<tr>
<td>9</td>
<td>Health/Body</td>
<td>0.057*</td>
<td>0.072</td>
<td>-0.06*</td>
<td>0.06*</td>
<td>0.101**</td>
</tr>
<tr>
<td>10</td>
<td>Social event</td>
<td>-0.105</td>
<td>0.031</td>
<td>-0.024**</td>
<td>0.041*</td>
<td>0.078</td>
</tr>
<tr>
<td>11</td>
<td>Negative evaluation</td>
<td>-0.054**</td>
<td>-0.05*</td>
<td>-0.069</td>
<td>0.055**</td>
<td>-0.025</td>
</tr>
<tr>
<td>12</td>
<td>Job</td>
<td>-0.026***</td>
<td>0.077**</td>
<td>-0.014</td>
<td>-0.005</td>
<td>-0.08</td>
</tr>
<tr>
<td>13</td>
<td>Value</td>
<td>-0.015**</td>
<td>0.021</td>
<td>-0.031*</td>
<td>-0.027</td>
<td>0.044**</td>
</tr>
<tr>
<td>14</td>
<td>School life</td>
<td>0.035*</td>
<td>0.021*</td>
<td>0.057**</td>
<td>0.009</td>
<td>0.043</td>
</tr>
<tr>
<td>15</td>
<td>Negative emotion</td>
<td>-0.089*</td>
<td>0.032</td>
<td>-0.044</td>
<td>0.018***</td>
<td>-0.073</td>
</tr>
<tr>
<td>16</td>
<td>Sports activities</td>
<td>0.129*</td>
<td>-0.11</td>
<td>0.035</td>
<td>0.015</td>
<td>0.057</td>
</tr>
<tr>
<td>17</td>
<td>Food</td>
<td>0.041</td>
<td>0.055</td>
<td>0.034</td>
<td>0.029</td>
<td>0.069***</td>
</tr>
</tbody>
</table>

* Denote significance at 10% level; ** Denote significance at 5% level; *** Denote significance at 1% level.
5. PERSONALITY PREDICTION MODEL

From personality questionnaires, we get Big-five personality scores that are represented as high, medium and low grade, and make use of machine learning algorithm for training the five classifiers. Due to deep learning is based on the neural network algorithm, and require a lot of data for training so as to have a better performance. However, through the questionnaire only 379 effective questionnaires were collected, which is not enough for deep leaning training, so the traditional machine learning algorithm is a good choice. Therefore, SVM, RF and NB models are used as classifiers in this paper to make predictions based on the constructed personality lexicon and SC-LIWC [16] , simplified Chinese version of LIWC. The experimental results are shown in Table 4.

Table 4. Comparison of model accuracy.

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Model</th>
<th>A</th>
<th>C</th>
<th>E</th>
<th>N</th>
<th>O</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personality</td>
<td>RF</td>
<td>0.736</td>
<td>0.710</td>
<td>0.551</td>
<td>0.600</td>
<td>0.603</td>
<td>0.641</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.476</td>
<td>0.579</td>
<td>0.457</td>
<td>0.516</td>
<td>0.550</td>
<td>0.516</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>0.428</td>
<td>0.474</td>
<td>0.451</td>
<td>0.357</td>
<td>0.517</td>
<td>0.445</td>
</tr>
<tr>
<td>SC-LIWC</td>
<td>RF</td>
<td>0.523</td>
<td>0.518</td>
<td>0.491</td>
<td>0.493</td>
<td>0.479</td>
<td>0.501</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.453</td>
<td>0.485</td>
<td>0.405</td>
<td>0.398</td>
<td>0.409</td>
<td>0.430</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>0.421</td>
<td>0.433</td>
<td>0.394</td>
<td>0.399</td>
<td>0.376</td>
<td>0.405</td>
</tr>
</tbody>
</table>

As can be seen from Table 4, the highest average accuracy of SC-LIWC is 0.501 of RF, and the lowest average accuracy of NB. The average accuracy of the personality lexicon constructed in this paper is 0.641 and 0.445, indicating that the personality lexicon is more effective for personality prediction. Compared with the different models of the two lexicons, the accuracy of RF is higher than the other two models, indicating that RF combined with the lexicons can improve the accuracy of personality prediction. In terms of personality dimension, RF model based on personality lexicon has the best performance, with relatively high accuracy of agreeableness and conscientiousness, reaching 0.736 and 0.710 respectively, which maybe because users with these two personality traits published a large number of microblog texts and learned more text features during training.

All in all, the personality lexicon proposed in this paper has a good applicability to Weibo. Although SC-LIWC is the simplified Chinese version of the lexicon, it still retains the grammatical and semantic features of English, leading to not good results in the analysis of Chinese microblog. In addition, the Weibo as Chinese social networking platform, users are usually published some texts of colloquial and network new words emerge in endlessly, SC-LIWC hasn’t these special words. And the lexicon in this paper is build based on Weibo texts, more specific and detail, achieving a better performance when predicting personality.

6. CONCLUSIONS

Based on the "Big Five" personality theory, this paper first constructed a personality lexicon for Weibo texts to explain different personality characteristics from the perspective of text. Then, machine learning algorithms RF, SVM and NB are combined to achieve personality prediction of microblog users. The final experimental results show that the combination of RF model and personality lexicon proposed in this paper can achieve good results.
On social platforms, emojis in the text posted by users will also reflect a person's personality characteristics[17]. But due to the small amount of text containing emojis, we didn’t considered emojis in this paper. In the future, we will collect more texts with emojis, which can be added to establish a personality expression lexicon to improve the accuracy of personality prediction.

APPENDIX

<table>
<thead>
<tr>
<th>Label</th>
<th>Name</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Positive evaluation</td>
<td>优秀/excellent, 节奏/rhythm, 性格/character, 不错/good, 外向/outgoing, 完美/perfect, 印象/impression, 养成/form, 表现/behavior, 理智/rational, 不愧/worthy, 成熟/mature, 忍耐/patient, 用功/hardworking, 冷静/calm, 良好/not bad, 不含糊/unambiguous, 大开眼界/eye-opening, 肯吃苦/willing to bear hardships</td>
</tr>
<tr>
<td>1</td>
<td>Time</td>
<td>周一/monday, 周末/weekend, 早上/morning, 第二天/next day, 晚上/night, 半夜/midnight, 明年/next year, 前些天/the day before, 假期/holiday, 以前/before, 三天/three days, 以后/after, 目前/now</td>
</tr>
<tr>
<td>2</td>
<td>Daily life</td>
<td>叙旧/talk about the old days, 聊天/talk, 碰巧/happen to, 路过/pass by, 偷跑/sneak away, 涤茶/make tea, 过寿/celebrate the birthday, 握手/shake hands, 逛商场/go to the mall, 购物/shopping, 打折/discounts, 酒友/drinking buddies, 吸烟/smoking, 天气/weather</td>
</tr>
<tr>
<td>3</td>
<td>Relation</td>
<td>爸爸/dad, 爸比/daddy, 姐妹/sisters, 爸妈/dad and mom, 朋友/friend, 伙伴/partner, 同事/colleague, 对方/the opposite side, 好朋友/good friend, 啊咪/mommy, 姐姐/sister, 爷爷奶奶/grandparents, 邻居/neighbor, 宝贝/baby, 老公/husband, 哥哥/brother</td>
</tr>
<tr>
<td>4</td>
<td>Locations</td>
<td>上海/Shanghai, 南京/Nanjing, 呼和浩特/Hohhot, 济南/Jinan, 北京/Beijing, 烟台/Yantai, 列车/Train, 武汉/Wuhan, 城市/City, 九华/Jiuhua, 内蒙古/Inner Mongolia, 镇江/Zhenjiang, 中心/Center, 成都/Chengdu, 杭州/Hangzhou, 北京/Beijing, 美术馆/Art Museum</td>
</tr>
<tr>
<td>5</td>
<td>Cognitive</td>
<td>理解/comprehend, 选择/choose, 质疑/question, 不解/wonder, 迷惑/puzzle, 搞清楚/make clear, 明白/figure out, 意识到/realize, 渐渐/gradually, 懂得/understand, 熟悉/familiar, 知道/know, 英雄所见略同/great minds think alike</td>
</tr>
<tr>
<td>6</td>
<td>Blessing</td>
<td>祝愿/wish, 生日快乐/happy birthday, 迎接/to meet, 鸿运/good luck, 愿望/wishes, 顺利/go smoothly, 花好月圆/blooming flowers and full moon, 家庭幸福/family happiness, 牛年大吉/Happy Chinese New Year, 红火, 欢庆/celebrating, 祝福/blessing, 美好/beautiful</td>
</tr>
<tr>
<td>7</td>
<td>Platform activities</td>
<td>助力/help, 投票/vote, 超级/super, 爱豆/idol, 人气/popularity, 投出, 大奖/big reward, 战队/team, 直播/Live, 盛典/grand ceremony, 第一波/the first wave, 喜获/congratulations to obtain, 首档节目/the first TV show, 红包/red packet, 现金/cash, 收到/received, 抽奖/draw, 关注/focus on, 大奖/reward, 惊喜/surprise, 机会/opportunity, 福袋/blessing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>Positive emotion</strong></td>
<td>加油/fighting, 生活/life, 努力/effort, 未来/future, 生命/life, 幸福/happiness, 夏天/summer, 感谢/thanks, 力量/power, 美好/beauty, 能量/energy, 青春/youth, 拥有/own, 感受/feelings, 再见/goodbye, 中心/In the heart, 路上/on the road, 长大/grow up, 少年/teenager, 感动/moved, 值得/worth, 期待/look forward to</td>
<td></td>
</tr>
<tr>
<td><strong>Health/Body</strong></td>
<td>闹肚子/stomach trouble, 保健/health care, 牙龈 gums, 桑拿/sauna, 按摩/massage, 维生素/vitamin s, 布洛芬/ibuprofen, 买药/buy medicine, 止疼药/painkillers, 皮肤科/dermatology, 头孢/cephalosporin, 甲沟炎/pachitus, 疼死/really painful, 腰疼/backache, 酸痛/ache, 头晕眼花/dizziness, 病指/fingers, 小腿/leg, 腹肌/abs, 脑子/brain</td>
<td></td>
</tr>
<tr>
<td><strong>Social events</strong></td>
<td>劫持人质/hostage-taking, 挣扎/death, 染病/illness, 避让/avoidance, 跳窗/jumpi ng out of a window, 重创/trauma, 重判/severe sentence, 识破/see through, 下药/drugging, 恶性事件/vicious incident, 急救车/ambulance, 受害者/victim, 性骚扰/sexual harassment, 侮辱性/abuse, 保姆/babysitter, 罚跪/be punished to kneel, 打骂/beat and scold, 离婚冷静期/divorce, 捐献/donation, 家暴/domestic violence</td>
<td></td>
</tr>
<tr>
<td><strong>Negative Evaluation</strong></td>
<td>讨厌/dislike, 阴阳怪气/speak in a voice dripping with sarcasm, 使骗/sucker, 恶心/disgusting, 生气/angry, 可恶/da mn, 玩笑/joke, 不配/don’t deserve, 卸载/uninstall, 得寸进尺/The more one gets, the more one wants, 自导自演/self-speech, 无礼/rude, 缺心眼儿/stingy</td>
<td></td>
</tr>
<tr>
<td><strong>Job</strong></td>
<td>会议/meetings, 交接/handover, 人力资源/human resources, 小组/groups, 迟到/tardiness, 上班/to work, 工资/salary, 五险一金/five social insurance and one fund, 退休/retirement, 加班/work overtime, 老板/boss, 帮手/assistant, 业绩/KPI</td>
<td></td>
</tr>
<tr>
<td><strong>Value</strong></td>
<td>诚信/integrity, 社会/society, 为荣/honor, 为耻/shame, 国家/country, 精神/spirit, 文化/culture, 权利/rights, 清明/Qinglan g, 文化观/cultural outlook, 集体主义/collectivism, 理想信念/ideals and beliefs, 道德水准/moral standards, 引导/guidance, 纪律/discipline, 守法/law-abiding</td>
<td></td>
</tr>
<tr>
<td><strong>School life</strong></td>
<td>大学生/college student, 老师/teacher, 学校/school, 学习/study, 作业/homework, 论文/paper, 同学/classmate, 考研/prepare for postgraduate exams, 开学/1, 上课/go to a class, 毕业/graduation, 考试/exam, 宿舍/dormitory, 公共课/optional course, 考题/examination questions, 没考上/failed in the exam, 六级/College English Test-6</td>
<td></td>
</tr>
<tr>
<td><strong>Negative emotion</strong></td>
<td>事情/things, 情绪/emotion, 难过/sad, 经历/experience, 越来越/more and more, 心情/mood, 害怕/fear, 想到/think of, 失望/disappointment, 身边/side, 内心/inner, 痛苦/pain</td>
<td></td>
</tr>
</tbody>
</table>
也许/maybe，放弃/give up，焦虑/anxious，悲伤/sorrow

<table>
<thead>
<tr>
<th></th>
<th>Sports activities</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>国足/national football team，女篮/women's basketball team，乒乓球/table tennis，奥运会/The Olympic Games，锦标赛/championship，打球/play a ball game，跳水/diving，跑步/running，裁判/referee，场地/site，夺冠/take the crown，冠军/champion，金牌/gold medal，银牌/silver medal，口哨/whistle</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Food</td>
<td>青稞/highland barley，牛奶/milk，味道/taste，鲈鱼/perch，火锅/hotpot，米饭/rice，橘子/orange，汉堡/hamburger，鸡蛋/egg，真香/really fragrant，蛋糕/cake，咖啡/coffee，好吃/delicious，海鲜/seafood，奶茶/milk tea</td>
<td></td>
</tr>
</tbody>
</table>
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ABSTRACT

Business users across enterprises today rely on reports and dashboards created by IT organizations to understand the dynamics of their business better and get insights into the data. In many cases, these users are underserved and do not possess the technical skillset to query the data source to get the information they need. There is a need for users to access information in the most natural way possible. AI-based Business Analysts are going to change the future of business analytics and business intelligence by providing a natural language interface between the user and data. This natural language interface can understand ambiguous questions from users, the intent and convert the same into a database query. One of the important elements of an AI-based business analyst is to interpret a natural language question. It also requires identification of key business entities within the question and relationship between them to generate insights. The Artificial Named Entity Classifier (ANEC) helps us take a huge step forward in that direction by not only identifying but also classifying entities with the help of the sequence recognising prowess of BiLSTMs.
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1. INTRODUCTION

At Crux Intelligence, we envisage a break-through in the analytics industry by building an AI based business analyst (ABBA) [1] that performs the functions of a business analyst. The main aim of ABBA is to create a Natural Language interface between the user and the data. This not only helps simplify data access, but also brings the user closer to the data.

Analyza [2], discusses some of the challenges faced while developing such systems. The paper also highlights why Structured Query Language despite being a widely accepted database access tool, is not user friendly and requires far too much knowledge of the physical layout of the database. Thereby it substantiates the use of Natural Language interfaces for such applications.

The most crucial role in such interfaces is played by Question Interpreter which performs the job of understanding user questions and tries to extract structured data from it.
1.1. AI-based Business Analyst

An ABBA supports business leader(s) to make effective decisions. They know the discipline of analytics, understand the data, know how to access and absorb the data and help in decision making. A human business analyst also helps leaders take the right decisions by understanding the business problem, running relevant analysis and producing reports which are easy to consume for the user.

At Crux Intelligence, we are building an ABBA which will help in enhancing the capabilities of a human business analyst and help in making better decisions. Its key component is a question answering system which understands business queries of users and analyses enterprise data to generate appropriate answers. The input to the system is a question entered by a user in natural language. The question is analysed and processed, and the output is an answer, or a list of answers in the form of trends, bar graphs, tables, and numbers. The ABBA is capable of answering the following range of questions:

- **Data retrieval questions**: Direct questions related to entities and metrics. For example, ‘What is the sales in New York?’.
- **Comparative questions**: Questions involving more than two entities, time periods, etc. For example, ‘Shipment in Jan vs Feb’, ‘East vs West’.
- **Conditional questions**: Questions having conditions on entities, for example, ‘Cities having sales > 3M and < 8M’.
- **Questions with filters**: Question with filters like Top/Bottom, for example, ‘Top 5 stores in Texas’.
- **Incomplete and non-elucidated questions**: For example, ‘Sales’, ‘Last Month’.
- **Questions with complex periods**: For example, ‘MTD sales for last 3 years for East’, ‘Daily sales from Jan to March 15, 2021’.

The main task of ABBA is to automatically find the right answer by identifying the entities and intents from the question. Classification of entities is a non-trivial task due to ambiguities present in a user question which may result in classifying an entity into multiple entity categories and hence may lead to different interpretations within the Question Interpreter. We describe this in detail in subsequent sections.

1.2. Named Entity Recognition

Named Entity Recognition (NER) task aims to identify entities in text and classify them into entity categories. It plays a key role in many Natural Language Processing Tasks including Question Answering. Typical examples of entities and entity categories are listed in Table 1.

<table>
<thead>
<tr>
<th>Entity Category</th>
<th>Entities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>New York, Chicago, Hong Kong</td>
</tr>
<tr>
<td>Date</td>
<td>Wednesday, January</td>
</tr>
<tr>
<td>Person</td>
<td>Albert Einstein, Mahatma Gandhi</td>
</tr>
<tr>
<td>Organization</td>
<td>Google, Tesla, UNESCO</td>
</tr>
</tbody>
</table>

Cuddle.ai [1] describes the role of Question Interpreter in the system and challenges faced during interpretation. One of the tasks within the interpreter is entity extraction, where, for a question,
“How many cars were sold in New York?”, ‘cars’ is an entity of category ‘Product’ and ‘New York’ is an entity of category ‘Region’. It also encounters ambiguities in user questions due to closed domain terminologies where an entity can be classified into multiple entity categories in different contexts. The ability to find correct and relevant answers relies heavily on the Named Entity Recognition task performed on the users’ questions.

Several high quality NERs such as those by Stanford, [3] and Spacy, [4] are available. Since these models are targeted at an open domain, they could not be used to meet the special needs of a closed domain system. A major limitation of using such NERs is that they typically classify proper nouns and sometimes numbers or alphanumeric entities like dates as entities. Business entities like ‘sales’ or ‘number of cars sold’ will remain unrecognized while using such NERs. One of the major reasons of this limitation is that entities in closed domain are not always proper nouns. They can be verbs or even adjectives.

Another approach for identifying entities is by using part of speech tags (POS). In such a scenario, the accuracy of the question interpreter is largely dictated by the accuracy of the POS-Tagger, which is sensitive to case types and the domain on which it was trained. For example, for question, “What is the sales of Greater Cincy East?”, where ‘Greater Cincy East’ is a location. POS Taggers would easily identify ‘Greater’, ‘Cincy’ and ‘East’ as three proper nouns. However, for question, “What is the sales of greater cincy east?” we would find that the token ‘east’ has been marked as an adjective. Such cases are important to handle in closed domain system where the question is either typed or converted from speech.

Therefore, it is important to have an intelligent domain agnostic model which can also support the specific scenarios discussed earlier. We used BiLSTM architecture to identify entities and classify them into entity categories. The detailed architecture is described in the subsequent sections.

Entity disambiguation becomes even more challenging when the user questions are shorter in length and when an entity gets mapped to multiple categories due to insufficient context in the question. A system to use external knowledge was proposed by Feng [5], where they used a knowledge enhanced Named Entity Disambiguation model which involved using a factual and a conceptual knowledge graph to improve named entity disambiguation for short and noisy texts. We have also used knowledge to further improve our disambiguation performance in the form of custom knowledge dictionary with a different approach which we will describe in section 3.

1.3. LSTMs for Named Entity Recognition

LSTMs [6] are exceptionally capable of learning sequences. Their sequence learning capability find extensive use in NLP. A bidirectional LSTM [7] is even more potent as it makes two passes of the same sequence. Therefore, while tagging an element in a sequence, a BiLSTM not only keeps in mind the past elements but also the elements ahead of it. More advanced neural models have been created for open domain systems using a combination of BiLSTMs with CNNs [8] and CNN along with CRF [9]. We chose to use just the BiLSTM model for our named entity classification task as our system deals with a closed domain. The actual meaning of the token has a lower importance in our system in comparison to the sequence it is a part of.

The rest of the paper is organized as follows. We describe various entity categories in section 2, data preparation steps in section 3 and describe the system architecture in section 4. The evaluation procedure is described in Section 5 and the results and error analysis is detailed in Section 6 followed by conclusion.
2. ATTRIBUTES

The process of extraction of structured data from a user question requires us to have certain structured headers under which we categorize the data. We use the term Attribute to refer to an entity identified in a question and attribute class to refer to its category. We will also use these terms in subsequent references. The term Entity signifies a different meaning in ANEC which will be discussed in this section.

The five important attributes considered for named entity classification task are as follows:

- **Entity**: Examples include IDs of Regions, Stores, Brands and actual names like New York, Delhi, Texas.
- **Entity Type**: This refers to the type of entities. For example, New York has entity type City as well as State, Delhi has an entity type of Region. Coca Cola is a brand whereas Diet Coke is of type sub-brand.
- **Metric**: A metric is a countable concept as captured in the enterprise database. The derived word ‘sold’ corresponds to Sales metric.
- **Temporals**: Temporals refer to time and period values. For example, this week, July, from Jan 31 2020 to Dec 31 2021 and January 2018. It also includes business specific temporals and its abbreviations such as YTD (Year to Date), Q1 (Quarter1), JFM (JanFeb-Mar) and MTD (Month to Date).
- **Conditions and Filters**: Conditions and filters include words like highest, top-K and any other conditions that the user wants to apply on the attributes of the question.

3. DATA PREPARATION

The input to the Question Interpreter (QI) is a user question. Two modules within the QI, namely Period Identifier and Condition and Filter identifier, identify Temporals and Condition and Filter attributes from the question respectively. These attributes along with the question are sent as input to ANEC which further identifies and classifies other attributes in the question using knowledge dictionary.

3.1. Knowledge Dictionary Creation

We created three knowledge dictionaries, one each for Entity, Entity Type and Metric attributes. Each dictionary contains words corresponding to its attribute type. Another separate dictionary contains words that occurred across multiple dictionaries. For example, ‘Customer Segment Sales’ where ‘Customer Segment’ was an Entity Type, ‘Customer 01’ an Entity and ‘Sales’ as a Metric.

3.2. Data Augmentation

Historical dump of the question database was taken and a total of 1,442 questions were retrieved. The dump consisted of questions, Entity, Entity Type and Metric tokens present in each question. Templating was performed to generate more questions. Each question in the question dump was taken and its attributes were replaced with their respective placeholders. A few complex templates were also generated synthetically. The method used for templating is illustrated in Figure 1.

A few examples of questions generated via templating are illustrated in Table 2. While using the actual IDs in the placeholder for the Entity, the Entity Type was mentioned along with it.
Table 2. Replacing placeholders with corresponding attributes

<table>
<thead>
<tr>
<th>Template</th>
<th>What is the METRIC and METRIC of Entity Type - Entity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric 1</td>
<td>Sales</td>
</tr>
<tr>
<td>Metric 2</td>
<td>Target</td>
</tr>
<tr>
<td>Entity</td>
<td>90</td>
</tr>
<tr>
<td>Entity Type</td>
<td>Store</td>
</tr>
<tr>
<td>New Question</td>
<td>What is the sales and Target of Store 90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Template</th>
<th>What is the METRIC and METRIC of Entity Type - Entity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric 1</td>
<td>Sales</td>
</tr>
<tr>
<td>Metric 2</td>
<td>Discount</td>
</tr>
<tr>
<td>Entity</td>
<td>East</td>
</tr>
<tr>
<td>Entity Type</td>
<td>Region</td>
</tr>
<tr>
<td>New Question</td>
<td>What is the Sales and Discount of East</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Template</th>
<th>METRIC of (Entity Type – Entity) vs (Entity Type - Entity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity 1</td>
<td>Region West</td>
</tr>
<tr>
<td>Entity 2</td>
<td>Region</td>
</tr>
<tr>
<td>Entity</td>
<td>9</td>
</tr>
<tr>
<td>Entity Type</td>
<td>Region</td>
</tr>
<tr>
<td>Metric</td>
<td>Sales</td>
</tr>
</tbody>
</table>
| New Question | Sales of Region 9 vs Region West |}

However, in case of the actual names of entities, the Entity Type placeholder was dropped. The Entity and Metric dictionaries were iterated over, and the placeholders were replaced with tokens from respective dictionaries. In total 11,27,571 questions were generated using templating approach.

4. **System Architecture**

The overall architecture of ABBA is represented in Figure 2. In QI, the user question is first passed through Period Identifier, then Condition Identifier and Filter Identifier modules which identify Temporal, Conditions and Filter attributes from it respectively. A detailed architecture of QI including ANEC is illustrated in Figure 3. The question from QI is then tagged with POS tags using Stanford POS tagger [10]. The POS tagged question is converted into a feature matrix which is then sent as an input to the BiLSTM model as highlighted in Figure 4.
4.1. Feature Vector

The default tagset used for Stanford's English POS tagger is Penn Treebank Tagset [11] for POS tagging. These tags were grouped into 8 classes. In addition to these, 4 more classes were defined based on the knowledge dictionary in which each word or its lemma is found in.
Classes 9 to 11 are based on the 3 knowledge dictionaries namely - Entity, Entity Type and Metric. Class 12 indicates whether the word is a padding, punctuation or an unknown input. The 12 classes are listed in Table 3 and together they form a feature vector for each word as illustrated in Figure 5.

<table>
<thead>
<tr>
<th>Feature Vector class</th>
<th>POS / Dictionary Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>NNP (Proper noun, singular), NNPS (Proper noun, plural)</td>
</tr>
<tr>
<td>Class 2</td>
<td>NN (Noun, singular or mass), NNS (Noun, plural)</td>
</tr>
<tr>
<td>Class 3</td>
<td>VB (Verb, base form), VBD (Verb, past tense), VBG (Verb, gerund or present participle), VBN (Verb, past participle), VBP (Verb, non-3rd person singular present), VBZ (Verb, 3rd person singular present)</td>
</tr>
<tr>
<td>Class 4</td>
<td>JJ (Adjective), JJR (Adjective, comparative), JJS (Adjective, superlative)</td>
</tr>
<tr>
<td>Class 5</td>
<td>CC (Coordinating conjunction), DT (Determiner), EX (Existential there), FW (Foreign word), IN (Preposition or subordinating conjunction), PDT (Predeterminer), POS (Possessive ending), PRP (Personal pronoun), RB (Adverb), RBR (Adverb, comparative), RBS (Adverb, superlative), RP (Particle), TO (to), UH (Interjection)</td>
</tr>
<tr>
<td>Class 6</td>
<td>Alphanumeric and CD (Cardinal number)</td>
</tr>
<tr>
<td>Class 7</td>
<td>SYM (Symbol), LS (List item marker)</td>
</tr>
<tr>
<td>Class 8</td>
<td>WP (Wh-pronoun), WP$ (Possessive wh-pronoun), WRB (Wh-adverb), MD (Modal), WDT (Wh-determiner)</td>
</tr>
<tr>
<td>Class 9</td>
<td>Entity</td>
</tr>
<tr>
<td>Class 10</td>
<td>Entity Type</td>
</tr>
<tr>
<td>Class 11</td>
<td>Metric</td>
</tr>
<tr>
<td>Class 12</td>
<td>Padding, Unknown, Punctuation</td>
</tr>
</tbody>
</table>

4.2. Output

The output for each token from the BiLSTM model is a vector having 6 classes which is reflected in Figure 6. Each of these classes reflect the probability of a word belonging to a particular category with respect to the named entity classification task. The word is tagged with the class having the maximum probability.
4.3. Model Details

A Bi-Directional Recurrent Neural Network with Long Short-Term Memory units is used to predict the named-entity classes from the feature vector. The output of each network for each token passes through a softmax layer to give a probability for each named-entity class. An overview of the flow of data is highlighted in Figure 7.

The model was implemented in Keras [12] with a TensorFlow [13] backend. The network model is highlighted in Figure 8. The training and hyper-parameters are highlighted in Table 4.
4.4. Knowledge Query

Knowledge Query refers to a query made to the Knowledge Dictionary for linking attribute tokens with their labelled entries in the database.

As mentioned, the output from the BiLSTM model is a vector having 6 classes, each of which reflects the probability of a word belonging to a particular category with respect to the named entity classification task. It is difficult to form a relation between collocated attribute words classified by the BiLSTM model as they have no significant meaning of their own in the absence of any link with the knowledge base. This can be explained with two following scenarios:

- **Scenario 1**: For multiple consecutive words ‘United’, ‘States’ and ‘America’, individually identified as attribute of type Entity, the challenge is to determine that the three Entities occur together as a phrase and refer to a nation.
- **Scenario 2**: In some cases, the same word may refer to different attributes in the knowledge dictionary. For example, the word ‘sales’ can refer to a metric ‘Items Sold’ as well another metric ‘Unit Sales’. Hence, for disambiguation and to establish a relationship with other attributes, we need to perform a Knowledge Query.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Epoch</td>
<td>40</td>
</tr>
<tr>
<td>Batch Size</td>
<td>32</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.2</td>
</tr>
<tr>
<td>LSTM Units</td>
<td>128</td>
</tr>
<tr>
<td>LSTM layers</td>
<td>1</td>
</tr>
</tbody>
</table>

An example of the Knowledge Query process is highlighted in Figure 9. The highlighted words refer to the named entities identified by the BiLSTM model as belonging to an attribute class. The 3 steps involved in this process are:

- Grouping
- Disambiguation
- Query
In grouping, the tokens belonging to the same attribute category are grouped together as one and successive knowledge queries are performed to extract entity names for the group of tokens. Primary assumptions in grouping process are:

- Successive words labelled with the same attribute class are grouped together. For example, ‘Greater’, ‘Cincy’, and ‘East’ are all entities. If they occur consecutively as ‘Greater Cincy East’ in a sentence, they would be grouped together.

- Successive words of the same attribute class, when separated by a single non-named entity, will also be assigned the same group. For example, ‘Portland, Oregon’ (Entity) and ‘Number of Cars Serviced’ (Metric). This helps account for presence of punctuation marks and stop-words in labels of attributes. One limitation of this assumption is that instances of two distinct attributes occurring together with a coordinating conjunction or a comma might end up being grouped together. For example, ‘New York City and Dallas’ and ‘New York City, Dallas’. Here, ‘New York City’ and ‘Dallas’ refers to the names of two different cities and yet they get grouped together due to this assumption. Such instances are handled by a separate disambiguation algorithm discussed next.

**Disambiguation** is performed using repeated calls to the Knowledge Dictionary. The Disambiguation Algorithm works as shown in Listing 1. It is also illustrated in Figure 10. The example illustrated is that of the phrase ‘Chicago, Dallas, Texas and San Francisco, California’. The phrase contains three Entities, ‘Chicago’, ‘Dallas, Texas’ and ‘San Francisco, California’ First, all forms of stopwords and punctuation marks are removed. Then, a query is made for words starting from the end of the string, one by one into the knowledge dictionary. A successful response means that a match for a particular phrase exists in the Knowledge Dictionary. An empty response indicates that no match was found. In the example, first query is made for the word ‘California’. After receiving a successful response for it, a subsequent query is made for this word along with the word preceding it. Thus, after querying ‘Francisco California’ a successful response is received again and next query is made for ‘Francisco California’ by preceding it with ‘San’ for which a successful response is received as well. Next, on querying ‘Texas San Francisco California’ an empty response is received, indicating that this search phrase does not exist in the Knowledge Dictionary. Now, previously stored response of ‘San Francisco California’ (highlighted in Magenta) is saved and the remaining words are sent back for disambiguation. The function starts querying again from ‘Texas’, and moves on to ‘Dallas Texas’ before receiving an empty response at ‘Chicago Dallas Texas’.

Listing 1: Disambiguation Algorithm

```python
def disambiguate(tokens):
    """Disambiguate algorithm for attribute type entity""
    #marker: stores position from end of string corresponding to last positive response
    #out: stores output response from the present knowledge query
    marker = 1
    result = []
    for i in range(1, len(tokens) + 1):
        out = knowledgeCall(tokens[-i:], "entity")
        if out != []:
            marker = i
            results = out
            if marker == len(tokens):
                return([[tokens[-marker: ], result]])
            else:
                return(disambiguate(tokens[:marker]) + [[tokens[-marker: ], result]])
```

It saves the stored response for ‘Dallas Texas’ (highlighted in Red) and moves on to query
‘Chicago’. The recursive function finally returns all the valid word groups along with their actual labelled entries in the knowledge dictionary.

Figure 10. Illustration of Disambiguation Process

5. Evaluation

The training, validation and test dataset followed a 60:20:20 split on the questions generated by templating and the system was evaluated on gold dataset of 120 instances with many simple to complex cases created by business analysts. The metrics were calculated at question-level followed by calculation at dataset-level. Each question was evaluated based on the entities (Metric, Entity, Entity Type, Temporal etc) and sibling-relations (Metric-Condition, Filter-Entity Type etc) identified. For each question, the following 3 lists were captured based on MUC evaluation metrics described by [14].

- **Matches**: The entities and sibling-relations that are matched perfectly from both the predicted list and the ground-truth list
- **Spurious**: The entities and sibling-relations that are present in the predicted list, but not in the ground-truth list
- **Missing**: The entities and sibling-relations that are present in the ground-truth list, but not in the predicted list

The evaluation is done using the following 3 metrics using the above lists:

- **Precision**: \( \frac{|\text{Matches}|}{|\text{Matches}| + |\text{Spurious}|} \)
- **Recall**: \( \frac{|\text{Matches}|}{|\text{Matches}| + |\text{Missing}|} \)
The dataset-level metrics are computed from aggregating question-level metrics by computing their micro-averages and finally the accuracy for the dataset is computed as follows:

\[ \text{Accuracy} = \sum_i \frac{I(A)F_i}{n}, \text{ where} \]

1. \(F(i)\) is the F1-score of the \(i^{th}\) interpretation
2. \(I(A)\) is an indicator function that returns 1 if \(F(i) = 1\), else 0
3. \(n\) is the total number of samples in the dataset.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Partial Comparison</th>
<th>Strict Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.979</td>
<td>0.979</td>
</tr>
<tr>
<td>Recall</td>
<td>0.979</td>
<td>0.979</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.979</td>
<td>0.979</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.987</td>
<td>0.987</td>
</tr>
</tbody>
</table>

The evaluation is done based of 2 types of comparisons between the predictions and ground truth. The 2 comparators used for this purpose are:

- **Strict comparator**: All properties of the entities and sibling-relations must be equal for two entities and sibling-relations to be considered equal.
- **Partial comparator**: Even if the span (start and end indices) of an entity or sibling-relation is incorrect, as long as the other properties of the entity or sibling-relation is correct, they are considered to be equal.

The accuracy was measured in terms of number of questions with all the attributes classified correctly. Instances of questions where entities were classified partially, were treated as an incorrect classification. The result of the experiment is reported in Table 5.

We have not published the performance of other popular Named Entity Recognizers in comparison against our system. Firstly, this is because ANEC was built to classify attributes in a closed business domain whereas other NERs were built for more general open domain tasks. Secondly, by classifying attributes with ANEC helps us save a large number of calls to the Knowledge Dictionary. In case of a standard NER, we have to make a large number calls to the Knowledge Dictionary just to determine which class of Attributes a phrase belongs to. Hence, comparing two systems aimed at different domains would not be a fair comparison and the results would be highly biased towards ANEC.
6. **RESULTS AND ANALYSIS**

We have divided the results in the following three categories:

- Attributes present in single knowledge dictionary
- Attributes present in multiple knowledge dictionaries
- Attributes not present in any knowledge dictionary

Following subsections present the results and examples from each category.

**6.1. Attributes Present in Single Knowledge Dictionary**

The system was able to identify and classify all attributes which were present in a single knowledge dictionary. For example - *Sales* and *Sales Achievement* were present only in the Metric dictionary. Similarly, words like *Region* and *Store* were present only in Entity Type knowledge dictionary.

**6.2. Attributes Present in Multiple Knowledge Dictionaries**

For attributes present in multiple dictionaries, the system was able to classify attributes correctly when the attribute word was present with other words as an attribute. For example, the word *Customer* was present in the Entity Type dictionary as *Customer Segment*, whereas it was present in the Entity dictionary as *Customer 01*. For ambiguous cases like *Customer*, it was easy to both identify as well as classify them with the help of adjacent words.

In case of words wholly occurring in multiple dictionaries, it becomes difficult to classify them. For example, *Target* occurs by itself, both as a Metric as well as an Entity. Another example is the word *Store*, which is used both as a Metric as well as an Entity Type. In such cases, the system is able to identify named attributes but is unable to classify them with sufficient confidence. A few such ambiguous questions are highlighted below.

1. What is the **Target** and **Sales** for West Region?
2. What is the **Sales** for **Target** for West Region?

In the first example, the word *Target* is a Metric along with the word *Sales*. In case of second example, the word *Target* is an Entity whereas the word *Sales* remains a Metric. In such cases, our system fails to classify the target with sufficient confidence.

**6.3. Attributes not Present in Any Knowledge Dictionary**

For words which do not occur in any of the attribute dictionaries, it is crucial that we identify them even though there is no way to classify them correctly. A few examples of such tokens are *Performance* and *Productivity* which were not present in any knowledge dictionary but had some significance in the business sense. Our system was able to identify them, but, since they were not found in the knowledge, they were marked as unrecognized attributes.

**7. CONCLUSION**

In this paper, we utilize our Recurrent Neural Network with BiLSTM units to identify and classify named entities in natural language questions. We have also provided an overview of the techniques employed to develop a Neural Network based NER in context of an AI Based
Business Analyst. Availability of a large collection of annotated data was very important to train a deep learning model, so this paper also discussed about templating approach which was used to create a large training dataset from a small sample set of 1,442 questions.

While our BiLSTM model is effective in identifying and classifying a large majority of questions, it falls a tad bit short when it comes to identifying context in very complex cases as highlighted in section 6.2. The resolution of such ambiguities needs extensive research into business attributes and how they are linked together by various stop-words and function-words. An extension of the ANEC pipeline can be inclusion of a spell-checker. Attributes with spelling mistakes usually get added to the list of unrecognized entities. A spell-checker module can help us identify attributes present in the knowledge dictionary from the list of unrecognized attributes. Another addition can be usage of word embeddings as features for better classification of attributes that are not present in any knowledge dictionary.
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**ABSTRACT**

An automated and accurate fabric defect inspection system is in high demand as a replacement for slow, inconsistent, error-prone, and expensive human operators in the textile industry. Previous efforts focused on certain types of fabrics or defects, which is not an ideal solution. In this paper, we propose a novel one-class model that is capable of detecting various defects on different fabric types. Our model takes advantage of a well designed Gabor filter bank to analyze fabric texture. We then leverage an advanced deep learning algorithm, autoencoder, to learn general feature representations from the outputs of the Gabor filter bank. Lastly, we develop a nearest neighbor density estimator to locate potential defects and draw them on the fabric images. We demonstrate the effectiveness and robustness of the proposed model by testing it on various types of fabrics such as plain, patterned, and rotated fabrics. Our model also achieves a true positive rate (a.k.a recall) value of 0.895 with no false alarms on our dataset based upon the Standard Fabric Defect Glossary.
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1. INTRODUCTION

Fabric inspection plays a critical quality control role in the textile industry. Trained human inspectors conduct quality inspections to find any potential fabric defects. However, due to the inherent limitations of human labor such as eye fatigue and distraction, the process is considered time-consuming, inconsistent, error-prone, and expensive. Thus, in order to improve this important process, an automated and accurate inspection system is highly desired. However, developing such an automated inspection system is technically challenging mainly due to the following two challenges.

**Challenge 1:** Defects in fabrics vary in their size and shape. Further, fabric defects are usually caused by machine malfunctions such as weaving and painting issues, and they are relatively rare in practice, implying that the number of error-free fabrics (referring as non-defective, positive, or normal) is significantly larger than the number of defective fabrics (referring as defective or negative).

To deal with many different types of defects, researchers have built detection systems based on multi-class classification [1] [2]. However, such systems do not work well beyond the pre-defined classes and suffer from inherent unbalanced dataset issues (e.g., the number of instances of some defects is larger than that of other defects).
**Challenge 2:** In addition to the variations in defects, background textures also vary in their patterns, based on different weaving methods and painting patterns (e.g., plain, patterned, etc.). They are categorized into over 70 kinds [3]. Building a system that analyzes all kinds of fabrics is a challenging task.

Some researchers took advantage of Gabor filters to analyze specific types of fabrics with optimized filter parameters [4] [5]. However, different optimization approaches and objectives yield different results, making it difficult to apply in the real world. More importantly, an optimized Gabor filter only works for one or a few types of fabrics. In other words, covering a wide range of fabrics requires an optimized Gabor filter bank.

To address the aforementioned challenges, this paper proposes a novel one-class model for fabric inspection. The model is based on one-class classification (OCC) and Gabor filters. For challenge 1, we leverage one-class classification, which is helpful when negative samples are absent or not well-defined. In OCC, an efficient classifier is able to define a classification boundary with only the knowledge of the positive class [6]. Therefore, OCC simplifies the problem to focusing only on positive fabrics. This eliminates the need to collect, deal with various fabric defects and worry about imbalanced datasets or lack of negative samples. For challenge 2, we carefully design a Gabor filter bank with different orientations and bandwidths to analyze different fabric textures. By doing so, we ease the development of an optimized Gabor filter design for each fabric texture.

In order to define a good classification boundary, we design an autoencoder to maximize representative features from the output of the Gabor filter bank. Finally, we leverage a nearest neighbor density estimator to locate defects and draw detective areas on fabric images. To validate our proposed one-class model, we extensively test the model from different aspects. We focus on the effectiveness of the model on plain, patterned, and rotated fabric images, and also the advantages of the autoencoder as a feature selector compared against a hand-crafted method, a Principal Component Analysis (PCA) method, and another advanced deep learning algorithm. We also investigate the model’s performance when parameters of our model change. The experiments show that our proposed model effectively detects defects on fabric images with various background textures and achieves a true positive rate value of 0.895 with no false alarms on a selected dataset from the Standard Fabric Defect Glossary [7].

The rest of the paper is organized as follows. Section 2 summarizes efforts on the problem, Section 3 details the overall design of our model, Section 4 shows our experiments from different aspects, and Section 5 concludes our paper.

## 2. RELATED WORKS

Researchers have proposed numerous systems and algorithms to automate the fabric defect detection problem. These methods can be generally classified into four types of approaches - statistical, structural, model-based, and spectral. We briefly introduce these approaches with more focus on relevant spectral approaches. We also introduce several advanced deep learning algorithms for the problem toward the end of this section.

Statistical approaches [8] [9] usually leverage first- (e.g., mean and standard deviation) or second-order statistics (e.g., correlation method). These statistics are used to represent the color information of fabrics. However, statistical information extracted only from raw images (color or grey-level images) is not enough to fully represent fabric features, not being able to distinguish between fabric features and defects, especially in patterned cases. Secondly, the structural approach [10] works well only on plain fabrics as the patterns of plain fabrics are easier to analyze and retrieve. When encountering complex patterns, the structural approach is not a viable
solution. Thirdly, model-based approaches (e.g., Markov random field) usually explore the relation among pixels of fabric images. As with the statistical approaches, model-based approaches tend to ignore small defects, which degrades the applicability of the approach. Lastly, spectral approaches based on Fourier, wavelet, or Gabor transforms are superior to other approaches as they can extract texture features by analyzing fabrics in the frequency domain, which in return, are less sensitive to noise compared to ones in the spatial domain (e.g., statistical approach).

Gabor filters have gained popularity for texture analysis due to their ability to model the human visual cortex cells. In the literature, Gabor filter-based approaches for fabric defect detection are based either on optimized Gabor filters or on a set of Gabor filters called a Gabor filter bank. Tong et al. [4] optimize a few Gabor filters by utilizing composite differential evolution. In return, the algorithm can successfully segment the defects from the fabric images. Mak et al. [5] also optimize Gabor filters by a genetic algorithm. It should be noted, however, optimized filters work only on certain types of fabrics. Kumar et al. [11] propose a Gabor filter bank with different scales and orientations. The Gabor filter bank covers multi-resolution and can detect the features of defects by fusing outputs of Gabor filters. Even though a Gabor filter bank deals with different types of fabrics, simply fusing the outputs of filters may intensify noise in normal fabrics since each filter extracts features from one pair of scales and orientations. Unfortunately, the outputs of a Gabor filter bank are significantly bigger (e.g., the dimension of feature vectors is large). Bissi et al. [12] perform Principal Component Analysis (PCA) on the outputs of a Gabor filter bank which greatly reduces the dimension of feature vectors. However, during the process, information loss can occur if the number of principal components is not selected carefully.

Researchers have also tried to solve the fabric defect detection problem by utilizing advanced deep learning algorithms. Some treat the problem as an object detection problem. Zhou et al. [2] build a system by incorporating several techniques to the vanilla Faster RCNN to locate and classify defects. Zhang et al. [1] build a detection system based on YOLO by extensively comparing among different YOLO frameworks. These algorithms are supervised, which implies that in order to obtain a well-trained model, a balanced and large dataset is a must. However, this is difficult to achieve in practice. Moreover, defect variations in terms of size and shape, and texture background make these algorithms vulnerable.

Fig. 1. Overall model design.
3. DESIGN

In this section, we overview the design of our proposed model for the fabric defect detection problem. As shown in Fig. 1, the model has two stages - training and testing stages. The model in the training stage takes normal images (i.e., images without defective areas) as input, and applies a Gabor filter bank with different orientations and bandwidths. The filtered images then are cropped into small image patches (e.g., k image patches) and a technique of feature selection is applied on these images patches. Each feature vector is D dimension and the generated feature vectors are saved for the testing stage. In the testing stage, the model takes a raw image (either a normal or a defective image) as input, applies the same Gabor filter bank to the image, and crops the filtered images into image patches. After the same feature selection, a density estimator takes the saved feature vector and the new feature vector to determine an image patch is either normal or defective. Lastly, the determined defective image patches are painted on the raw image. In the rest of this section, we detail our Gabor filter bank, the feature selection technique, and our density estimator.

3.1. Gabor Filter Bank

Gabor filter is a good model of simple cells in the human visual cortex and is capable of representing textures very well [13]. A Gabor filter is the product of a sinusoid and a Gaussian:

\[ g(x, y; \lambda, \theta, \phi, \gamma) = \exp \left( -\frac{x'^2 + y'^2}{2\sigma^2} \right) \cos \left( 2\pi \frac{x'}{\lambda} + \phi \right), \]

where \( \lambda \) is the wavelength of the Gabor filter (e.g., the number of cycles/pixel), \( \theta \) is the orientation of the Gabor filter (e.g., the angle of the normal to the sinusoid), \( \phi \) is the phase (e.g., the offset of the sinusoid), \( \gamma \) represents aspect ratio, \( \sigma \) is the spatial envelope of the Gaussian and is controlled by the bandwidth (e.g., \( \sigma = 0.56\lambda \)), \( x' = x \cos \theta + y \sin \theta \), and \( y' = -x \sin \theta + y \cos \theta \).

In the fabric defect detection problem, the wavelength \( \lambda \) and orientation \( \theta \) are more important as fabrics can be orientated differently and the width of yarns varies. So, the design challenge is to find a good pair of \( \lambda \) and \( \theta \). However, due to the varieties of fabrics, it is not possible to find a perfect pair of \( \lambda \) and \( \theta \) that works well for all types of fabrics. Recently, researchers tried to optimize Gabor filters for each type of fabrics [4] [14], but it is unrealistic when considering a real-world situation where a type of unseen fabric continuously presents. Without losing generality, we propose a Gabor filter bank with different wavelengths and bandwidths that can cover most fabrics. We have a set of wavelengths \( \{\lambda: \lambda = 2m \text{ where } 2 \leq m \leq 6\} \) and a set of orientations \( \{\theta: \theta = 10n, \text{ where } 0 \leq n \leq 18\} \). Thus, our Gabor filter bank \( G \) consists of a total of 90 Gabor filters (e.g., \( g_0, g_1, \ldots, g_{89} \)). When filtering the input image \( I \), with the Gabor filter bank \( G \), the magnitude responses \( G' \) can be represented as the following.

\[ \{G': G' = I \odot g_i\}, \]

where \( 0 \leq i \leq 89 \). Note that the filtered images \( G' \) have the same size as the image \( I \) (512×512 in our dataset).
3.2. Feature Selection

Magnitude responses \( G' \) are the features filtered by the Gabor filter bank and their sizes are large (e.g., 512×512) since we propose a Gabor filter bank to increase the generality. It is possible that some filters have the same or similar effects when filtering the input image. In this case, the magnitude responses would present redundant features, which decreases the performance and increases testing time in our model. So in order to speed up the model, especially the density estimation process (e.g., determining defective image patches), more general and representative features are needed. To this end, we propose an autoencoder feature learning neural networks method, inspired by the development of deep learning algorithms [15].

![Fig. 2. Structure of autoencoder.](image)

In our model, instead of manually determining what statistical data we use or what features are more general, we rely on autoencoder neural networks to find the more representative features from the magnitude responses. We found that an autoencoder with a simple structure is capable of finding the representative features from the magnitude responses. The structure is shown in Fig. 2. By trying to reconstruct \( G'_{ik} \) and minimizing the distance between \( G'_{ik} \) and \( G''_{ik} \) over and over again, the autoencoder neural network is able to learn the best code to represent the input response. Note that we train the autoencoder neural network only with the responses from normal fabric images. After training, whenever input is fed to the autoencoder, the code is the representative feature vector of the input.

One may question why we don’t apply autoencoders on fabric images directly, or why we don’t take advantage of transfer learning [16]. One reason we don’t directly train autoencoders on fabric images is that we don’t have a large and balanced dataset. If we train an autoencoder directly on fabric images, the convergence of our autoencoder is an issue. Transfer learning might be a good solution since the previous study [17] shows that the weights of the first layer in convolutional neural networks are indeed quite similar to Gabor filters. However, one reason we don’t transfer weights from well-trained models is that the choice of models is limited and some requirements (e.g., input size, number of layers, etc.) must be met. Moreover, to our best knowledge, there are no pre-trained models for the problem of fabric defect detection so that transferring weights from quite different datasets might hurt the performance of our design as well.
3.3. Nearest Neighbor Density Estimator

By carefully observing fabric images, one can easily find that most defects are different from the fabric’s background. This provides us a good opportunity to classify fabric image patches into either defective or normal ones. To this end, we propose a Nearest Neighbor Density Estimator (NNDE). NNDE is able to identify defective fabric patches at the testing stage based on the saved feature vectors from the training stage as in Fig. 1. Given a feature vector $f'_i$ (note that a feature vector represents an image patch) and the saved feature vector set $F$, the estimator can be mathematically defined as the following.

$$s_i = \frac{\text{Dist}(f'_i, F)}{\text{Dist}(f'_j, F)}, f'_i \in F', f'_j \in F,$$

where $\text{Dist}(\cdot)$ returns the distance between the feature vector and its nearest neighbor in $F$ and $s_i$ is proportional to the likelihood ratio. Furthermore, a feature vector $f'_i$ is classified into either the normal or the defective class based on a threshold $\tau$ as the following.

$$f'_i = \begin{cases} \text{Defective} & \text{if } s_i > \tau \\ \text{Normal} & \text{otherwise} \end{cases}$$

Note that $\tau$ must be equal to or greater than one. Having a bigger value indicates the model allows more defective patches to be classified as normal patches. Empirically, we set $\tau$ to 1.05.

4. RESULTS AND EVALUATION

We conducted experiments to validate the effectiveness of the proposed model. First, we introduce our experiment environment, dataset, and metrics we used for quantitative analysis. Then, we present accuracy results along with output visualization. Next, we present the effectiveness of our model on two different choices of feature selection - hand-crafted [8], PCA [18], and residual neural networks [19] methods. We also explore the impact of two important parameters - image patch size and Gabor filter bank parameters on speed and accuracy (conditioned true positive rate). Last, we demonstrate the robustness of our proposed model by testing rotated fabric images.
4.1. Experiment environment, dataset, and metrics

We implement the model in Python. The testing environment is configured with AMD A10-6800K APU with a 2.5 GHz frequency. Our dataset contains fabric images that are collected from the Standard Fabric Defect Glossary (SFDG) [7] dataset that consists of more complex fabric images than other simple datasets such as the TILDA Textile Texture Database [20]. Because the SFDG dataset contains a lot of duplicated fabric images, we then select 31 representatives that cover most of cases in the SFDG dataset (i.e., every 512×512 fabric image differs in fabric backgrounds, defects, colours, etc). We hope that our proposed model can solve the defect detection problem on these images so that we show the generosity of our model when compared with other models that work for certain types of fabrics.

In the experiments, we use several metrics to quantify the performance of our model, such as true positive rate (TPR), false positive rate (FPR), and receiver operating characteristic curve (ROC curve). TPR is defined as TP/(TP + FN) and FPR is defined as FP/(TP + FN) where TP, TN, FP, FN indicate true positive (defect samples classified as defects), true negative (normal samples classified as normal), false positive (normal samples classified as defects), and false negative (defect samples classified as normal), respectively. By these metrics, we are able to measure the model’s ability to distinguish between the classes. In particular, we focus on TPR (recall) when FPR (ratio of false alarm) is equal to 0. We call this metric a conditioned TPR (cTPR). We value this metric since it can represent the real-world situation where a small portion of false alarms results in significant economic losses.
4.2. Visualized Results

We visualize the defect detection results of plain and patterned fabric images selected from the dataset in Fig. 3 and Fig. 4 respectively. Our proposed one-class model successfully detects all defects successfully regardless of different fabric textures and shapes/sizes of defects. Fig. 4 shows our model works for patterned fabric as well as plain fabric. We analyze the reasons as follows. First, our Gabor filter bank is capable of extract texture features from different dimensions, which makes the model less insensitive to the changes in motif size. Second, our feature learning autoencoder makes the features extracted from the Gabor filter bank outputs more versatile. It makes the model effective in locating different kinds of defects.

Note that the defects detected are slightly larger in size than actual defects. This is because our proposed model predicts defects on the basis of image patches instead of pixels. Therefore, as the patches are larger in size, the defects marked tend to get larger. We don’t see this level of discrepancy as a problem in real world as defects would be cut off with some margins for safe quality control when found.

4.3. Comparison of different feature learning techniques

We compare the performance of our proposed autoencoder with the other two traditional feature selection methods, the hand-crafted [8] and PCA [18], to demonstrate the effectiveness of our proposed autoencoder. Regardless of the kinds of fabrics, our model achieves a higher value of cTPR and AUC (area under ROC curve) as shown in Table 1. Specifically, our autoencoder improves overall cTPR and AUC by 12.9% and 2.9% respectively. This suggests that by utilizing an autoencoder, our model can learn more representative and general features from the magnitude responses of the designed Gabor filter bank. The defective feature vectors, therefore, are more easily detected by the nearest neighbor density estimator. One may notice that AUCs don’t change much. Indeed, AUC measures the performance of the model across all different FPR values. Stable AUCs suggest that our model improves cTPR a lot by allowing some positive samples to be predicted as negative samples (FPR only increases a bit). This also implies some defects are very close to defective fabrics, making them very difficult to classify correctly (e.g.,
the fabric located at the 2nd row and the 5th column in Fig. 3). Our proposed model can still predict defects very well on all kinds of fabrics when there are no any false alarms arise.

Table 1. Comparison between different feature selections. Note that the numbers are averaged over all cTPRs and AUCs of 31 fabric images respectively.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>cTPR for plain fabrics</td>
<td>0.807</td>
<td>0.803</td>
<td>0.907</td>
</tr>
<tr>
<td>AUC for plain fabrics</td>
<td>0.953</td>
<td>0.951</td>
<td>0.980</td>
</tr>
<tr>
<td>cTPR for patterned fabrics</td>
<td>0.779</td>
<td>0.774</td>
<td>0.882</td>
</tr>
<tr>
<td>AUC for patterned fabrics</td>
<td>0.945</td>
<td>0.944</td>
<td>0.974</td>
</tr>
<tr>
<td>cTPR for all fabrics</td>
<td>0.793</td>
<td>0.788</td>
<td>0.895</td>
</tr>
<tr>
<td>AUC for all fabrics</td>
<td>0.949</td>
<td>0.947</td>
<td>0.977</td>
</tr>
</tbody>
</table>

4.4. Comparison against deep learning algorithms

Besides traditional feature learning methods, we also compare our autoencoder with broadly-used residual neural networks (ResNet) [19]. By end-to-end training a ResNet and a binary classifier using all 31 fabrics in our dataset, the ResNet model is able to perform fabric defect detection on all 31 fabrics with a 93.5% recall and an 83.6% precision. However, when coming to cTPR (i.e., no false alarms exist), the cTPR of the ResNet model is only about 0.217, which is far worse than ours (0.895). We conclude three reasons for it. Firstly, it is no doubt that the ResNet and its variants have gained lots of success in all kinds of computer vision tasks due to the powerful representation learning. It is also a fact that the bedrock for these successes is datasets where the number of samples and accurate labels are superior to our dataset (hundreds of thousands vs. 31). The quality of representation learning, thus, cannot be ensured. For example, unlike our Gabor filter bank and simple autoencoder, the convolutional filters of ResNet are learnable and these large number of parameters are unlikely to learn well without sufficient samples. Secondly, the sizes of defects are usually small compared with 512×512 images. Without having special attention to defects, ResNet models could just learn the representations of fabrics instead of defects. Also, defects have different types and to our best knowledge, there is no concrete number that says how many types of fabric defects exist. This makes training a deep learning classifier hard since current models are still learning from existing data and cannot infer well outside of the scope. However, our one-class model shows its strength by only learning from fabrics patterns. Lastly, the number of normal samples is way larger than that of defective samples, an unbalanced dataset makes training even harder as trained models can be misleading by just predicting all samples to be normal, which is also the main reason the cTPR is low.
4.5. Impact on parameters

1) **Image patch size:** Image patch size is important in our design. Bigger image patches contain more information than smaller image patches. To find an appropriate size, we test our model on various image patch sizes to see how it affects cTPR and speed. Fig. 5 shows that cTPR increases as the patch size increases then decreases back. We believe that bigger image patch sizes may have more information which simply gets redundant after a certain size. Our autoencoder is able to process redundant information fairly well. Therefore, there is little gain overall unless it is too small. Fig. 5 also shows the speed decreases by a very limited amount as the patch size increases. If we take the speed of patch size 32 as a baseline, the difference is only about 0.6% (existing when cropping an image to patches and compressing by the autoencoder). So we claim that the speed is little affected by the patch size. Also bigger patch sizes make defects visualized larger than actual size. Therefore, we choose 32 as our patch size in the following experiments. However, one should know that the speed can be greatly improved if the number of patches per image decreases.

2) **Orientations and bandwidths of Gabor filter bank:** One common issue of applying the Gabor filter bank is speed. While more orientations and bandwidths introduce more outputs of the Gabor filter bank, the processing speed increases. In order to make our model applicable and practical, we extensively tested our model on various orientations and bandwidths.
bandwidths. In Fig. 6a, we decrease the number of bandwidths by one so the total number of filters in our Gabor bank is decreased by 18 (e.g., 18 orientations in total). We also decrease the number of orientations by setting an interval from 10 to 25 as in Fig. 6b. One can see that when having more bandwidths and orientations, the metric, cTPR, increases but the processing time also increases. Since accuracy has the top priority in the problem, we keep all 90 filters in the experiments.

![cTPR impact of rotated fabric images at different angles. Note that the images are rotated in counter-clock wise.](chart)

**4.6. Tests on fabric distortion (rotation)**

Previous research tests proposed models only on fabric images without any distortion. However, in reality, fabrics are easily distorted while traveling from one process to another (In fact, distortion detection/correction machines are placed between some processes in factory). To simulate it, we test our model on manually rotated fabric images at different angles (e.g., 0.02, 0.05, 0.2, 2, and 5 degrees). Fig. 7 shows that the cTPR decreases as the rotation angle grows. The performance decreases since when classifying a rotated image patch, the classification boundary is not as clear as the one without rotations. Even with the decrease in performance, we think our model still holds its robustness very well as one can see from the visualized results of Fig. 5. We believe the robustness of our model not only credits to the Gabor filter bank but also the autoencoder. The Gabor filter bank provides magnitude responses from different orientations and then the autoencoder is able to learn more general features.

**5. CONCLUSIONS**

In this paper, we propose a one-class model with a carefully designed Gabor filter bank, an autoencoder as a general feature learner, and the nearest neighbor density estimator, to solve the fabrics defect detection problem. Our proposed model does not need defective samples, which is a significant practical advantage. The Gabor filter bank contains 90 Gabor filters at numerous scales and orientations, which saves our efforts on optimizing Gabor filters for any specific fabric, and also show the advantage when compared with a ResNet model that was trained on a limited dataset. In order to increase the applicability of our model, we design an autoencoder to better learn general features from the outputs of the Gabor filter bank. The experiments show the proposed autoencoder improves the performance by over 12.9% when compared against the hand-crafted and PCA feature selection methods. We also extensively test our model at different
parameter settings. Moreover, we demonstrate applicability by showing our model can work well on plain, patterned, and rotated fabric images.
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ABSTRACT

Deep learning methods, especially convolutional neural networks (CNNs), have made a major contribution to computer vision. However, deep learning classifiers need large-scale annotated datasets to be trained without over-fitting. Also, in high-data diversity, trained models generalize better. However, collecting such a large-scale dataset remains challenging. Furthermore, it is invaluable for researchers to protect the subjects' confidentiality when using their personal data such as face images. In this paper, we propose a deep learning Generative Adversarial Networks (GANs) which generates synthetic samples for our mask classification model. Our contributions in this work are two-fold that the synthetics images provide. First, GANs' models can be used as an anonymization tool when the subjects' confidentiality is matters. Second, the generated masked/unmasked face images boost the performance of the mask classification model by using the synthetic images as a form of data augmentation. In our work, the classification accuracy using only traditional data augmentations is 93.71 % . By using both synthetic data and original data with traditional data augmentations the result is 95.50 %. It is shown that the GAN-generated synthetic data boosts the performance of deep learning classifiers.
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1. INTRODUCTION

In the last few years, wearing a mask had vital importance because of the pandemic that affects the whole people. It has become mandatory to wear a mask to avoid the disease. However, people are not sensitive to wearing a mask. For this reason, mask classifiers detect whether a person wears a mask is necessary for a public area to warn people and provide a healthy environment. Although the traditional machine learning methods are used in image classification work, it requires a huge amount of preprocessing and feature extraction steps. Over the last decade with the popularity of deep learning, image classification models have produced remarkable performance without spending effort on preprocessing and feature extraction.

One of the crucial issues in deep learning-based classifiers is the dataset size. Small-sized datasets may cause over-fitting and produce poor generalization on the test set. In many realistic cases like mask classification, we have limited datasets because obtaining labeled data is costly and time-consuming. Moreover, collecting personal data (e.g., face and face with mask) is more challenging due to subjects' confidentiality.
To solve the overfitting problem, dropout [7], layer normalization [1], batch normalization [9] methods have been implemented. However, the models underperform in testing data because of the small-sized dataset. Researchers try to overcome this problem by using traditional data augmentation techniques. These techniques which include operations such as zooming, cropping, rotating, flipping, and scaling, are the standard methods that improve the performance of the classifiers (e.g., mask classifier). However, the images that are proliferated by using traditional augmentation techniques are fundamentally highly correlated and have a similar distribution to the original images.

In this work, we propose to use the generative adversarial network (GAN) [5] model to proliferate synthetic masked and unmasked face images which provide an additional form of data augmentation and an effective tool for data anonymization. The model consists of two networks (e.g., generator, discriminator), one network generates synthetic images and the other one discriminates between original and synthetic images.

The contributions of this work are the following:

- Generating synthetic masked and unmasked face images using GANs to boost the accuracy of the mask classification model.
- Anonymization of the real-world images to protect subjects' confidentiality.

2. RELATED WORK

Although there are plenty of studies [6, 8, 16, 18] that use deep learning-based approaches, these studies are based on clinical data and aim to diagnose the COVID-19 after the subjects have been already infected. The advantage of the deep learning approach can be used to develop a prevention system against the pandemic such as a model that detects whether people wear a mask or not.

Authors in [13] developed a combined deep learning and machine learning model which used deep learning to extract features and support vector machines to classify the samples whether wear a mask or not. In [19], researchers proposed a deep learning-based face mask-wearing condition identification method that consists of pre-processing, face detection crop, super-resolution, and mask-wearing identification steps. On common camera devices, [11] proposed an edge computing-based mask detection model which provides a real-time performance.

GANs are a promising approach that synthesizes images [5]. Over the last decades, GANs have gained an extreme reputation in computer vision. Different types of GANs have been proposed to generate quite realistic natural images [4, 10, 14, 17, 20, 21]. Also, GAN-based models have been used to generate synthetic samples, especially in medical imaging [2, 3]. To the best of our knowledge, there is no existing literature on GAN-based synthetic masked face images generation as a form of data augmentation and anonymization.

3. MATERIALS AND METHOD

3.1. Materials

The images used in this study were taken by Huawei M2150 Camera which can send images via FTP protocol. By creating a monitoring setup at the Huawei entrance a dataset including real-world images was obtained. To train and test our deep learning model, 18400 images and 1178 images were used, respectively. The summary of the material can be seen in Table 1.
3.2. Generating Synthetic Images

The key point of training a CNN network (e.g., mask classification) is the size of the training dataset. A large-sized dataset boosts the accuracy of the model. To enlarge the dataset we augmented the dataset in two different approaches: 1) classic augmentation methods which include operations such as zooming, cropping, rotating images, etc. 2) generating synthetic masked and unmasked face images with the help of generative models which use the data samples.

3.2.1. Classic Data Augmentation

The CNN model which has hundreds of parameters need a large-sized dataset to be trained. When building models with such networks that have multiple layers and there is a limited number of data, it is possible to face an over-fitting problem. The basic approach to solve the over-fitting is the classic data augmentation techniques [12]. These techniques include image transformations such as zooming, cropping, rotating, translation, scaling, flipping, and so on.

3.2.2. Generative Adversarial Network for Image Synthesis

Recently, GANs are popular frameworks that generate synthetic samples. It aims to learn the distribution of a dataset (e.g., masked/unmasked face images) in order to generate new images based on the learned distribution.

<table>
<thead>
<tr>
<th>Table 1. The Properties of The Camera and Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective pixels</td>
</tr>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>Effective pixels</td>
</tr>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>Frame Rate</td>
</tr>
<tr>
<td>Computing Power</td>
</tr>
<tr>
<td>Video Encoding Format</td>
</tr>
<tr>
<td>Intelligent Analysis</td>
</tr>
<tr>
<td>Dataset</td>
</tr>
</tbody>
</table>
While there exist many different types of approaches used in generative modeling, a GAN uses the approach shown in Fig. 1. There are two different neural networks called Generator (G) and Discriminator (D). The generator model generates synthetic samples (e.g., images) by using the given random input vector. The discriminator model tries to detect whether a given sample is real or synthetic. The training process follows each other, the discriminator model is trained a few epochs, then the generator is trained a few epochs, the process repeats till both the generator and discriminator model get better.

GANs are highly sensitive to hyperparameters, activation functions, and regularization. Table 2 shows the parameters of the models.
Table 2. Hyperparameters Used For Training The Model

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image size</td>
<td>64</td>
</tr>
<tr>
<td>Batch size</td>
<td>128</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>Epochs</td>
<td>100</td>
</tr>
<tr>
<td>The activation function of discriminator’s output-layer</td>
<td>sigmoid</td>
</tr>
<tr>
<td>The activation function of discriminator’s middle-layers</td>
<td>Leaky ReLu</td>
</tr>
<tr>
<td>The activation function of the generator’s output-layer</td>
<td>hyperbolic tangent</td>
</tr>
<tr>
<td>The activation function of the generator’s middle-layer</td>
<td>ReLu</td>
</tr>
</tbody>
</table>

3.2.2.1. Generator Network

Generator network uses a random number vector or matrix as which is used as a seed to generate synthetic samples (e.g., image). It takes a 128x1x1 shaped tensor and converts it to a 3x64x64 images. In order to do the conversion, a deep convolutional GAN architecture is used (Fig. 3).

The middle layer of the architecture uses the ReLu Activation function [15]. In the output layer of the activation function, the hyperbolic tangent function (tanh) is used.

Generator Training Steps:

- The generator generates a batch of synthetic images.
- The synthetic images are given to the discriminator model.
- The discriminator model calculates the loss for the synthetic images.
- The weights of the generator model are adjusted with the help of the loss value which is calculated by the discriminator model.

Figure 3. Generator Architecture

3.2.2.2. Discriminator Network

The Discriminator network uses CNN. It takes an image as input and classifies it as a real or synthetic image. As an input 3x64x64 image is given to the network. Discriminator gives an output of a single number between 0 and 1 which is a probability of the image being real. The architecture of the discriminator is shown in Fig. 4. After each layer Leaky ReLu activation is used, except the output layer uses the Sigmoid function. Batch normalization is applied after each middle layer conversion. Also, the discriminator model which is a binary classification model can use binary cross-entropy loss function for evaluation.
Discriminator Training Steps:

- It is expected that the discriminator model gives 0 if the given input image is generated by the generator model. If the output is 1, it means that the given image is from the real dataset which means the image is not generated by the generator model.
- A batch of real images is given to the discriminator model with the label of 1. Discriminator calculates the loss for real images.
- A batch of synthetic images is given to the discriminator model with the label of 0. Discriminator calculates the loss for synthetic images.
- The loss values of the synthetic and real images are added, and an overall loss value is calculated.
- The weight of the discriminator model is updated by using the overall loss of the whole input images.

![Discriminator Architecture](image)

Figure 4. Discriminator Architecture

4. Experiments

To generate new face images with and without a mask, a GAN model was used and 1000 pieces images with mask 1000 pieces images without mask were generated. Two different scenarios were created to compare the effects of GAN-generated images on the training performance (i) training set was used to train the model and tested (Fig. 5) (ii) training set with GAN-generated images was used to train the model and tested (Fig. 6).

![Scenario 1](image)

Figure 5. Scenario 1. The real-world images and images augmented by traditional methods are used to train the ResNet18 model.
Figure 6. Scenario 2. The real-world images, images augmented by traditional methods, and images augmented by the GAN are used to train the ResNet18 model.

The ResNet18 pre-trained model was trained with a training set for the first scenario. For the second scenario, 1000 pieces images with mask 1000 pieces without masks were generated, and the ResNet18 pre-trained model was trained. The data information can be seen in Table 3.

Table 3. Scenarios - Training Dataset

<table>
<thead>
<tr>
<th>Training Dataset</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>With mask</td>
<td>9200</td>
<td>9200</td>
</tr>
<tr>
<td>Without mask</td>
<td>9200</td>
<td>9200</td>
</tr>
<tr>
<td>GAN-generated with mask</td>
<td>-</td>
<td>1000</td>
</tr>
<tr>
<td>GAN-generated without mask</td>
<td>-</td>
<td>1000</td>
</tr>
<tr>
<td>Total training data</td>
<td>18400</td>
<td>20400</td>
</tr>
</tbody>
</table>

5. RESULTS

After training parts were completed, trained 2 models were evaluated with the same testing dataset including 950 images with mask, and 228 images without a mask. The results can be seen in Table 4.

Table 4. All Results

<table>
<thead>
<tr>
<th>All Results</th>
<th>Scenario 1 (%)</th>
<th>Scenario 2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>75.00</td>
<td>88.15</td>
</tr>
<tr>
<td>Specificity</td>
<td>98.21</td>
<td>97.28</td>
</tr>
<tr>
<td>Accuracy</td>
<td>93.71</td>
<td>95.50</td>
</tr>
</tbody>
</table>

According to the first scenario, 933 of 950 images with masks and 171 of 228 images without masks were correctly classified by the ResNet18 model. Therefore, the model achieved 98.21% specificity, 75% sensitivity, and 93.71% accuracy.

According to the second scenario, 924 of 950 images with masks and 201 of 228 images without masks were correctly classified by the ResNet18 model. Therefore, the model achieved 97.28% specificity, 88.15% sensitivity, and 95.50% accuracy.
6. DISCUSSION

Training a deep learning model without data augmentation generally causes overfitting because small datasets cannot be generalized by deep learning models. Data augmentation methods are categorized into traditional and advanced methods. Traditional data augmentation methods are already implemented by deep learning frameworks such as Tensorflow and Pytorch. Although traditional methods increase model performances advanced methods help models to achieve more performances.

In this study, we show how advanced methods increase the model performance by creating 2 different scenarios. Whereas, only traditional methods were used and achieved 93.71% accuracy in the first scenario, traditional and advanced (GAN-generated) methods were used together and achieved 95.50% accuracy in the second scenario.

It is shown that the GAN-generated synthetic data boosts the performance of the classifier. In future studies, we will be working on generating different images to train deep learning models.

7. CONCLUSION

In this work, we propose a GAN model to generate synthetic masked and unmasked images to increase classification performance and provide data anonymization.

By creating 2 different scenarios, how advanced methods increase the model performance was shown. While traditional methods achieved 93.71% accuracy, traditional and GAN methods together achieved 95.50% accuracy.

With the development of new GAN models, we will generate new images and extend our dataset to train our models without overfitting and provide more privacy.
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**ABSTRACT**

The number of children, adolescents, and adults living with diabetes increases annually due to the lack of physical activity, poor diet habits, stress, and genetic factors, and there are greater numbers in low-income countries. Therefore, the aim of this article is to present a proposal for a methodology for developing a pancreas using artificial intelligence to control the required doses of insulin for a patient with type 1 diabetes (T1D), according to data received from monitoring sensors. The information collected can be used by physicians to make medication changes and improve patients’ glucose control using insulin pumps for optimum performance. Therefore, using the model proposed in this work, the patient is offered a gain in glucose control and, therefore, an improvement in quality of life, as well as in the costs related to hospitalization.
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1. **INTRODUCTION**

The number of diabetic people in the world has increased over the years due to lack of physical exercise, poor diet habits, stress, and genetic factors. It is estimated that the population of patients with diabetes will double in 25 years. The expected number of patients by 2034 will be approximately 44 million individuals, and the costs related to treating the complications of the disease are US$700 billion yearly. Thus, this paper seeks to bring intelligence to improve blood glucose control, using machine learning, reducing the ills of the disease and the costs related to disease treatments [24] [65].

To control diabetics, studies have been developed so that it is possible to administer medications with greater precision to patients. However, there is an excess of data being generated by multiple devices, based on the two main categories:

Blood glucose sensors - integrated continuous glucose monitoring (iCGM), such as the Freestyle Libre [8] [59] [14] and Dexcom [39].
Insulin pumps - automated insulin dosing systems (AID), such as the Tandem Diabetes Care t:Slim X2 insulin pump and the Ominipod.

According to Gordon Moore’s observation [40], soon, several more wearables and IoTs, with even more technological capabilities should be available, further increasing the availability of data related to glucose control in patients with diabetes.

As the data volume tends to increase, it is inferred that an interoperable [34] system for [53] integration, indexing and data analysis, can benefit patients and healthcare systems through the use of a decision-making engine [37], using machine learning techniques.

This scenario may reduce the time to market [10] of other players in the glucose control scenario, increasing competitiveness and benefiting scientific production, in addition to reducing the costs of treating patients with acute diabetes.

Obviously, the provision of an artificial intelligence service to support the cloud decision-making algorithm [29], increases the attack surface for potential offenders [38]. Therefore, it is essential that advanced systems for cyberattacks early detection [41] are used to monitoring the intelligence service engine.

The Federal District Government, capital of Brazil, has a free iCGM program, via the Brazil’s Unified Health System (SUS) [62], providing measurement sensors for patients with HbA1c up to 7 [64]. However, to get access to the sensors, the patient must fill out a document and then deliver it to a health centre in their region. Unfortunately, Brazil still has a great deficiency in the digital [36] and social [52] inclusion in a large part of the population. This fact makes it difficult to complete the aforementioned document, which can cause problems in accessing the blood glucose measuring device.

In this research, we used a project called AvantData for Good - AVD4G, by the Brazilian company Avantsec [5], where the goal is to collect data on diabetes control from FreeStyle Libre users [55], and the automatic completion of the report to ease the availability of the device to the disadvantaged population. The project also has, as a secondary goal, the storage, and processing of blood glucose data to support physicians and patients in the decision-making process of blood glucose control, respecting the General Data Protection Regulation [22] and Exchange of Supplementary Health Information (TISS) [20].

With the use and dissemination of AvantData for Good project [3] through the AvantAPI [4], it is expected to obtain a significant volume of data from diabetes patients, for clustering models algorithm [2], in order to determine possible groups of individuals and their relationships with factors influencing as: age, gender, race, volume of physical activity and eating habits of the population with diabetes.

2. BACKGROUND AND RELATED WORKS

According to the International Diabetes Federation (IDF) [26], the number of children and teenagers living with diabetes increases annually. In 2019, more than one million children and adolescents had type 1 diabetes (T1D) and 86,000 children (increasing by 2 and 3% per year) are expected to develop T1D each year. There is currently no cure for T1D, but people with T1D with adequate daily insulin treatment, regular blood glucose monitoring, education and support can live healthy lives and delay or prevent many of the complications related to diabetes, therefore it is mandatory to keep glucose within the target range in patients with T1D. Although pharmacotherapeutic advances have improved in recent years, many patients are still not adept at
keeping their blood glucose levels within suggested limits. Blood Glucose Self-Monitoring (SMBG) helps improve blood glucose control and empowerment of people with diabetes; mainly useful for people with diabetes who are using insulin as it facilitates insulin delivery and detection of hypoglycemia.

In September 2016, the United States Food and Drug Administration (FDA) approved the Freestyle Libre Pro Glucose Monitoring System as a continuous glucose monitoring system (iCGM) for blind study in research. In September 2017 [19], the FDA approved the Freestyle Libre for personal use by patients, in which the sensor is disposable and applied to the back of the patient’s arm, allowing its use for up to 14 days. Using this technology, physicians and patients can use a handheld device to download the blood glucose information stored in the sensor [8].

The “FreeStyle Libre” continuous glucose monitoring system [32] consists of a sensor and a handheld reader. A sensor unit is 3.5 cm in diameter and 0.5 cm thick. A thin filament is located in the centre underneath, which is coated with an adhesive. A handheld reader measures at a distance of 1 to 4 cm from the sensor. In addition to the glucose level, the device’s touch-sensitive display indicates data curves as well as the trend of glucose values in arrow form. The sensor saves up to 8 hours of results. The handheld reader can be connected to a computer to create additional diagrams and analysis. A sensor measurement range from 2.2–27.8 mmol up to 1 (40–500 mg/dl). According to the manufacturer’s specifications for use in humans, the sensor’s lifetime is up to 14 days, before needing to be replaced [14].

Abbot [1] is the US company responsible for FreeStyle Libre product. The manufacturer makes a website available to its users [33] with the ability to collect and process information from (iCGM). Furthermore, the sensor works as an Analog Digital Converter (ADC)[47], therefore it allows storing and exported data.

To drug administration, it is possible to use insulin pump therapy, also known as automated insulin dosing systems (AID), which is an evolution application form, that has been shown to be highly effective in maintaining blood glucose levels and providing flexibility to patients’ lives. It works by providing the patient with a continuous subcutaneous infusion of fast-acting insulin and allows the patient to administer bolus throughout the day, for feeding and correction of elevated glucose levels.

(AID) use is approved in patients with type 1 and selected patients with type 2 diabetes; however, it is important to select the correct patients for pump therapy. Insulin pump technology continues to evolve rapidly, and many options are now on the market, including those that are used in conjunction with continuous glucose monitoring (iCGM). However, (AID) is not suitable for all patients with diabetes who require the use of insulin [57].

Generally, AID is a treatment option for adults with type 1 diabetes who are motivated to improve glycemic control after a trial of multiple daily insulin injection (MDI) therapy and who can show the level of self-care required for adherence [23].

Artificial intelligence in medical applications using machine learning directly to the patient has been increasingly used to perform medical evaluation diagnoses [6]. Machine learning can make use of previously processed data to make objective and informed recommendations and can help ensure that decisions are made as assertively as possible, assisting healthcare professionals in decision-making.

The Algorithmic decision-making systems (ADMS) represent a holistic and interdisciplinary phenomenon and have some distinct interpretations [35]. Computer scientists focus on technical
aspects of algorithms, implicitly privilege commercial interests, and celebrate the power of the artifact, but there is some research to suggest that algorithmic systems create economic benefits that substantially exceed possible ethical concerns and implications [27, 48]. The other interpretation concerns sociologists and attorneys who are pessimistic and defend the prohibition of most ADMS because they are unfair, having unethical or inappropriate decisions can be triggered in society [54, 61].

Hence, with developing a pancreas that makes use of artificial intelligence, the development of an ADMS is intrinsic to decide from collected data, that is from the data collected from the iCGM, the decision-making system decision can trigger the AID to administer the amount of insulin needed on a historical basis.

3. Methodology for an Artificial Intelligence Pancreas

To aid in the process of collecting glucose level data from patients, FreeStyle Libre was created as a less invasive technique that avoids the need for the patient to take a glucose measurement with multiple daily bites. After analysing the data, administration of the required daily insulin can be carried out after analysis by a physician using the insulin pump.

However, according to the FDA report [18], the FreeStyle Libre device may incorrectly indicate hypoglycemia, as after clinical studies it was verified that the device indicated 40% of the time that the user’s sensor glucose values were at or below 60 mg/dL, where the user’s glucose values were actually in the range of 81 to 160 mg/dL. For this reason, it is recommended that FreeStyle Libre glucose monitoring be based on trends and patterns analysed over time, not isolated data.

The scenario proposed in this paper for the control of diabetes in T1D patients is to use data mining and machine learning techniques to collect data from patients and, through clustering, provide enough information for decision-making algorithms with the use of artificial intelligence provides physicians with accurate information on administering the optimal amount of insulin according to the patient’s identified glucose level. To achieve this goal, we suggest using the Methodology for an Artificial Intelligence Pancreas (MAIP) presented in Figure 1.
The flow shown in Figure 1 is a continuous 6-step methodological process: Data collection, Determination of control groups, pattern search, insulin administration, blood glucose prediction, analysis of results and feedback.

### 3.1. Data gathering

**Objective:** Data receipt in AvantData for Good for dataset creation.

**Processing:** The website of Abbot, the company that created FreeStyle Libre, provides a converter for text spreadsheet, where all the readings sent can be consolidated for possible use by the user.

**Expected outcome:** It is suggested to export the data from the ADC sensor to a text file to load this information into AvantData for Good [4], which will be responsible for processing, filtering and indexing the data to create the dataset [30].

In the collection phase, there will be a short form that must be filled in by the patient with personal information. Data that allow the detection of whom the patient is will not be collected, that is, the objective is to have the minimum and necessary parameters for the creation of intelligence engines, but the individual’s identity will be preserved and safeguarded.

### 3.2. Control groups determination

**Objective:** Detection of possible groups of patients with common characteristics (e.g., age, sex, cardiorespiratory capacity, physical activity, eating habits, among others).

**Processing:** Creation of a clustering model [63] in which the dataset must be prepared so that it can be processed. There are several pre-processing techniques available [25].

Dataset processing must be done using linear algebra [16], with mathematical operations between matrices and vectors. Thus, in order for the dataset to be properly processed, the categorical variables must be worked on to become their numerical equivalents [66].

After processing the dataset, it will be necessary to adjust the mathematical scales through feature scaling [51]. The use of min–max normalization is sufficient for this model, as the technique will allow the mitigation of possible mathematical dominance of a variable in relation to others in the model.

As we are dealing with an unsupervised model for this phase, it is not yet necessary to use the y vector. In this way, the dataset is ready for processing.

After pre-processing the data, the choice of classification models and the evaluation of the efficiency of each model begins, as well as the number of clusters that will be made available for the next phase. Each cluster will represent a group of individuals that will be studied in the control phase.

Due to the high accuracy demonstrated in other experiments [11], the K-Mean and SVM algorithms can be used to process the data in the clusters.

Once the model has been processed, the stage of adjusting the number of ideal clusters to define the control groups begins, as well as their related characteristics of associated factors determined in the “Data Collection” phase.
Expected outcome: Control groups correlated to factors associated with diabetes.

3.3. Pattern research

Objective: Establish a function of the relationship of the independent variables with the estimated probability for ideal insulin dosage [42].

Processing: Apply regression models to the control groups, using a physician-assisted insulin delivery process and with control of the glycemic response through the FreeStyle Libre of individuals belonging to the control groups [60, 9].

In this step, a mathematical function must be identified that will represent a method of estimating the volume of insulin for the patient. For this, the system will use non-linear regression algorithms, due to its satisfactory ability to reduce the risk of adverse situations [43].

Expected outcome: Analysis of data previously determined in the previous phase and creation of an insulin administration mechanism correlated with the individual’s metabolic response and the expected blood glucose after a certain period of time. [21].

For each control group, it is suggested the administration of the medicine, via (AID), as prescribed by the physician and the sensing of the blood glucose level response via (iCGM). Thus, a new dataset will be created and can be represented by an X matrix, with the following independent variables: Control group, Amount of Insulin administered, Time of medicine administration, Current Insulin Level.

The y vector with the expected result of insulin in the next few minutes will serve as a basis for feedback to the system in later phases, as well as the measurement of performance in relation to the suggested dose [28].

Therefore, the objective of this step is to create models with high capacity to estimate the ideal insulin dose according to dataset data. This model will be evaluated and compared with the time series data presented in the next phases.

3.4. Insulin Prediction

Objective: Create a model that protects the patient against incorrect insulin administration. Obviously, insulin administration must be supervised by endocrinologists to ensure patient safety. At this stage, the objective is to determine a model to support decision-making, in order to protect the patient against any anomaly in the prediction stage.

Processing: With the result of the previous step, create a decision support algorithm [7] with the estimated amount of insulin for each individual [44], respecting their personal characteristics and receiving feedback in the closed-loop [56] of the FreeStyle Libre sensor (iCGM).

Based on the prediction of the amount of insulin administered via (AID) and the result obtained in several time intervals (iCGM), it is possible to obtain the creation of a new model where the blood glucose of a time interval (iCGM) will be analysed, related to the micro-dose of insulin (AID) applied in the immediately previous interval, that is, the blood glucose obtained (iCGM) after a certain period of time after the application of insulin via (AID).

With this information, the model must generate a classifier, which will be compared the estimated blood glucose, derived from the regression model, related to blood glucose achieved,
data obtained via (iCGM). The model will sort in a boolean way whether the administration has reached an expected level or not.

Thus, the system begins to have the fundamental building blocks for decision-making on whether to continue with the administration of the next micro-dose of insulin via (AID).

Expected outcome: The system must have the decision-making capacity to apply or not the next insulin micro-dose, and each insulin administration must be reported to the system, as well as the decision taken at that moment. Thus, the intelligence engine has enough data to refine the models and necessary improvements in order to increase the accuracy and mitigate the risks of inappropriately injecting rapid insulin into the patient’s body.

3.5. Glucose Prediction

Objective: The objective of this step is to create an estimate of blood glucose, distributed in time intervals in the future. In other words, predict how much blood glucose will be in the future, if this insulin is applied at the expected initial time.

Processing: Use a time series mechanism to predict the patient’s blood glucose after insulin administration to provide feedback to the machine learning system and check whether the dose applied in the previous phase reached the expected result. Send feedback to the system with the expected blood glucose and the result achieved, measured via (iCGM).

With the proposed methodology, the effectiveness of the model must always be revised. To ensure that there is an efficient review process, another machine learning tool, based on time series, should be used to predict blood glucose in a short period of time [50].

Expected outcome: The time series will be based on the measured samples of the (iCGM), as well as the administration of rapid insulin (AID) and the date/time of release of the homonym. In other words, we are talking about a multivariate time series system for glucose forecasting [58]. This supports the main objective of the project to provide an intelligence engine that allows to simulate an artificial pancreas [12].

3.6. Results evaluation and Feedback

Objective: The objective is to compare what was estimated with the individual’s response and refine the model, seeking greater assertiveness in relation to the current medicine administration process.
Processing: This cycle must be executed indefinitely, always looking for an optimal relationship for each patient.

Model evaluation techniques must be used and compared with the measured results to adjust the parameters in each of the phases.

Obviously, we will need special attention to avoid overfitting or underfitting. In other words, addicted models are unproductive and will not lead to adequate therapy.

Expected outcome: At the end of each step, the results must be collected and sent to the data collection step or for debugging the models, according to each case. Maintaining historical data over a period of time of at least 5 years is highly recommended as that way we can continually review the analyzed data, its benefits to patients and assess the overall performance of the system over time.

4. RESULTS

We conducted research to create a dataset, with more than 48 thousand blood glucose readings, as well as their statistical data were computed, via AvantAPI, for the first phase of the methodology, as represented in the table below:

Due to the high cost of the (AID) we are still unable to proceed with the other phases of the project for this paper. As the focus of the study is the methodology for feeding the model in closed-loop, it is not possible to continue detailing the results without the data from the (AID).
Table 1. Blood glucose reading of a patient

<table>
<thead>
<tr>
<th></th>
<th>Max</th>
<th>Min</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Historic Glucose mg/dL</td>
<td>379.00</td>
<td>40.00</td>
<td>132.29</td>
<td>47.84</td>
</tr>
<tr>
<td>Scan Glucose mg/dL</td>
<td>382.00</td>
<td>40.00</td>
<td>127.13</td>
<td>50.03</td>
</tr>
<tr>
<td>Rapid-Acting Insulin (units)</td>
<td>14.00</td>
<td>1.00</td>
<td>5.72</td>
<td>2.34</td>
</tr>
<tr>
<td>Long-Acting Insulin (units)</td>
<td>50.00</td>
<td>3.00</td>
<td>43.72</td>
<td>4.49</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>43.72</td>
<td>4.49</td>
</tr>
</tbody>
</table>

Figure 3. Glucose Sample Data

5. DISCUSSION

The proposed MAIP methodology seeks to support the work to create a cybernetic pancreas. In the same way that we have pacemakers, in the near future, we may have digital pancreas to support T1D diabetes therapy.

The scope of this work is limited to supporting cyber intelligence for the best performance of insulin delivery to the individual. This intelligence would be a common asset, in an open source, interoperable platform, so that any company or individual can use the benefits of a worldwide collaborative system to simulate the processing of carbohydrates in the human body.

For this infrastructure to be available on a global scale, 5G technology brings tools that were previously impractical. However, in the area of technology, there are several cyber threats, for example: ransomware, denial of service attacks and malware in general.

For the success of this project, it is necessary that users participate as collaborators, and for this they must be aware that the data collected will be used exclusively for research and their names and personal information will not be stored. It is important to emphasize the aspects related to the protection of privacy and possible cyberattacks. Therefore, it is essential to mention that the General Data Protection Regulation of each country must be strictly respected for the use of their information.

Regarding information security, the complete anonymization [49] of the data is adequate, however, for the clustering algorithm to be useful in the future, it is necessary to collect additional data and habits to analyze the correlation with the levels of each person’s glucose.

During the process of determining the control groups, attention must be paid to the categorization of variables, as it can generate a problem of mathematical preponderance between a class in relation to others, due to the reason that each class becomes a number, and numbers represent
quantities that are mathematically comparable. But this is not the reality in the case of categories. For example: One race is not bigger or smaller than another, they are simply different. So, numbering the races would bring up the problem that one number is larger than the other, which is obviously not the case.

Thus, the ideal way would be to first transform each of the independent variables into a number and then each of the categories become other independent variables, represented in a boolean data. However, after this process, the dimensionality of the model will be increased.

Furthermore, it is necessary to monitor the dimensions of the model and adjust it, so that it is not too computationally burdensome, as the computational cost increases exponentially for each new dimension [15]. In theory, data sanitization should be restricted to disposing corrupted data. The data from the ADC are just about blood glucose and time, and this information will always be available. The other data related to associated factors comes from the user’s registration, and the filling in of all information must be controlled in the data collection system.

Regarding the "Search for patterns" phase, it is noted that the vector y should initially be related to the expected response time after the administration of rapid insulin, however, as we have a continuous monitoring system (iCGM), the possibility of creating several y vectors with a regression model for each reading after the application of rapid insulin, where each one is related to the probabilistic value of the expected blood glucose in relation to the time of medicine administration. This process occurs due to the large mass of data measuring the individual’s metabolic response every 5 minutes. Even with the ability to measure every minute [45] the manufacturer suggests a reading at a minimum interval of 5 minutes. Thus, this was the time interval chosen in this work.

The advantage of this process is that insulin can be administered continuously in micro-doses [13] and with monitoring in a short period of time. In this way, insulin administration becomes safer, as the system is continuously fed back and the decision-making mechanism has the necessary elements for safe administration, as the closed-loop delivers the necessary feedback to increase the level of consciousness situational assessment of the individual’s metabolic profile.

This would be an ideal mechanism to simulate the functioning of the pancreas, due to the continuous measurements and responses with the release of insulin into the bloodstream. Obviously, with the caveat that insulin administration in this case is not made directly into the bloodstream [31].

The use of multiple dimensions in time series is widely used in other forecasting domains, such as weather forecasting. The advantage of the proposed methodology is that the probability of not having difficulties related to missing values is very high. This stems from a refined data acquisition process in the “Data Collection” phase of the methodology.

Another fundamentally important factor in predicting glucose after insulin release is that we will have feedback material to support decision-making and to improve the regression model. We will be able to study the effect of each administration, comparing the expected glucose with the value reached in the therapy of everyone.

6. LIMITATIONS AND THREATS TO VALIDITY

Like any empirical study, this paper also has limitations and threats to its validity. As the study is a methodological proposal, a practical validation has not yet been carried out, collecting data from diabetic patients.
Due to the need to obtain numerous people during the process of implementing the proposed methodology, and to collect data from these patients to feed back to the system, it is necessary that patients are willing to provide the data, as the success of this project depends on primarily from the vast mass of data and assessments. In addition to glucose and insulin data, it is necessary to collect additional data such as: age, sex, volume of physical activity, if you are a user of other continuous-use medications, among other relevant data.

In order for this platform to be used on a global scale, an in-depth study of the best cyber defense practices is necessary in order to guarantee the availability, integrity and confidentiality of the collaborative effort. It would be useless for this intelligence to be available and the (AIDs) not to have adequate information on the measurement of insulin application.

In the same way, cyberterrorism attacks are another global threat and even attacks on patients’ lives can occur, if security criteria are not very well worked out. This fact, in itself, obviously cannot be a demotivator for the research to continue. A joint effort with information security and cloud infrastructure companies is fully capable of enabling this technology to help improve the quality of life of T1D patients.

There are several possibilities to circumvent threats and make the system resilient and highly reliable. Such as blockchain to guarantee each of the transactions performed by the engine, as well as redundancies in (AID) and (iCGM). If we look more closely at Figure 3, we are talking about an artificial pancreas location, that is, even with the unavailability or integrity compromised, we would still have backups available with each of the users.

In summary, this material is not intended to exhaust the cybersecurity mechanisms to guarantee the system’s functioning, but in-depth studies on the subject are of vital importance for the viability of the intelligence engine.

7. Future Works

For the correct definition of the variables to be used in the dataset, a complementary study is necessary, where the associated factors in the control of diabetes [17] must be analyzed.
During data processing in clusters, the K-Mean and SVM algorithms can be used, however, the evaluation of the model requires further studies to ensure that the accuracy rate will be satisfactory.

The use of this methodology provides the structuring of a rich knowledge base, as future work can be carried out taking into account other associated factors, such as other syndromes or comorbidities. With a rich and cross-sectional basis for multivector analysis, we can think of asking new questions such as: What is the change in insulin therapy for patients affected with COVID-19? It is expected that with these data, this and several other responses will be answered more quickly, as we will have a historical memory of the individuals’ metabolic response, as well as the effect caused by small nuances in the treatment.

The result of using the proposed methodology must be deeply validated with several endocrinologists to prevent the model from being wrongly trained and causing harm to the patient.
8. CONCLUSIONS

Studies indicate a significant increase in the quality of life of patients monitored via (iCGM), reaching a decrease in HbA1c of 0.3%. In addition to the 4-fold reduction in visits coded for diabetic ketoacidosis (DKA) in Emergency rooms. However, the control of insulin infusion via (AID) in relation to (MDI) does not represent a significant difference in hospitalization costs, as there is no gain in the use of (AID).

Thus, it is expected that with the model proposed in this work, assisted by artificial intelligence, for insulin administration, it will provide a gain in glycemic control and, consequently, an improvement in the patient’s quality of life, as well as in the costs related to the hospitalization of patients from T1D [46].
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ABSTRACT

In recent years the popularity of anime has steadily grown. Similar to other forms of media consumers often face a pressing issue: “What do I watch next?” In this study, we thoroughly examined the current method of solving this issue and determined that the learning curve to effectively utilize the current solution is too high. We developed a program to ensure easier answers to the issue. The program uses a Python-based machine learning algorithm from Scikit-Learn and data from MyAnimeList to create an accurate model that delivers what consumers want, good recommendations [9]. We also carried out different experiments with several iterations to study the difference in accuracy when applying different factors. Through these tests, we have successfully created a reliable Support vector machine model with 57% accuracy in recommending users what to watch.
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1. INTRODUCTION

Anime commonly refers to Japanese animated cartoons and despite common belief it is aimed at both adults and children [7]. Over the last decade the popularity of anime has significantly increased especially in North America. We are starting to see subscription streaming services such as Crunchyroll pop up. For reference the anime industry as a whole is worth around 20 billion USD and still growing. However anime watchers suffer the same problem as other forms of entertainment watchers: the dilemma of what to watch next [12]. The simple solution is to go on the internet and ask; however like any other medium, taste is subjective. We developed a solution that recommends anime to you. Using AI we can provide quality and objective recommendations [10]. This solves the issues of scrolling past pages of forums of people arguing about who has the better taste. This solution is geared towards you and can be corrected to fit your taste perfectly. We are using data from MyAnimeList (MAL) as this is by far the largest wiki/rating site currently online. What you rate in the past is automatically in the programming, significantly reducing training time. By extension this program can also be attuned to manga and light novels, to give users the full experience of this culture [8]. With the growth of these systems more people are going to be watching anime and thus driving the industry forward and creating a positive feedback loop.
For most people, the main solution to the dilemma of what to watch next is to go on the internet and search up said problem. Upon hitting enter the user is flooded with a wall of links to various internet forums and posts. Most noticeably Reddit, Reddit is one of the largest online communities and as such contains a lot of varying opinions. Take the subreddit r/AnimeSuggest, a forum dedicated to help others find anime. Most of the posts have replies with very different recommendations, actually, you even see people arguing over what they suggested. To newcomers of the anime community, this is incredibly overwhelming as they don’t know who to listen to and have to base their decision on popularity or cross checking other posts. This process can take hours and can keep people away from watching anime. A similar recommendation program that implements AI is RikoNet, RikoNet uses an auto-encoder to cluster and filter data to make predictions [13]. This requires training time and user feedback and is not suitable for everyday users.

The method that we are using is building a machine learning model in Python that classifies anime similar to the user input. To do this we are using a non linear support vector machine (SVM) which classifies data points (vectors) using linear regression. This method allows us to have multiple variables of consideration which makes the predictions more accurate. SVMs are also very easy to build, come with built-in optimization, designed to work with unstructured data and scale well to high dimensional data. This makes SVMs perfect for recommending anime. We are using data from myanimelist.net which is the most well known and largest anime wiki/forum to ensure accuracy.

Experiments are performed to calculate and compare accuracy for determining the most appropriate machine learning model through the implementation of support vector learning (SVM) and regression models. In the experiment, we tested different models through adjusting the regression model, polynomial parameters, and inputted data sets.

We experimented with both the training data set size and the genre used for the SVM model to look at their effects on accuracy. In the first experiment we assessed the effects of changing the rows used for the train data [14]. For example instead of using row 0-100 as train data we would change it to row 200-300. This is to determine the optimal row for training data. The second experiment we modified the genre and examined what genres had more impact on the SVM. From this, we can determine what genre was more “important” and what can be removed. This experiment was mainly to increase performance as the more X variables we have, the more complicated the model is leading to longer compute time.

The way the paper will be structured after this introduction will be as follows: Section two is about challenges that the user face using other solutions currently available; Section three will discuss our proprietary solution and what methodology is associated with the solution; Section four details the experiments we’ve conducted and analyses on the data we gathered; Section five is dedicated to exploring related work in this area, as well their methodology when approaching the same problem. At the end section six is a conclusion and future development of this project.

2. CHALLENGES

Challenges for current systems have been identified as follows.

2.1. Finding out useful information

When answering the question of what to watch next most people turn towards the internet for help [15]. There are a lot of good informative recommendations out there on forums and
The problem is that there is too much information and too many factors at play for people to sort out what recommendation is good for them. The main factor that makes it impossible to decide who to listen to online is the arguments. Different users post different recommendations and often argue that their tastes are the best. A lot of these posts are very long and consist of many back and forth requiring a lot of time to sort through. Sometimes people speak highly of an anime because the anime is infamously bad which can lead to even more confusion. Searching online can give you a general sense of what is preferable to watch but that takes time and previous experience.

2.2. Saving training time

Currently most of the anime recommended on anime sites are manually coded meaning that it is based on the tastes of the person who coded it or just based on popularity. Although there are ones that do incorporate machine learning, some examples we found include RikoNet(RKNE) which utilize “deep auto-encoders for the tasks of predicting ratings”. However, thesis types are limited by their models. The model RKNE has is very similar to what Netflix has, where it takes user data, makes a prediction and then uses user feedback to improve itself. In the long run this system is incredibly effective. The downside is that it takes time to train and you need constant user feedback. So it is hard to apply to small sites and gives sub-optimal recommendations in the early stages. Our program just gives a few anime based on statistics and has zero training time making it more viable to consumers.

2.3. Limited choices

When it comes to what to watch, premium streaming services like Crunchyroll and Funimation have very well developed “manual” recommendation systems. They are big enough to hire professional people to recommend what to watch next and for the most part, they are on point. However, anime licensing is incredibly expensive and can cost millions of dollars. For example Neon Genesis Evangelion, a very famous anime, will not be recommended on any of the aforementioned sites because Evangelion is licensed by Netflix. This makes Crunchyroll and Funimation recommendations undesirable as they can only recommend what they have. The alternative is to go to MAL -which has all the anime- but that leads to the first challenge: Over complicated reviews and user arguments. Our system has the best of both worlds where it is simple to navigate and has all the possible anime.

3. Solution

![Figure 1. Overview of the project](image)
To create this program we first had to collect data to train the machine learning algorithm. We decided to collect data from a site called My Anime List (MAL) because it is the largest databases and communities site for anime, manga and light novels. From this data, the machine learning algorithm will fit the data and can create a regression curve. The user will be asked to input whether they like a genre or not. From the user’s answer, a point will be created on the regression curve and that will be used to predict what anime to recommend.

Originally we wanted to get the information directly off of MAL using their built-in API calls however that overreach the scale of this project. Instead, we got MAL data from Kaggle, a public database. We downloaded a CSV file that included anime_id, name, genre type, episodes, rating and number of members. However, this data was not usable as the genre types were not isolated in individual columns but instead a cluster of strings. Pandas the data analysis and sorter does not take strings so a workaround was needed.

We had to reformat the data so that genre was isolated and had an integer value attached such as the picture below [6]. When we reformatting the data we had to create multiple columns so excel could check each time if it had the string it was looking for. For example it would check if the anime had a romance tag it would put a 1 and everything else would be 0. The data would look like the example below.

This way we can actually feed these numeric values into Pandas to create data frames. The data frames are then used to train our model. For this project we decided to use Scikit-learn which is a python based machine learning algorithm and more specifically using Support Vector Machines to do classification. Our X axis is the genre and Y is the titles. From there we get a set of user inputs which will define a specific parameter and using linear regression predict or in this context suggest an anime to the user.

Lines 1-3 Imports the necessary code libraries to function. pandas is the data sorter and sklearn is the SVM machine learning code.
Lines 6-11 is Setting up the training data location from pandas (pd) (CleanedAnime.csv) and the training set size. Secondly it defines what the X and Y variables are for the SVM. As seen above the X includes all the genres an anime can have and the Y is the title.

Lines 15-17 is creating a SVM, testing it on our data and then printing out the score.

Lines 19-45 follow the same code showing lines 6-11 except for the training data set is changed to row 100 to 200 and row 200 to 300 in the CVS. show in Lines 19 and 33.

Lines 48-56 set the training set to the first 100 rows. However we changed the genres used in the X axis. Then in line 54-56 we test the accuracy of the data.

Lines 56-76 follow the same code showing lines 48-56 except for the different genres shown in Lines 59 and 69 aside from that the rest performs the same tasks.
4. Experiment

4.1. Experiment one

In experiment one as previously mentioned we wanted to determine the effect of specific rows used as training data and the accuracy of the SVM model associated with those rows. We performed a series of tests with and limited the test data to 100. The reason why we choose 100 rows as the size is because we are testing accuracy by checking how similar our model’s prediction is compared to the validation set (a set of data with known characteristics) however we do not have a validation set. We simply check the similarity between the predicted and the whole data set. This means that the larger the training set the more accurate it is going to be because the SVM would be based exactly on the test set [5]. This is undesirable because like a student studying with the actual test question the algorithm isn’t developing anything, instead it would already know the answer when challenged with the real data. We found that 100 rows was not enough to trigger the aforementioned problem as our data set is about 11300 rows long, and that it yielded realistic results. Our data are sorted by popularity and score meaning that “better”/more desirable anime was at the top and less known/ lower score ones were on the bottom. On to the test itself we wanted to see if using high ranking shows would affect accuracy so we set the training data rows to 0 to 100, then 100-200 and finally 200-300 and here are the results. Surprisingly when using the top 100 anime in training the accuracy is less compared to the training with less popular anime. Rows 100-200 and Rows 200-300 yielded the same results. The reason why this might happen is because popular anime often come with sequels effectively doubling the effect on the model thus making it worse facing the full data set. Further research is needed.

![Overall accuracy VS rows used for training](image)

Figure 9. Overall accuracy VS rows used for training

4.2. Experiment 2

In experiment 2 as previously mentioned we wanted to determine the effect of specific genre on the accuracy. Initially we designed this experiment because we suspect that some genres are more of a key indicator than other genres. By knowing what is key we can reduce the number of x variables thus increasing performance subsequently seaming resources. We believe that common genres are better because they cover more of the data set while distinct genres will yield poorer results due not enough data. Our theory is based on the way SVM operates. More common genres would create support vectors that nudge the regression line in a more general direction thus covering more and leading to high accuracy. There is the chance that because of the commonality the hypnosis line covers what they should. On the other hand more niche genres would perform worse because of their lack of data points [4]. Also more niche anime would have more niche genres and as a support vector is based on niche anime it would not accurately predict the rest of the population. For the purpose of testing the genres we set the training data to the first 100 rows. The first iteration is what we thought is the most common genre which includes: Action, Drama,
Comedy, Horror. The second iteration is a mix of both common: Drama, Ecchi, Fantasy and uncommon: Dementia, Demons, Game. The third iteration has all the uncommon tags: Historical, Horror, Josei, Kids, Magic, Martial Arts, Mecha, Military, Music, Mystery. The result was unexpected. If we look at the experiment’s first iteration which scored 48% in accuracy of courses by remaining genres we expected the accuracy to drop but not by this much. The accuracy of all three iterations did not reach half the accuracy of the one with all the genres. Another surprising result was that the one with all the uncommon tags scored the highest with the mix scoring the lowest. But based on the difference the one with all common tags performed decently. After this experiment we think the perforce increase in optimizing the genre is simply not due to the heavy accuracy penalties and our hypothesis is partly true.

Figure 10. Overall accuracy and genres used

5. RELATED WORK

Mangaki is a person who recommends that quickly profiles users of what precedence they have. It uses a series of anime to identify what the user likes with buttons Like, Dislike, Neutral, Will see, Wont see. Then after the initial set of anime they would start recommending anime based on similarity. This is similar to our system to recommend based on similarity but it uses a filter with a formula instead of algorithm. This site is easy to use but it requires the user to have watched a few anime before and especially the initial set “classics” to actually work.

AniReco is a visual based anime person who recommends that finds other anime with similar tags. These tags include genre, voice actuator, director etc. they then connect anime with lines and the closer an anime is the more similarities it has. AniReco has a similar approach of finding similarity where we differ is the algorithm used. They use a vector space model while we used a support vector machine. Another difference is that AniReco requires the user to “train” the filter first by giving ratings of shows they watched. while ours can just be used base on preferred genres.

RikoNet is a person who recommends both a novel and Nike but for the purpose of this paper we will only look at the anime recommendation. The person who recommends let the user put in five anime they liked from there it creates a profile. This profile is then put through a hybrid filter and from the database it gives the user five recommended anime. Like Mangaki this requires the user to have watched previous shows or else it will just give out five most popular anime. One downside is that RikoNet is an engine so individual consumers have a hard time accessing it as it was designed for websites.
6. CONCLUSIONS

We created a machine learning algorithm to classify anime to ensure that algorithm is optimized and identify possible factors that can affect it [1]. We carried out two experiments. In the first experiment we decided to see if popularity within the training set affected overall accuracy. We found that using the top 100 anime acquired a lower accuracy and we suspect that is due to popular anime squalls and the nature of SVM [2]. In our second experiment we carried trials to determine whether common and uncommon genres had an effect on accuracy and the results showed that having uncommon genres will yield better accuracy. However it is best to use all the genres when modeling as the performance gain is not worth the 62.5% drop in accuracy. In conclusion, our SVM model with training data set rows from 100-200 and all the genres delivers excellent performance (52% accuracy) when classifying an anime. As such we believe this is a reliable anime recommended for consumers.

The current limitation of the program comes from the data set we are currently using. Due to the not using API calls, the current data we are using is about one years old which can cause issues regarding accuracy. In terms of accuracy the program scored very high however it was tested on the data it trained on. The validation data set was also derived from the main data, this can lead to questionable accuracy results if new data is introduced. The biggest limitation is taste, whether an anime is good or not is highly subjective, using data to predict something subjective is suboptimal.

A stretch goal of this project would be MAL profile integration [3]. This means that we would collect data from the user’s MAL profile and analyze what anime they have watched. Then train with that data to better suit them. Another thing to implement is a score and member count factors into the program where it would favour high ranking and more popular shows to improve end user experiences.
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ABSTRACT

The outbreak of the Covid 19 pandemic has forced most schools and businesses to use digital learning and working. Many people have repetitive web browsing activities or encounter too many open tabs causing slowness in surfing the websites. This paper presents a tab predictor application, a Chrome browser extension that uses Machine Learning (ML) to predict the next URL to open based on the time and frequency of current and previous tabs. Nowadays, AI technology has expanded in people’s daily lives like self-driving cars and assistive-type robots. The AI ML module in our application is more basic and is built using Python and Scikit-Learn (Sklearn) machine learning libraries. We use JavaScript and Chrome API to collect the browser tab data and store it in a Firebase Cloud Firestore. The ML module then loads data from the Firebase, trains datasets to adapt to a user’s patterns, and predicts URLs to recommend opening new URLs. For Machine Learning, we compare three ML models and select the Random Forest Classifier. We also apply SMOTE (Synthetic Minority Oversampling Technique) to make the data-set more balanced, thus improving the prediction accuracy. Both manual tests and Cross Validation are performed to verify the predicted URLs. As a result, using the Smart Tab Predictor application will help students and business workers manage the web browser tabs more efficiently in their daily routine for online classes, online meetings, and other websites.
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1. INTRODUCTION

The lockdown after the Covid-19 pandemic has caused almost all schools to switch to online classes such as Google classroom or Zoom, and businesses to work from home and use online meetings such as WebEx. Using Internet browsers constantly becomes a daily route for many people like high school or college students, individual workers, and company employees. Quite frequently, web browsing activities are repetitive. For example, a student needs to go to a classroom link for each period and click through multiple links to get assignments and class material. In this case, a student’s class schedule is somewhat fixed during school hours, meaning that the same URL may be open at the corresponding bell time. Similarly, a businessman could have the same URLs for a daily status report or access repeated websites for work communication. Having a utility that can generate those repetitive URLs automatically will make it more convenient for people who use Internet browsers a lot daily.
Moreover, a common issue when using a web browser is to have many tabs opened simultaneously, making it difficult to see the title of each website and quickly lose track of which tab is for what purpose. Also, many open tabs will consume more computer resources such as memory, leading to slower page rendering time and sometimes the crash of the browser. When this happens, a person usually feels frustrated and has to close the browser and start over. A survey with our friends and teachers indicates that they have similar issues. It is desirable to reduce the number of open tabs to reduce memory usage and not lose track of different tabs.

The above situations raise a question: is it possible to create an application that can automatically predict URLs and open a tab based on the history of web browsing activities? Browsers like Google Chrome have an Auto-fill feature, which automatically fills the address, user login, or other info on forms and websites when turned on. However, there seems to be no such predictive software akin to Auto-fill for web links. This has motivated us to develop the project presented in this paper, intending to help improve user productivity with fewer clicks and reduce stress. There are some key requirements to such an application. For instance, the prediction accuracy should be high enough for a user willing to use it; The application must be tailored for each user and segregate each user’s data from each other; The algorithms should be able to handle randomized and possibly large data-set, etc.

Artificial Intelligence (AI) has gained more usage in real-world applications in recent years, such as robots that can help elders in their daily life, including opening doors, moving boxes and furniture, and performing health checks, etc. Using AI Machine Learning (ML) is a natural way to connect between a user’s web browser usage pattern and a heuristic prediction of the next URL to open. Many studies used Machine Learning algorithms in recommendation systems [1]. Some researchers used content-based filtering [2], collaborative filtering [3], and hybrid or extended model [4][5][6] to provide personalized web recommendations. Most of these studies are suitable to be used in a back-end search engine rather than on the client for individual users. Several papers researched URL-based classification and prediction for categorizing web pages to predefined types of websites [7][8]. Some other papers built models based on browser history to either visualize the browser history [9][10], provide interactive prediction [11], or assist revisiting web pages [12][13]. Our goal is to have an auto suggestion of tab URL for front-end users.

In terms of ML algorithms, regression, classification, and clustering are three major types [14]. Regression is predicted based on a math function (Linear or Polynomial) and gives a result which is a scale of a specific type of data. Classification uses input data examples as a training dataset, finds matches, and outputs a prediction based on the existing labeled data. Clustering is an unsupervised classification to separate unlabeled data into several subcategories based on similarity. For the tab prediction in our study, the regression would not work well as the URLs are random, and there is no pattern to build an equation to predict a good result on the function graph. Clustering may not be the ideal model either because some URLs the user accesses could have the same root URL, and these URLs are likely grouped into the same cluster. Classification fits the problem best as the data-set is a collection of URLs, and each one has its class label. By inputting all website URLs a user visits into a database, the classification model can find the best map of the input data and predict where he will go next as every URL has its prediction. In this paper, we explore three ML classification techniques for tab prediction: SVM Support Vector Classifier (SVC), Passive Aggressive Classifier (PAC), and Random Forest Classifier (RFC) [15]. Through executing manual tests and Cross Validation for each Classifier, we demonstrate that the Random Forest Classifier is the winner based on both prediction accuracy and the ability of handling an unbalanced data-set.

In addition, we remove over-fitting by applying the SMOTE [16] oversampling method to maintain a better accuracy and customize each prediction to an individual user’s web browsing
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history. Our approach is implemented using open source Scikit-Learn (Sklearn) [17] machine learning libraries. For user interaction we develop the application as a Google Chrome extension [18] that a user can download and install. The Chrome browser extension is a plug-in running on the Google Chrome browser for customized features. We leverage JavaScript, Chrome API, Python, Flask and Flask API [19] to build the connection and communication between various components like the chrome extension, back-end database, web server, and the ML module. We utilize Firebase Cloud Firestore [20] to store encrypted tab history data for each user to protect users’ privacy. The ML module loads data from the Firebase, trains datasets, and predicts a URL, which will be returned to the user to open. Using the Tab Predictor Chrome extension application will help users save time, need less clicks thus more efficient, making it easier for people to manage their browser tabs. Further work includes the research and application of unsupervised machine learning algorithms, as well as modifying the application for scalability so that it may handle a larger number of users and higher volume of web history data.

The rest of the paper is organized as follows: Section 2 lists the challenges that we met during the design and development of the Tab Predictor Chrome extension. Section 3 describes the methodology, solutions, and details of software modules. Section 4 presents the test results and data analysis on the results. Section 5 summarizes related work. Section 6 provides the conclusion and future work of the project.

2. Challenges

There are various challenges we encounter during the development of the application. This section describes three challenges, related to the machine learning algorithms, user data customization, and dealing with unbalanced data-set.

2.1. Selecting proper Machine Learning models to get a high accuracy

Machine Learning models only learn from what they know and are used purely to predict a result based on their testing data. Even with a lot of data, machine learning models may not reach a high level of accuracy. Depending on how the dataset is organized, certain ML algorithms are better suited than others. Because our application is directly interfacing with the user consistently, trying to ease their web lookup, we need a higher level of accuracy to maintain utility. Otherwise, the program itself seizes to be helpful and will ultimately not be used. Our application involves multiple elements to maintain a high accuracy: removing overfitting by using the SMOTE oversampling method, customizing each prediction to individual user’s web history, and selecting a specific machine learning model. Due to the high amount of data gathered for each specific user, the best machine learning model was the Random Forest Classifier. It is easily able to handle all the different large data it is given and can make accurate predictions based on the time tabs were opened.

2.2. Tailoring the Machine Learning prediction for individual users

The Tab Predictor is a user interaction application where it requires specific data for each user. The machine learning algorithm needs to be able to pull data from a specific user’s web history. Because each user is unique, prediction data must be tailored to them, or else the predictions would not be useful. In addition, since we are trying to predict every webpage they go to frequently, we are not only going to have unique datasets for individual users but also the relatively large data for each user. This requires us to set up a non-relational database where each user has their own subcategory of web history, allowing us to easily categorize them. In this paper we utilized Firebase to organize all users into a specific area, with each user having
separate data collections. When a user runs a prediction, it pulls from their data collection specifically without interfering with other user’s datasets.

2.3. Dealing with unbalanced datasets to improve prediction accuracy

The problem domain lends itself to an imbalanced data-set which is naturally weighted towards one specific result. Due to how frequently users browse the web, most of our data from users do not have an immediate follow up tab to be opened. This leads to most of the predicted results being wrong and having a false accuracy where many of the predicted results are blank. The dataset needs to be modified so that most of the predicted results are not biased towards a singular prediction. We used the Synthetic Minority Oversampling Technique, or “SMOTE”, which increases the number of less common data elements, the accuracy of our model increased as the data-set became more balanced.

3. Solution

Figure 1 shows the overview of the Tab Predictor application. It mainly contains four components:

- Chrome extension: the front-end interface with users, a plug-in running on the Chrome browser
- Firebase Cloud Firestore: the backend cloud database used for storing the Chrome tab events and web browsing history for individual users.
- Predictor engine: the main Machine Learning modules use the open source Scikit-Learn (Sklearn) Machine Learning libraries, running in a Python Repl.it.
- Flask web server: the bridge between the Predictor engine and the Chrome extension, which will fetch the predicted results from the Machine Learning modules and send back the prediction to the Chrome extension.

We use a code collection of JavaScript, Chrome API, Python, and Python Flask API to develop the Chrome extension and integrate various components. The entire program starts at the Chrome browser tab with a user opening a tab and typing in the search box or address bar. If the user signs in and runs the Chrome extension, the Chrome extension will add the websites or tab
history the user accesses into the Firebase, then the Machine Learning module pulls the web history from the Firebase, iterates through all the websites, and runs its ML algorithms to make the prediction. The predicted URL will be returned to the extension through the Flask web server and prompt for the user to either open or ignore the recommendation. If the ML engine does not find a valid prediction for the extension, then it would return -1, telling the web server not to return any URL. The more accurate prediction should relieve users’ searching and typing actions in the browser but not overwhelming them with URLs they don’t want to open.

Extensions are software programs that enables users to customize the browsing experience. We use JavaScript and Chrome API to create the Chrome extension as the user interface of the Tab Predictor application. Figure 2 shows the Tab Predictor Chrome extension on the browser:

![Figure 2. Tab Predictor Chrome Extension User Interface](image)

There are mainly three different areas in the Chrome extension: Back-end scripts, popup script, and content scripts.

The popup scripts handle the user login with a popup window asking for a user’s email and password, see the screenshot shown in Figure 3 for stored user login info. The popup scripts are triggered by browser button click action. When the popup is created, it will send a handshake request to tell the background scripts that the popup window is live.

![Figure 3. Tab Predictor Chrome Extension User Login Sample](image)
The back-end scripts initialize the connection to the back-end Firebase Cloud Firestore, collect the tab information such as tab ID, tab URL, date, and time, combine the tab info and user login data, then store them into the Firebase. The history is organized in a way that the most recent tabs are always at the bottom, and we know the exact time it was opened. In addition, the back-end scripts listen for events and will send information back to the popup when getting the handshake from the popup window.

The content scripts run whenever a web page is loaded and are between the web page and back-end scripts. They communicate with the back-end scripts through messaging.

One of the paper’s essential parts is to define where to save the browser events and history. There are many cloud databases available, such as Firebase Cloud Firestore, Parse Open Source back-end Platform, Back4app, Heroku, etc. [21]. Firebase is selected as it can hold a lot of data while being simple to implement into the project. It provides certain free features and has large data libraries and commands to pull data from or push data into it. Also, it was capable of handling user accounts, allowing for each user to have their own history saved separately.

We organize all users into a specific user data collection where each user has their own subcategory of data. Each user is identified and segregated by a login token, typically an email address and password, and the web history for a user is stored as a child collection of the root. This way individual users have their own section of history URLs. Figure 4 is a sample of the Firebase structure:

![Firebase structure](image)

**Figure 4. Firebase Cloud Firestore for Saving Tab History Info for Individual Users**

Python code is used to access the Firebase and pull data from it. Figure 5 demonstrates the code snippet of connecting and loading data from Firebase: First the user logs in to the Firebase via stored credentials, next the machine learning module reads the data collection from the Firebase for a particular user identified by the user’s email, then sorting the data, and at last encoding the dataset for the Machine Learning Classifier.
The Machine Learning module is built using Python running on a boosted Repl.it platform. Repl.it is a browser-based online development environment for interactive programming.

There are many open-source Machine Learning (ML) libraries. Some popular ones are TensorFlow, Scikit-Learn, Theano, Caffe, Keras, and PyTorch [22]. We select Scikit-Learn (Sklearn) as it contains a robust and easy-to-use library capable of handling most predictions. Importing Sklearn in Python is simple, and there are no external programs that need to be downloaded. Sklearn also has a built-in cross-validation library, which we can use to test the accuracy of the Machine Learning algorithms.

Figure 6 shows the code section for the Machine Learning module. We encode the dataset from the Firebase to the format that the ML classifiers can read, call one of the ML classifiers from the Sklearn libraries to perform the prediction, then decode the predicted result to a human readable format.

The python machine learning algorithm is refitted each time it is used. Since there are multiple users, each with their own unique search history, the machine learning algorithm must learn the patterns of each database every time a new user logs on and types in a new URL.
The Flask server is one of the most popular Python web application frameworks, easy to get started with, and has good readability [19]. We leveraged the Python Flask to fetch the prediction outputs from the Machine Learning Module, send results back to the Chrome extension, and present the recommended URL to the user. Figure 7 shows the code section for the Python Flask server. Figure 8 is the screenshot of presenting the recommended URL.

```python
print("Saving Data into DF and encoding it")
df = pd.DataFrame(input_data,
columns=['Month', 'Day', 'Hour', 'Minute', 'url'])
df['url'] = inputEncoder.fit_transform(df['url'])
input_encoded = df.values.tolist()
output_encoded = outputEncoder.transform(output_data)
x = input_encoded
y = output_encoded
oversample1 = SMOTE(k_neighbors = 2)
x,y = oversample1.fit_resample(x,y)
print("Selecting Model...")
model = RandomForestClassifier(class_weight = "balanced")
print("Fitting model...")
model.fit(input_encoded, output_encoded)
url1 = inputEncoder.transform([url1])[0]
print("Predicting result...")
result = model.predict([int(month), int(day), int(hour), int(minute), url1])
print(result)
print("Our result is ", result)
print("Our result with output encoded is ", output_encoded[result])
print("Our output encoded list\n")
final_result = outputEncoder.inverse_transform(output_encoded[result])
print("HERE IS THE 0TH ELEMENT")
print(str(final_result[0]))
print("Outputting Result!")
print (str(final_result))
return str(final_result)
```

Figure 7. Code Sample for Python Flask Server
4. EXPERIMENT

Three Classification ML algorithms have been explored: SVM Support Vector Classifier (SVC), Passive Aggressive Classifier (PAC), and Random Forest Classifier (RFC). The purpose is to identify a classification model that supports better prediction. Sklearn K-fold cross-validation is used to calculate the accuracy of the different learning algorithms. Figure 9 and Figure 10 show the Cross-validation (CV) score for each test and the final average. The SVM machine learning model creates vectors with large margins in between the data. It essentially creates sections of fit for all the data points graphed. A Passive Aggressive model is similar to SVM in that it is also a vector classifier; however, it will strongly adjust itself whenever it is incorrect. It will keep doing this until it is correct. Random Forest is a decision tree machine learning model that uses slight random variance when it splits a decision. Random Forest in particular uses this to its advantage and creates multiple slightly different decision trees and averages the result.

Figure 9. Average Cross-Validation Score for Three Machine Learning Algorithms
As can be seen from the charts, the CV scores indicate that the Random Forest has the highest accuracy among the three ML algorithms. In some cases, the Passive Aggressive has a similar accuracy score as Random Forest, but it is not as consistent. Random Forest is the best decision for the current datasets not only because it has the highest accuracy but also because it is designed to handle imbalanced datasets very well. Even then post-SMOTE it did a good job.

Order of events: 1. Our data was 99% accurate because it was so imbalanced. 2. We used random forest to help with the balanced data-set, but it still resulted in a “no tab” prediction 99% of the time. 3. We then decided to use SMOTE to balance our data-set. This got us a more realistic accuracy of around 65%. As we ran the extension over time we gathered a much larger data-set that helped with the initial imbalances we had. Because of this, with SMOTE, our accuracy shot up to 98% accuracy. With random forest, SMOTE, and now a much broader data-set, it is likely that the model is returning such a high result because it is over-fitted. This over-fitting, while normally a problem, is not a negative outcome because the project is associated with your personal browsing habits and should not base its prediction on anything else. As we now have a much larger data-set, SMOTE is not as necessary. And if we remove it, we get less over-fitting with an accuracy of about 77% accuracy.

Cross Validation results were the determining factor (as well as our own testing) with ~60% accuracy using the Random Forest Classifier. The prediction accuracy without SMOTE is around 99% accurate, as the data was unbalanced, with most results being the same link. It would return “No Tab” as a prediction and get it correct most of the time as most predictions had “No Tab” after it as nothing was opened after a 2-minute period. The SMOTE filled the imbalanced data set, helping the cross-validation produce a more accurate result of 60%.

SVM Feature Importance is utilized to determine how relevant the data is when it comes to predicting the next URL. It checks how many features or properties are in the data, calculates the importance rank of a feature by changing the value of that feature to see the impact on the end results, and returns a percentage indicating the weight of a feature for the prediction. Figure 11 shows the importance of Month, Day, Hour, Minute, and Second collected for Chrome Tab info, followed by the detailed table.
As can be seen from the chart and table, the Second and Minute have the highest feature importance, indicating they are weighted more when finding the best URL for the next prediction. The reason why the Feature Importance of the month is 0, is because the data used to calculate the feature importance was all in the same month. The reason it is not removed is that the algorithm will eventually incorporate months into its predictions.

Before feeding into the Machine Learning Classifiers, we organize the browser tab history data from the Firebase into sorted URLs based on months, days, hours, minutes, seconds, milliseconds, and user email. We go through each instance of the sorted URLs and create input datasets for the ML module, as well as generate the output data-set based on the input data-set.

In order to find the best time interval for the prediction, we executed tests with various levels of intervals such as 30 seconds, 1 minute, 2 minutes, 5 minutes, and 10 minutes. 2 minutes was picked because it is a relatively realistic time for users to reopen something related to their own work. The ML model checks if two URLs were opened within 2 minutes of one another, and if they were, the prediction for that site would be the one opened second. The months and days are used to check for consistency between the URLs that are being predicted. Milliseconds are used to make sure that two URLs are not opened within the same second.
Since our application is targeted for students and people who have repetitive tab opening activities for their daily online classes or work assignments, a lot of times these users do not have an immediate follow up tab to be opened. Also, the tab activities vary between users. These behaviors lead to large, broad, and overly thin datasets in the Firebase. Due to these imbalanced datasets, the ML model tends to predict a blank page or singular prediction. To relieve this type of biased prediction, we utilize the SMOTE technique to balance the datasets. SMOTE is a type of data augmentation by randomly increasing minority class examples by replicating them. We set the k nearest neighbor value to 2, meaning each minority instance will find its 2 nearest neighbors using Euclidean distance [17]. By adding multiple of the minority classes, the data-set becomes more balanced. Results reveal higher accuracy rates after applying SMOTE.

5. RELATED WORK

Shawan and Zuhori propose two methods to make a web browser more intelligent [9]. They used linear regression to calculate website access frequency based on first visit, last visit, and URL counts, sorted the frequency, and then predicted the web link with highest frequency when a user typed in the address bar. They also provide content recommendation by classifying the URLs into several categories (Computers, Arts, Business, Games, etc.) using optimized Naïve Bayes Classifier and then suggesting a list of websites for a particular category. Instead of frequency, our study uses the time frame of the web history URLs as the input data for the Machine Learning module.

Kotapalle and Kandala built a cross-browser plugin, a client-side browser history management extension, that saved the user browsing history and the relationship of tabs in a tree mode using IndexedDB and local storage on the client [10]. They provided a front-end visualization of users’ browsing behavior in a tree view or linear structure. Their extension was not yet connected to any back-end Machine Learning system. Our application focuses on Google Chrome extension, and it is integrated with a Cloud data-store and Machine Learning engine.

Woo and Lee proposed a web interaction profiling framework for real time interaction prediction [11]. They developed an event tracing tool to collect both users’ navigation and click events using JavaScript event handlers. They adopted Gated Recurrent Unit (GRU) deep learning with URL grouping and Web embedding techniques for the interaction prediction. Their approach collected users’ browsing activities at a very detailed level. It seems their framework fits better for commercial web applications to provide recommendations during user interaction with the websites. Our application uses a JavaScript event listener to collect the browser tab URL information only and leverage Random Forest classification.

6. CONCLUSIONS

In this paper we developed a Google Chrome extension tool that uses Machine Learning to predict future URLs to open and prompt the recommendation to the front-end users. We use JavaScript and Chrome API to create the Chrome extension, store tab events and history into the Firebase Cloud Firestore, and integrate the Chrome extension, Firebase, Machine Learning module through the Python Flask web server. The Machine Learning module is built using Sklearn libraries and SVM in Python. Various machine learning models such as Support Vector, Passive Aggressive, and Random Forest were executed and cross-validated to identify the method with a more accurate prediction. Feature Importance is calculated for the time granularity of Month, Day, till Second. In addition, we stacked SMOTE technique and Random Forest classification to make the thin and imbalanced data-set more balanced and achieve better
accuracy. With the current solution model, the system is able to output the predicted URL at a decent prediction accuracy.

The limitation of our study is currently we experiment with a small number of users. Future work involves increasing the Machine Learning prediction performance as accuracy is always the king, testing, and enhancing the solution to be salable to a larger number of users. This could be done via modifying our back-end to incorporate parallel processing and adding more powerful servers. Moreover, we also want to add some adaptive modules using unsupervised Machine Learning techniques so that whenever the user opens or ignores the recommended new tab, we will update the machine learning model with that result. This could be added into our extension’s background scripts, with the model being updated once or twice a week.
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Abstract

Cloud computing is an opened and distributed network that guarantees access to a large amount of data and IT infrastructure at several levels (software, hardware...). With the increase demand, handling clients’ needs is getting increasingly challenging. Responding to all requesting clients could lead to security breaches, and since it is the provider’s responsibility to secure not only the offered cloud services but also the data, it is important to ensure clients reliability. Although filtering clients in the cloud is not so common, it is required to assure cloud safety.

In this paper, by implementing multi agent systems in the cloud to handle interactions for the providers, trust is introduced at agent level to filtrate the clients asking for services by using Particle Swarm Optimization and acquaintance knowledge to determine malicious and untrustworthy clients. The selection depends on previous knowledge and overall rating of trusted peers. The conducted experiments show that the model outputs relevant results, and even with a small number of peers, the framework is able to converge to the best solution. The model presented in this paper is a part of ongoing work to adapt interactions in the cloud.
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1. Introduction

Due to the pandemic of Covid-19 and the increase of remote work, the use of cloud computing has been highly increased [1] [2], leading to a higher number of both cloud clients and cloud providers.

The high number of users can cause the emergence of malicious entities. Identifying malicious agents between the large numbers all at once would be difficult due to the insufficient amount of information regarding the users. The non-detection of such entities can produce security problems and restrictions in cloud use [3].

To overcome the extant security flaws in the cloud many paradigms have been introduced to improve the protection levels or reinforcing security.

Multi agent system (MAS) is a distributed structure [4] that has been employed to solve complex problems such as detecting security flaws in multiple fields.
MAS include multiple interacting autonomous agents existing in a shared environment. The agents are distributed all over the system and capable of remaining connected through their interactions mechanism. Their intelligence allows them to autonomously take actions in order to solve their assigned tasks and evolve in the system.

Since distribution is common in Multi Agent System (MAS) and the cloud, and both paradigms consist of interconnected agents (in MAS) or users (in the cloud), combining them would draw the strong aspects of both.

Yet, due to the openness of the cloud [5] (multiple entities exist and can leave or enter the network randomly) and diversity of users, the combination still present some flaws that was the reason for the lack of early research in this area.

Nowadays, MAS is explored through its strong features to respond and overcome the cloud’s flaws. Multi Agent System features include autonomy, perception and awareness, reactivity, interaction, cooperation [5], and many more depending on the implementation. This work is a prelude for an adaptive interaction framework, the propose model uses interaction along with cooperation to share knowledge among agents to determine trustworthiness of cloud consumers.

In this paper, Multi Agent System interaction mechanisms are used along with Particle Swarm Optimization (PSO) in the cloud to determine the trustworthiness of the clients and eliminate the malicious users. The following section discusses some of the recent related works, section 3 presents a background to: define MAS and the cloud, introduce trust in the cloud and present the main actors of the system; section 4 discusses the proposed PSO-Trust model and section 6 presents the evaluation and experimentation results.

2. RELATED WORKS

2.1. Multi agent system across the cloud

MAS have successfully solved many problems in the cloud, and it is even more promising when combined with other promising techniques. E.g. enhancing security by detecting intrusions [6], decision-making, service discovery [7], service reservation [8] …

Implementing MAS in the cloud is using the agents of the system to represent the actors of the cloud system, execute their commands and negotiate instead of them.

Service discovery was studied in [9]; authors used a hybridization of MAS and web services. Where they presented sets of agents that act on behalf of cloud consumers and cloud providers to generate and agree to the contract, the service discovery agent acts on behalf of the client using semantic ontology to select the best-fitted service provider.

Despite the diverse works joining MAS with the cloud, the majority focus on the concept of agents’ autonomy, but yet neglect a critical aspect: cooperation.

In this work, cooperation between agents is considered through knowledge sharing among acquaintance agents to provide more accurate data to the system. We make use of the interaction mechanisms of MAS to exchange relevant and up to date data.
2.2. Implementing trust in the cloud

Trust management in the cloud have been increasingly studied to improve both security and intrusion detection, and is employed for service discovery and recommendation.

In the cloud, privacy is a major concern for all users and providers. Most of the works considering trust in the cloud, employ it on the client side ([10] [11] [12]) to help choose a service provider.

Using users’ feedback and behaviour in [11], they proposed an Evidence Trust model to select the trusted cloud service provider (CSP). The final assigned trust value is computed through cumulating feedback and behavioural trust and would determine the trustworthiness of a CSP. To detect false feedback they compared the previously submitted feedback from user with the current one. In this case, if the client is always giving a false feedback it will pass undetected.


Yet, the works on guaranteeing only trusted clients in the network are very insignificant; but since it’s the provider’s responsibility to secure the cloud, it is highly important to check clients’ background before granting the service and experiencing the security problems (identity theft, data breach…), which this paper discuss.

For the reason that if a provider in the cloud is under attack or experiencing security flaws that would certainly influence clients data, but also provider’s reputation which can hardly be changed, and may result in losing all users.

Mehraj and Bandy discus in [14] an application of trust in cloud deployment using Zero-Trust engine where, instead of trust being handled by a role agent, they use the engine to determine trustworthy entities. As for end users, they relay on authentication to validate users’ identity and therefore trustworthiness, which may not always be the source of user’s credibility.

A dynamic multi-dimensional trust evaluation method was proposed in [15] to determine trustworthiness of cloud providers and cloud consumers. In this work, the trustworthiness is considered to define the honest behaviour of the consumer, and since it does not interact only with providers but also with: brokers, auditors and SLA agents, they collect compliance information from all entities to calculate trust.

2.3. Implementing trust using PSO

Bio-inspired algorithms follow real life principals and are evolutionary aiming to improve the quality of problem solving. They derive from the behaviour of large groups but still can be applied to small data and provide precise and accurate data [16].

Particle swarm optimization is based on social behaviour [17] and thus can make use of shared knowledge between entities of the system. It products precise results and does not require large data (compared to other algorithms).

For group decision making, [18] discuss how, by introducing trust, individuals in a group can be influenced by others to change their opinions and decisions. Individuals’ opinions (or expert
evaluations as given in the illustrating example) represent the particles of PSO that is employed to determine their optimum.

Authors argue, by comparing the proposed model to another without trust, that the drawbacks can be avoided using trust and making use of group intelligence.

In [19] PSO was introduced to optimize neural network (NN) parameters and use NN to determine customers trust rate in the cloud. Although the experiments showed that the results were promising, the NN require large data and need training over multiple times to really outputs precise data. Unlike that, PSO-Trust model presented in this paper requires only small swarm population to converge to the best solution.

3. BACKGROUND

Multi agent systems and the cloud are the main technologies involved in this paper, the following section presents a brief review of these paradigms.

3.1. Multi agent system

Multi agent system (MAS) [20] consists of multiple interacting intelligent agents that are capable of handling tasks and cooperating to solve complex problems. Each agent receives a different task and outputs a different action, that would eventually be collected to solve a complex problem representing the global goal of the system.

Intelligent Agents are autonomous and situated in an environment [21], they are capable of perceiving their surroundings, making and choosing their own decisions, and taking actions without assistance.

Agents are endowed of multiple features: autonomy, intelligence, interactivity, interaction… [21][5].

The latter is a mean of communication and cooperation; by interacting, agents would share knowledge or resources and would cooperate to accomplish complex tasks. Interaction's type changes with the goals and tasks. Negotiation, a type of interaction, is usually set up to settle over an agreement or to reach a compromise to outcome conflicts.

Agents’ autonomy drew much attention to them in research area, and are therefore applied in various domain.

3.2. The cloud

Cloud computing [22] is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources.

The users in the cloud are distributed over the network yet interconnected and able to access the needed resources at any time remotely.

These users can be classified, NIST [22] presents an architecture of five main roles in the cloud. In our opinion, and while implementing MAS along the cloud, the roles could be brought to two main classes: users and helper agents. In this work, we only consider users; however, the presence or absence of helper agents would not effect the model.
As for users, two actors are identified: cloud clients (consumers): the users asking for services, and cloud service providers: the actors offering the services at a given price with some defined criteria.

Many security flaws are present at this level effecting clients’ privacy and data, and providers database and reputation [3]. To encounter some of the difficulties, multi agent systems (MAS) are introduced to make use of agents’ intelligence for handling complex tasks. Agents would negotiate for the provider and study the opponent before and during the iteration.

Agent’s interaction strategy would have a direct impact on data security and user satisfaction that can be gained by ensuring the protection of client’s privacy. Moreover, for that we introduced trust.

3.2.1. Trust in the cloud

In literature, trust is defined as the firm belief in the reliability of the received information or also as “the vesting of confidence in persons or abstract systems, made on the basis of a leap of faith which brackets ignorance or lack of information” [23]. Between agent, trust could be defined based on multiple criteria that differentiate based upon the context which might lead to having different definition; in some works, it is based on reputation from other agents [24], reliability of the agent, respect of the given information, insurance of privacy…

Trust and security are constantly associated, mostly because trust engender a feeling of safety that is earned, acquired or build on strong knowledge [25]. Trusting an entity implies asserting the credibility of information it shares and the identity it presents and thus guarantying its access to data or platforms, which is major security concern.

3.2.2. Actors in the cloud based MAS

In order to clarify the subsequent sections, we start here by defining the main actors of the cloud-based system.

![Main actors in the cloud](image)

The cloud is a meeting environment for providers and clients (Figure 1), where the providers try to satisfy the clients need and expectations for services’ quality.

Whereas clients (consumers) ask for services (software, database, collaborative environment…), providers work to deliver the best services at best cost and quality:

1. A cloud provider: delivers cloud computing services and solutions, responsible for making a service available for consumers [22],
2. A cloud consumer could be individual or organization, using cloud services and resources, and maintain a business relationship with the provider. The consumer itself could represent a cloud provider.

In a cloud-based MAS, agents take actions for the cloud actors; client are represented by a client agent and providers by service agents (to handle the large amount of requests, multiple service agents are assigned to a single cloud provider (Figure 2)).

- Client Agent (CA): carries cloud consumer request and handle the search and negotiation until service delivery,
- Service Agent (SA): represents the cloud service provider, it handles the consumers requests, it can also act as a cloud consumer to ask for complimentary services from other providers.

Agents conduct interactions instead of cloud actors to save time and effort because of agent’s autonomy they are able to complete their assigned tasks without assistance.

For a service agent (SA: agent that guarantees services access) a client is trusted if it: respects the agreements, does not violate the cloud resources term of use and privacy, does not barging for so long that it cause famine (if the system does not have a timeout limit). On the other hand, a client could be less trusted if it has a bad reputation regarding the previous discussed points.

4. PSO-Trust Model

In the following section, we will present the proposed model starting by defining PSO.
4.1. Particle Swarm Optimization

Particle Swarm Optimization (PSO) [16] is a search algorithm [26], inspired by the social behaviour of bird flocks. Each individual in PSO represents a potential solution and is called a particle. The whole population is referred to as a swarm.

The algorithm aims to find the best solution (global best) from the swarm by running multiple iterations until the whole population converges or the maximum number of iterations is exceeded. Each particle possesses a position, and a velocity that represents the speed and direction by which the particle moves at each iteration.

At each iteration, velocity and position are updated through the following equations:

\[ v(t + 1) = v(t) + c_1 r_1(t) \left( p_{\text{best}}(t) - x(t) \right) + c_2 r_2(t) \left( g_{\text{best}}(t) - x(t) \right) \]  
\[ x(t + 1) = x(t) + v(t + 1) \]

Where:
- \( t \): time/iteration
- \( v(t) \): velocity at time stamp \( t \)
- \( x(t) \): position
- \( c_1, c_2 \): constants for nostalgia and envy (resp.), also called trust parameters
- \( r_1, r_2 \): random vectors \( \in [0,1] \)
- \( p_{\text{best}}, g_{\text{best}} \): personnel and global best (resp.)

When a particle moves to a new position, it is affected by three components: previous position, social component and cognitive component.

The whole population's (swarm) size affects the convergence of the algorithm: the smaller the size the slower to converge, and the bigger the size the more space to explore.

4.2. Model flowchart

The following model (Figure 3) casts a presentation of the proposed PSO-Trust model.
Upon receiving a service request, and instead of start negotiation on the spot, the SA would first start by checking the client’s trustworthiness by either retrieving its trust weight from the database (if the agent have had previous interactions with the client), or acquire it from its acquaintances (Figure 3).

If none of the acquaintances possesses information about the client, its trust weight is set to zero (as a neutral value). Otherwise, the PSO model is used to determine clients’ trust weight, and is judged upon the resulting value whether to be trusted or not.

Trust values fall between [-1,1] instead of [0,1] since clients could be untrustworthy. (-1) denotes an untrustworthy agent and (1) denotes a trusty one. The median value (zero) is mostly used for agents with no history of interaction whatsoever.

Figure 3. Steps to evaluating client’s trustworthiness
4.3. Model presentation

The service agents (SA) are responsible for negotiating with the client and offering the needed services. When a SA is contacted by a new client C, and to ensure security, and to assign a trust weight for the new customer, the SA would inquire its acquaintance send their trust weights of the client C. If present, the agent would receive several different weights and it would be hard to pick one from the large choice.

To overcome that, Particle Swarm Optimization is used to select the most appropriate weight in a 2D plan considering each particle as a tuple \((T_{A(x)}, R_{TA(x)})\) where: \(T_{A(x)}\): The trust weight of the agent \(A(x)\), and \(R_{TA(x)}\): The trust value received from agent \(A(x)\).

The error of each particle is determined using Euclidian distance as a fitness function where the distance between each particle and the global best is calculated.

\[
F\text{intess function} = e = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}
\]

(3)

Where: \((x_1, y_1)\) are the particle’s position and \((x_2, y_2)\) the global best position. The personnel best of the particles is updated if the error is minimal.

The algorithm outputs the global best of the population by generating the mean of all particles.

\[
Global\ Best = \frac{\sum_{i=1}^{size} Parcticle\ Position(i)}{size}
\]

(4)

Equation (4) assigns the same importance to all trust values nevertheless the positive ones should have more impact in the equation. In order to respond to that the equation is changed so that the particle position is multiplied by a variant as an impact factor \((\Theta)\) depending on the trust values:

\[
Global\ Best = \frac{1}{size} \sum_{i=1}^{size} \Theta \times Parcticle\ Position(i)
\]

(5)

Since the population positions are between \([-1,1]\) (to correspond to the trust weights), and so that the generated solution can be used immediately, the results of equation (5) are normalized in\([-1, 1]\).

\[
Global\ Best' = 2 \times \frac{Global\ Best - \min x}{\max x - \min x} - 1
\]

(6)

With: \(x = Parcticle\ Position\).

5. Evaluation

First, to have a realistic view of the proposed model we started by implementing the framework in Netlogo [27].
Netlogo is a MAS modelling environment for simulating social and complex phenomenal in a world allowing the user to observe its state through time. It is mostly used by research to project the ideas into an interactive environment.

Because the cloud is open, we configure the number of agents in the population as variable, and could be increased or decreased by the user (increases even up to 150).

To have a better view of the world we chose a small population number for the illustrated experiment. At initialization (Figure 4), a random number of clients (in green) and providers (in blue) are present in the network. The “go” function allow the system to simulate the cloud environment interactions.

![Figure 4. The Netlogo world after initialization](image)

After running the program for some time (Figure 5), it can be notice how some providers need to contact their acquaintance after receiving requests from consumers, while others do not express this need. This is due to the presence or absence of data of the contacting clients in the providers’ knowledge database.
The number of agents in the cloud can change during runtime due to the openness of the cloud (agents can enter or leave the environment randomly), but when the maximum number of agents in the population is reached no more agent can enter until others leave (since the population number is previously set by the user).

To experiment our work and evaluate the performance of the PSO-Trust model, we developed it under Python. Python offers a huge number of libraries, frameworks, and even plotting library (matplotlib) that ease creating animated and interactive visualisations. Due to the lack of clients’ data (for the purpose of confidentiality), we used a random dataset to evaluate the model.

The population size may differentiate depending of the received trust weights and the number of agent’s acquaintance. To test the algorithm efficiency, we used different population sizes in the experiments (between 5 and 100).

To illustrate experiment’s results, we start by exploiting large population; the initial high sized population present in Figure 6 (where each particle is represented by a different colour each to ease observation) is able converges after a minimal number of iterations.

Figure 5. Ongoing interactions in the cloud
Before conducting the experiments we stated by configuring the parameters from equation 1 and 2. While c1 represent how much confidence the particle have in itself (the local position), c2 represents how much confidence it have in its neighbourhood. Hence, since we need the particles to be more attracted to the global than personal best and converge fast, envy value is set slightly bigger than nostalgia (c2 >> c1).

The algorithm runs for a several number of iterations until the global best is reached or the error rate is minimum.

In Figure 7, after several iteration (five to be precise) particles have almost fully converge to the global best (represented by the black square).

Experiments also showed that even with a small swarm size (Figure 8).
The algorithm succeeds this time too in finding the best trust weight value from the received values in Figure 9 (the black triangle in figure 9 represents the global best position).

Therefore, even if the acquaintance offering information are numbered, the algorithm can still provide an accurate solution.

Because providers refuse to share their data (due to security concerns), we could not find data as to compare our proposed solution with other models and the generated data would not fit with the models description.
6. Conclusions and Future Works

Since it is the providers’ responsibility to keep the data and clients secure, trust in the cloud should not be only considered by clients. Malicious users can attack the cloud and effect the data it stores, therefore, effect many clients and risk their privacy.

To secure the network and identify the clients that are worthy of trust, we proposed a PSO-Trust model where we make use of the interaction mechanisms of MAS to share reliable data.

One of the difficulties we faced is the lack of data, for this we aim to generate a database that represents clients’ history and feedback from providers. For the next step, we would extend our work to construct an opponent interaction model. The current work would represent a pre-interaction phase to the interaction model and adapt the ongoing interactions based on the previous shared knowledge.
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\textbf{ABSTRACT}

The start of 2020 marked the beginning of the deadly COVID-19 pandemic caused by the novel SARS-CoV-2 from Wuhan, China. As of the time of writing, the virus had infected over 150 million people worldwide and resulted in more than 3.5 million global deaths. Accurate future predictions made through machine learning algorithms can be very useful as a guide for hospitals and policy makers to make adequate preparations and enact effective policies to combat the pandemic. This paper carries out a two pronged approach to analyzing COVID-19. First, the model utilizes the feature significance of random forest regressor to select eight of the most significant predictors (date, new tests, weekly hospital admissions, population density, total tests, total deaths, location, and total cases) for predicting daily increases of Covid-19 cases, highlighting potential target areas in order to achieve efficient pandemic responses. Then it utilizes machine learning algorithms such as linear regression, polynomial regression, and random forest regression to make accurate predictions of daily COVID-19 cases using a combination of this diverse range of predictors and proved to be competent at generating predictions with reasonable accuracy.
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1. \textbf{INTRODUCTION}

On January 21st, 2020, Wuhan entered into lockdown after outbreaks of the novel coronavirus, SARS-CoV-2 \cite{1, 2} appeared, and not long after, on March 11st, 2020, the novel coronavirus pandemic was declared a global pandemic by the WHO \cite{3}. Known for its severe pneumonia-like symptoms, the coronavirus rapidly spread throughout the world despite various preventative measures such as travel restrictions, social distancing mandates, and lockdowns \cite{4, 5}. At the time of writing, the virus has infected over 150 million people worldwide and led to more than 3.5 million coronavirus related deaths \cite{6}. The pandemic has placed a heavy burden on the world’s medical systems, especially those already battling regional instabilities and lacking in adequate sanitation and medical supplies. However, many regions with advanced medical systems, such as Europe and the United States, were also hard hit because policy makers were not presented with enough information on the pandemic to adjust to the rapidly evolving situation \cite{7, 8, 9}. Forecasts of the pandemic’s development, though potentially inaccurate, help hospitals and policy makers make preparations to combat the spread of SARS-CoV-2. In addition, while the lethality of the novel coronavirus cannot be understated, the virus also devastated the global economy due to repeated nationwide shutdowns and travel restrictions. The issue of shutdowns has since emerged as a heated point of political discourse regarding the efficacies of differing...
legislative approaches towards the pandemic [10, 11]. Therefore, it is necessary to weigh the importance of different factors, natural and legislative, so policy makers can make informed decisions to efficiently combat the current pandemic and future pandemics to come.

Many studies have utilized machine learning algorithms such as regularized ridge regression and deep learning models such as ARIMA and SARIMAX to accurately forecast the spread of COVID-19 [12, 13]. Others have utilized a combination of random forest and Bayesian models to forecast daily COVID deaths and cases using both recorded and forecasted data [14]. While such predictions can be accurate even over longer periods, most only utilize total cases, total days, and previously recorded daily new cases as predictors in their forecasting models. Including more diverse predictors such as population density and daily available COVID tests would theoretically increase the accuracy of such predictions. Using Random Forest Regression to analyze the importance of individual predictors may yield additional insight into how legislative policies and demographic information influences the spread of COVID-19.

In this paper, we follow the same line of research and utilize three regressive models from the sklearn machine learning library—linear regression, polynomial regression, and random forest regression—to predict daily changes in COVID-19 cases based on previously recorded data from the COVID-19 data set maintained by Our World in Data. The prediction models are coded in Python and the data file is read using pandas and modified using a label encoder, along with other manually written codes, to remove nan values and select specific parts of the data file based on its date. In comparison to other works, we fitted our model with a wider range of potential predictors such as the daily amount of COVID tests, ICU capacity, and population density. These additions should increase the accuracy of the predictions if they also have a correlation to the overall trend of recorded COVID-19 cases. The use of random forest regression to analyze the importance of various predictors may yield insight into the effects of a region’s demographic and societal factors on the recorded trends of COVID-19.

The results of the experiment were proven primarily using cross validation where a cross validation score was assigned based on the model, input data, and output data. Additionally, we qualitatively examined the accuracy of the model by making a prediction using the input data from a select day and later proved that the predictions made by the model were reasonably close to the actual recorded values for that day.

The rest of the paper is organized as follows: Section 2 focuses on the difficulties in organizing the code and building the model; Section 3 gives more details on how some of the difficulties were addressed and how the model functions; Section 4 further elaborates on our findings regarding the predictions we made with our model; Section 5 discusses related works. Finally, Section 6 provides concluding remarks and suggested future work for the project.

2. CHALLENGES

In order to use the feature significance of random forest regression to compare the influence of the individual predictors on the general trend of COVID-19, a few challenges have been identified as follows.

2.1. Challenge 1: Missing Data Points and “nan” Values

The data file we selected for the analysis was ambitious in that it included a plethora of relevant data points such as the density of handwashing facilities, the proportion of the population in certain age groups, the proportion of smokers within the population, and other factors. Though a
variety of data points is certainly beneficial for the analysis process, it also presented the greatest challenges in the form of “nan” values, which are added whenever a datapoint is not present for a certain country. Before continuing, it is worth mentioning that the data file referred to is a two-dimensional array with rows representing a day in a certain country and columns representing the data points on that day from each category listed. Since the data file is ambitious in its categories of data, every row of data contains numerous “nan” values where the data points cannot be found. First, we contemplated replacing the “nan” values with the mean value of the values above and below it. However, we discarded the idea since in most situations, the data points did not exist across all the rows representing days in the country. Replacing the datapoints with the mean value of the data points on the left and right would also cause inaccuracies since they would be from unrelated categories. Secondly, we considered replacing all the “nan” values with zeros, but this would also lead to inaccuracies since most data points are “nan” values not because they are zero, but because there are no data points from that category in that region to be found. An example of this is the number of handwashing facilities which exists as a “nan” value in roughly half of the rows. Handwashing facilities are clearly present in virtually every country, and thus replacing “nan” values with zeros in this case clearly does not make sense because it will negatively influence the correlation between the number of handwashing facilities and the number of daily COVID cases. In the end, we decided on a model where all rows containing “nan” values for its columns or categories of interest are removed. Although this is a crude way of organizing data, it is sufficient to generate accurate statistical correlations between categories of interest to which we can apply various models to generate predictions regarding daily COVID cases.

2.2. Challenge 2: The Introduction of Viral Mutations

The second challenge was concerning the approach to data analysis and allowing for the emergence of more infectious and potentially more deadly COVID-19 variants. The core purpose of this research was to compare the influences of various factors on daily COVID-19 cases and generate predictions based on the existing data points. However, the emergence and spread of new variants in late 2020 introduced an additional layer of unpredictability and possible error into the analysis. For example, the spike in COVID-19 cases between September of 2020 to December of 2020 may be attributed to a change in the virulence and contagiousness of the virus, though the spread of mutations operates on similar principles. An analysis of the data points without considering changes in the virus itself may yield a trend that is nonexistent or exaggerated. To account for this, the data points analyzed were divided into different time frames, and specifically focused on earlier time frames between the start of the pandemic until August, when relevant data points such as total cases and daily testing numbers had the clearest correlation with daily increases in COVID-19 cases.

2.3. Challenge 3: Selecting the Preferred Predictive Model

Finally, another challenge was selecting the preferred predictive model to use for analysis. Linear Regression, Polynomial Regression, and Random Forest Regression are easy to work with and potentially effective methods of data analysis. In the end, though it takes more computational power and some data structures are less compatible with certain models of analysis, we decided to use all three models and compare the accuracy of the various predictions generated. We believe having data from three predictive models is valuable to allow for comparison among their analytical methods and accuracy.
3. **Solution**

In this paper, we focus on predicting the daily increases in COVID-19 cases through various predictors we provide to the model (see Figure 1). The overall experimental process can be separated into four distinct steps: data preparation, the creation of input and output data, prediction and validation, and the recording of results. Pandas is first used to convert the CSV file into a data frame where it is later turned into two dimensional lists through the values.tolist() command. The output depended on the predictors selected, which ranged from date and country name to new hospital admissions and total cases.

![Figure 1. Schematic of the predictive model](image)

Demographic data such as median age, density of handwashing facilities, and population density, along with other factors were also included. The date must be the first variable inputted since this is essential to assigning time frames to other data points. Any non-integer values such as date and country name are converted using the fit_transform function of the label encoder.
Cleaning up nan values in each input and output data is done with while loops (see Figure 2). Nan values are found using the isnan() function of the math class, and if the row contains any nan values, the entire row will be removed as seen above in Figure 2. An alternative way of removing nan values is shown in Figure 3, where all nan values are replaced with -1. This is not preferable because it may potentially establish erroneous trends since the machine learning algorithm will use -1 as an input value when the actual value is not -1 and is simply unrecorded. The alternative method of removing nan values is only used when the primary way results in all rows being removed. This occurs with less documented predictors like the number of hand washing facilities or smokers in a population. Dividing the data into time frames requires another algorithm as shown in Figure 4. The input and output data are divided into three separate lists depending on experiment number: the function will output data from the start of pandemic to August of 2020 with an experiment number of 1; August of 2020 to December of 2020 with an experiment number of 2; and December of 2020 to latest time available, which by the time of testing was early March of 2021, when the experiment number is 3. The function is called as a part of the function of each individual model. This is done to account for the unquantifiable effects of the differing virulence of the different strains of COVID-19 such as the UK and South African variants, which were more deadly than the original COVID-19 variant. However, this difference is not seen within the separate tests possibly because the virulence of the different COVID-19 strains has little impact on the overall correlation between some predictors and daily COVID cases.
Figure 3. Nan values replaced with -1

Figure 4. Dividing data into time frames

The functions for each of the three machine learning algorithms are almost identical to the one shown in Figure 5, which shows the function for linear regression. First the model is defined to be linear regression and the organize_dates function is called, outputting two lists for input and output data depending on the time frame selected as indicated by the experiment number. Then the new_input_data and new_output_data is used to train the model. The different models are set up appropriately based on their specific design. The polynomial regression is implemented initially with a polynomial feature of 2, although that is changed if the trend can be more accurately predicted with a different value for the polynomial feature. The random forest regressor is implemented with max depth of 5 and random state of 0 (mostly due to limited computational power of the laptop used). The model is then used to make a prediction through the predict() function with a list of predictors. As this article is focused mainly as a proof of concept, the data given is a mix of real-world data selected from a date outside of the timeframe and realistic generated data meant to test the model’s accuracy. To test the accuracy of the test, we decided to use K-fold cross validation at 5 folds instead of the default accuracy_score since the accuracy_score is more beneficial for analyzing classifiers rather than the regressive models used in the experiment. All predictions and cross validation scores are stored in a txt file to be accessed later for data analysis.
Finally, Figure 6 shows the main function that ties all the functions together and makes the experiment easier to debug and implement. The experimental process involves calling the `main_experiment` function and inputting the model type (model selection) and the experiment number (time frame selection) and results will be printed to the screen and recorded in a txt file. An example of this is shown in Figure 7.
4. **Experiment**

The first part of the experiment aimed to test the feature significance of various predictors using feature significance. The model is used to perform predictions of daily COVID-19 cases based on real and artificially made data. Then, the feature significance of each element within the list of values used to make the prediction is calculated by a feature within random forest regression and given a value of 0 through 1. A value of 0 indicates that the predictor’s correlation with the trend is statistically insignificant compared to the other predictors and a value of 1 indicates that the predictor can be used as the sole input value for the predictions. Out of all of the 66 potential predictors, eight were chosen as final contenders due to their feature significance, availability in the datafile, and similarity to output. Predictors such as number of handwashing facilities or vaccinations were not chosen despite moderate correlation due to their limited number of data points. Predictors such as new cases per million were also not used to predict new cases because they were too similar and thus would not reflect the model’s ultimate goal. The eight predictors for predicting daily new cases were: date, new tests, weekly hospital admissions, population density, total tests, total deaths, location, and total cases. All these predictors, with few exceptions, are dynamic predictors, which is reasonable considering the value of the output is constantly changing.

![Figure 8. Mean value of feature significance after 10 tests with various realistic artificial data](image)

![Figure 9. Mean value of feature significance without total deaths and total cases](image)
Figure 8 shows the mean value of feature significance after 10 tests with various realistic artificial data. Figure 9 shows the mean value of feature significance without total deaths and total cases.

As seen Figures 8 and 9, the total cases and deaths combined is overwhelmingly more significant to the prediction than other factors. This is likely because predictors such as location and population density are stagnant. These predictors likely have a strong influence on the rate of increase of new cases rather than how many new cases there are. Predictors such as new tests, weekly hospitalizations, and total tests suffered due to the lack of data. Despite selecting the predictors with availability in mind, the preferred way of removing nan values removed every row within the list. Replacing every nan value with -1 dramatically harmed the accuracy. The date had a low feature importance since it increases linearly while daily new cases increases nonlinearly. The feature significance of total deaths was almost that of total cases. This was a surprise since there is often a considerable lag between cases and deaths. Our initial hypothesis was that total deaths would be a better predictor since deaths are better documented than cases and thus total deaths might be considered a better predictor than total cases for predicting diseases’ spread in a region. Further analysis is needed to provide a conclusive answer.

The second part of the experiment focuses on predicting daily Covid increases with the predictors shown in Figure 10. Displayed are five predictions made by each of the three models based on five sets of input, four artificially created and one taken from the USA on September 26th. It can be seen that the predictions made are mostly reasonable with random forest regression being the most accurate both logically and in terms of direct comparisons as seen with the predictions made with the fourth and fifth set of values.
Interestingly, K-fold cross validation values varied dramatically within the three regressive models despite little noticeable difference, especially between linear and polynomial regression, despite the two models having little appreciable difference in the predictions made. However, polynomial regression struggles to make predictions with numerically very small or very large inputs so that likely accounted for this significant difference. Additionally, the random forest regressor, despite being consistently more accurate when assessed qualitatively, received a much lower cross validation score than linear regression. This is likely due to overfitting where linear regression excels at making predictions based strictly on the training data, but is not as effective as random forest at analyzing new data outside the range of training data given to the model (See Figure 11).

The results of experiment one identified the eight most important predictors of daily increases in COVID-19 cases and the hierarchy of influences for each predictor within the selected group. Despite potential sources of error, this analysis contributes insight into the heated debate regarding the public’s perception of the pandemic since it reveals that new tests and total tests do not have as significant an impact on new cases as some have suggested. This makes sense logically since the positivity rate remained relatively low on a national level for all intermediate periods of the pandemic and thus additional tests should not account for a significant influx of COVID cases. The results additionally highlight areas for future research in predicting the trends of total deaths and total cases. As they are the major predictors of daily increases in COVID-19 cases, factors that can significantly influence total deaths and total cases will likely have a significant impact on the spread of the pandemic as well. The second experiment shows the accuracy of the regressive models to make predictions on new cases of COVID when provided with both real and artificial data. Ultimately, despite certain inaccuracies and shortcomings, these experiments achieved their purpose of demonstrating the ability of machine learning models, especially the random forest regressor, to analyze and predict the trends of COVID-19, which affirms their potential in the field of epidemiology.

5. RELATED WORK

Solanki and Singh examined different machine learning models such as regularized ridge regression and deep learning (ARIMA and SARIMAX) to make predictions for COVID-19’s spread in the form of cases and deaths over a set time period, which they did with commendable accuracy [15]. In particular, the study utilized a ridge regression model with given predictors such as “days since the first case,” as well as “growth factors and growth ratios,” which they estimated using a ridge polynomial regression to create a projection of active COVID cases in India over a seven-month period. In comparison, our experiment used regressive models to analyze a wider range of predictors such as daily available COVID-tests and hospitalizations to make next-day predictions rather than longer time periods.

Painuli, et al. developed a predictive model for individual COVID-19 cases in the major states of India using the ARIMA model and past COVID-19 infections with random forest and the extra tree classifier as well as a forecasting model of COVID-19 trends [16]. Those models were able to accomplish their respective tasks with accuracy. While our experiment is similar in our attempt to create a predictive model for COVID-19 cases, we utilized different machine learning models—polynomial regression, linear regression, and random forest regression—as opposed to univariate regression analysis models such as ARIMA. In addition, our experiment aimed to explore the differing significance of correlations between various predictors and the predicted values through random forest regression.

Watson, et al. utilized a robust combination of a Bayesian model for a location specific trajectory of COVID-19 and the random forest model for death predictions all within a compartmental
model to accurately forecast Covid cases, deaths, and recoveries based on observed and projected data. This parallels our attempt to predict daily Covid cases, though our methodology differs in that we focused on purely regressive models. In addition, we utilized a greater diversity of predictors in an attempt to not only produce accurate predictions, but also to compare the feature significance of the predictors.

6. **CONCLUSION AND FUTURE WORK**

In this paper, we explored a method of predicting daily COVID-19 cases with three regressive machine learning models—linear regression, polynomial regression, and random forest regression. These models were trained using a diverse variety of predictors ranging from total cases of COVID-19 and date to demographic data like median age and population density. The feature significance was calculated through random forest regression to compare the influence of the various predictors on the prediction being made. In the experiments, random forest regression and polynomial regression performed much better than linear regression, as confirmed by both comparisons with real world data and cross validations scores. This is reasonable because the trends are not linear in nature and an overall decreasing trend or increasing trend would lead the linear regression model to predict a number that is either far too small or far too big depending on the selected time frame. Ultimately, the purpose of the models is not to pinpoint accurate forecasts of a specific region, but rather to identify overarching, pandemic-related trends on a national level, estimate the daily increases in COVID-19 cases to a reasonable degree, and recognize the significant influencers of these trends. Though lacking specificity and precision, holistic views of the pandemic are arguably as important as precise community-specific forecasts, since they provide general insight into the national-level factors influencing the disease’s spread through a diverse area. The handling of a pandemic requires effective local- and national-level responses, but knowledge of holistic trends may benefit decision making to help manage future, national-level pandemics.
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ABSTRACT

Airborne software is invisible and intangible, and is frequently used to provide safety critical functionality for aircraft. Highly complex software, however, cannot be exhaustively tested and only assured through a structured, process, activity, and objective-based approach. This paper studied the development processes and objectives applicable to different software levels based on RTCA/DO-178C, and identified 82 technical focus points based on each airborne software development sub-process, then created a Process Technology Coverage matrix to demonstrate the technical focuses of each process. This paper proposes an objective-oriented top-down and bottom-up sampling strategy for the four software Stage of Involvement reviews by considering the frequency and depth of involvement. Finally, this paper provides a Technology Objective Coverage matrix, which can support the reviewers to perform the efficient risk-based SOI reviews by considering the identified technical points, thus efficiently achieving confidence in the level of safety of the aircraft from the software assurance perspective.
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1. INTRODUCTION

Modern transport aircraft are developed and certified with numerous, complex systems that rely on embedded software to control and optimise the flight of the aircraft. With the development of computer technology, more and more aircraft system functions are implemented by airborne software, however, software is an intangible asset, having no physical presence, which is stored on various media (CASA, 2014). The software will fail only when there is a latent defect, virus, design error, or single event exception. Software design errors may exist for many years without manifesting or causing malfunctions. Thus quality should be built into the software and be assured by assuring the development and verification processes (CASA, 2014) (Rierson, 2013). Airborne software is always one of the critical concerns in the aircraft certification process (EASA, 2012).

Software safety is an increasingly prominent issue in today’s aviation industry (Mendis, 2008). The aircraft systems can directly affect the safety of aircraft, however, the software is fundamentally different from the physical components installed on the aircraft. The structural
components of the aircraft can be tested to ensure that there are no design and manufacturing defects, whereas the Mean Time between Failures (MTBF) and programmed replacements do not apply to software components (CASA, 2014). Continuous testing cannot demonstrate that software has a reliability level similar to that of physical components, as the software does not degrade with use, rather, defects are experienced in exact states of operation. The software embedded in physical systems directly impacts the safety of the aircraft and its occupants (Hilderman & Baghai, 2007). Employing software review technology can ensure that rigour has been applied during the applicant’s design commensurate with the worst-case failure condition associated with airborne software (RTCA, 2011a).

A level of assurance is required to have confidence in software to ensure aircraft safety. In October 2018 and March 2019, two Boeing 737MAX planes belonging to Indonesian Lion Air and Ethiopian Airlines crashed, respectively, causing a total of 346 deaths, which was directly related to the design of the Manoeuvring Characteristics Augmentation System (MCAS) and its flight control law software (COMMITTEE, 2020). This tragedy is a stark reminder of the criticality of software, and has been a significant loss for Boeing, and the operators of aircraft that were grounded. At the same time, the FAA as the supervisor also triggered a crisis of public trust. Wayne Rash stated that “As is the case where software controls hardware, there are ways things can go wrong either because something happened that was not anticipated, or because the response was wrong” (Rash, 2019). So what can be done to ensure that the software to be maintained at an acceptable level of safety?

Due to the particularity of airborne software and the professionalism of software-related technologies, significant pressure is placed on airborne software reviewers. However, the complexity and scale of software keeps increasing as modern civil aircraft are getting more and more integrated and complex. Therefore, formulating a set of airborne software review strategies with related technical focuses is an important issue.

For more than three decades, airborne software has been developed and assured through a structured approach based on objectives and activities (Rierson, 2013). The most commonly used method to measure software goodness is DO-178[, which is recognised as Means of Compliance (MOC) by NAAs (National Airworthiness Authority) via their respective Advisory Circular (AC) (Hilderman & Baghai, 2007). This study was conducted based on DO-178C to establish the airborne software review strategy to support certification of safety critical software.

2. ANALYSIS OF SOFTWARE REVIEW TECHNICAL FOCUSES

2.1. Quantitative Analysis of DO-178C Software Life Cycle Process and Objectives

DO-178C is a process-based, activity-driven, objective-oriented standard. It is not a software development standard, but a method to measure the goodness of software, and provide a safety benchmark that is commensurate with the safety criticality. It contains six processes (represented in Figure 5), which are the planning process, development process, and four integral processes (verification process, configuration management process, quality assurance process, and certification liaison process). The integral processes are supported throughout the whole software lifecycle (RTCA, 2011a). Notably, not all the projects follow a Waterfall lifecycle model, but a variation in the representation of the waterfall model instead (Santos and Ferreira 2019). The DO-178C proposed process, output, and input are represented in Figure 1, and can be adapted to the project lifecycle model as required.
A latent software error in data or the final product can cause a fault of the software, then the abnormal behaviours of software can lead to a system failure condition, which can finally affect the aircraft operations. The rigour of software development is determined by the software level. DO-178C defined five software levels as listed in Table 1. DAL A is the severest, while DAL E has no safety impact. The software DAL is determined by the system safety assessment process. The different level has different objectives requirements. Table 2 and Figure 2 are the comparison of DO-178C’s Objectives in Annex A from Table A-1 to Table A-10 for different DALs of software.

Table 1. DO-178C Software DAL, related failure conditions and objectives.

<table>
<thead>
<tr>
<th>System Failure Condition</th>
<th>Required Software Level</th>
<th>Number of Associated Objectives</th>
<th>Number of Associated Objectives with Independence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catastrophic</td>
<td>A</td>
<td>71</td>
<td>31</td>
</tr>
<tr>
<td>Hazardous</td>
<td>B</td>
<td>69</td>
<td>19</td>
</tr>
<tr>
<td>Major</td>
<td>C</td>
<td>62</td>
<td>5</td>
</tr>
<tr>
<td>Minor</td>
<td>D</td>
<td>26</td>
<td>2</td>
</tr>
<tr>
<td>No Safety Effect</td>
<td>E</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Comparison of DO-178C objectives for different software levels.

<table>
<thead>
<tr>
<th>Annex A</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table A-1 Software Planning Process</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Table A-2 Software Development Process</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Table A-3 Verification of Outputs of Software Requirements Process</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Table A-4 Verification of Outputs of the Software Design Process</td>
<td>13</td>
<td>13</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Table A-5 Verification of Outputs of Software Coding &amp; Integration Processes</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Table A-6 Testing of Outputs of Software Integration Process</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>
The experience accumulation of reviewers can start from Level D software review, and gradually master the review methods and techniques of higher-level software, to finally be competent for the review of Level A software:

a) Level D can be treated as a black box, focusing on high-level requirements development and verification. If updating a level D software to level C, there will be a leap of workload by 36 objectives.

b) The objectives differences between level C and level B include 1 Objective in Table A-3 “High-level requirements are compatible with target computer”, 4 objectives in Table A-4 about the compatibility and verifiability of low-level requirements and architecture, 1 objective in Table A-5 “Source code is verifiable”, and 1 objective about decision coverage in Table A-7.

c) The main differences between A and B are 2 objectives in Table A-7, which are requirements of MCDC Structural Coverage Analysis (SCA) and verification of additional code that cannot be traced to source code.

<table>
<thead>
<tr>
<th>Table A-7 Verification of Verification Process Results</th>
<th>9</th>
<th>7</th>
<th>6</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table A-8 Software Configuration Management Process</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Table A-9 Software Quality Assurance Process</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Table A-10 Certification Liaison Process</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

The study on the DO-178C objectives and process can help software reviewers quickly locate the technical focuses and finding compliance. Table 3 is the analysis of the technologies based on DO-178C software life cycle processes. Each process of DO-178C may contain sub-process and components (RTCA, 2011a). The technical focus points are analysed based on each component covered and concerned during the software reviews. The technologies are from the research and analysis of the technical focus points, with most of them are described in DO-178C, and a few are from the industry practice, then they are compared with the CAST Paper research themes, finally re-analysed to ensure the completeness of the technology list.

**Figure 2.** The comparison of applicable objectives in each Table of Annex A for different software levels

### 2.2. Analysis of Technical Focuses of DO-178C Process

The study on the DO-178C objectives and process can help software reviewers quickly locate the technical focuses and finding compliance. Table 3 is the analysis of the technologies based on DO-178C software life cycle processes. Each process of DO-178C may contain sub-process and components (RTCA, 2011a). The technical focus points are analysed based on each component covered and concerned during the software reviews. The technologies are from the research and analysis of the technical focus points, with most of them are described in DO-178C, and a few are from the industry practice, then they are compared with the CAST Paper research themes, finally re-analysed to ensure the completeness of the technology list.
### Table 3. Qualitative analysis of technical focus points and related techniques of DO-178C


<table>
<thead>
<tr>
<th>Process</th>
<th>Sub-process/Components</th>
<th>Technical Focus Points/Elements</th>
<th>Technologies (T, i=1…n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.4 Software Life cycle Environment Planning</td>
<td>4.4.1 Software Development Environment 4.4.2 Language and Compiler 4.4.3 Software Test Environment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5 Software Development Standards</td>
<td>11.6 Software Requirements Standards 11.7 Software Design Standards 11.8 Software Code standards</td>
<td>26) High-Level Requirements</td>
<td></td>
</tr>
<tr>
<td>5.0 Software Development</td>
<td>5.1 Software Requirements</td>
<td>11.9 Software Requirements Data</td>
<td></td>
</tr>
<tr>
<td>Process</td>
<td>Sub-process/Components</td>
<td>Technical Focus Points/Elements</td>
<td>Technologies (T&lt;sub&gt;i&lt;/sub&gt; i=1…n)</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------</td>
<td>---------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>5.2 Software Design</td>
<td>11.10 Design Description</td>
<td>29) Control Flow Design</td>
<td>27) Derived requirements</td>
</tr>
<tr>
<td></td>
<td>11.11 Source Code</td>
<td>30) Data Flow Design</td>
<td>28) Merging high-level requirements and low-level requirements</td>
</tr>
<tr>
<td></td>
<td>11.22 Parameter Data Item File</td>
<td>31) Low-Level Requirements</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>32) PDI Design</td>
<td></td>
</tr>
<tr>
<td>5.3 Software Coding</td>
<td>11.11 Source Code</td>
<td>33) C, Ada, Assembly languages</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.22 Parameter Data Item File</td>
<td>34) Auto code generation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>35) MBD</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>36) OOT</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>37) Cache</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>38) Stack</td>
<td></td>
</tr>
<tr>
<td>5.4 Integration</td>
<td>11.12 Executable Object Code</td>
<td>39) Compiling</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>40) Compiler library</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>41) Software Integrity Check (e.g. Cyclic redundancy check, Checksum)</td>
<td></td>
</tr>
<tr>
<td>5.5 Traceability</td>
<td>11.21 Trace Data</td>
<td>42) Traceability Tools (e.g. DOORS)</td>
<td></td>
</tr>
</tbody>
</table>

6.0 Software Verification

<table>
<thead>
<tr>
<th>Process</th>
<th>Sub-process/Components</th>
<th>Technical Focus Points/Elements</th>
<th>Technologies (T&lt;sub&gt;i&lt;/sub&gt; i=1…n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.3 Software review and analysis</td>
<td>Review and analysis of Software Plans and standards</td>
<td>43) Plans and Standards Review</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.3.1 Review and analysis of Software High-Level Requirements (HLRs)</td>
<td>44) HLR Review and Analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.3.2 Review and analysis of Software Low-Level Requirements (LLRs)</td>
<td>45) LLR Review and Analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.3.3 Review and analysis of Software Architecture</td>
<td>46) Architecture Review and Analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.3.4 Review and analysis of Source Code</td>
<td>47) Source Code Review and Analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.3.5 Review and analysis of the Outputs of the Integration Process</td>
<td>48) Outputs of the Integration Process Review and Analysis</td>
<td></td>
</tr>
<tr>
<td>6.4 Software Testing</td>
<td>6.4.1 Test Environment 6.4.2,6.2.3</td>
<td>49) Test Cases Review and Analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>50) PDI file Review and Analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>51) Worst-Case Execution Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>52) Verification of Stack Usage</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>53) Model Review and Analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>54) Verification of Independence</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.4.1 Test Environment 6.4.2,6.2.3</td>
<td>55) Hardware/Software Integration Testing</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>56) Software Integration</td>
<td></td>
</tr>
<tr>
<td>Process</td>
<td>Sub-process/Components</td>
<td>Technical Focus Points/Elements</td>
<td>Technologies (T_i, i=1…n)</td>
</tr>
<tr>
<td>------------------------------</td>
<td>------------------------</td>
<td>---------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td></td>
<td>Requirements-Based Test</td>
<td></td>
<td>Testing</td>
</tr>
<tr>
<td></td>
<td>6.4.4 Test coverage</td>
<td></td>
<td>57) Low-Level Testing</td>
</tr>
<tr>
<td></td>
<td>Analysis</td>
<td></td>
<td>58) Normal Range Test Cases Selection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>59) Robustness Test Cases Selection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>60) MCDC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>61) Decision Coverage Analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>62) Statement Coverage Analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>63) Data Coupling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>64) Control Coupling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>65) DAL A additional verification (Whether Object Code can directly traceable to source code)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>66) Extraneous Code Resolution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>67) Deactivated Code Handle</td>
</tr>
<tr>
<td>6.5 Traceability</td>
<td>11.21 Trace Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integral Process</td>
<td>7.0 Software Configuration Management</td>
<td>7.2.1 Configuration Identification</td>
<td>68) Software part numbering</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.2.2 Baselines and Traceability</td>
<td>69) Baseline Definition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.2.3 Problem Reporting</td>
<td>70) OPR Category Definition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.2.4 Change Control</td>
<td>71) Software Change Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.2.5 Change Review</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.2.6 Configuration Status Accounting</td>
<td>72) Media Selection, Refreshing, Duplication</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.2.7 Archive, Retrieval, and Release</td>
<td>73) Data Retention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.3 Data Control Category</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.4 Software Load Control</td>
<td>74) Software Conformity Inspection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.5 Software Life Cycle Environment Control</td>
<td></td>
</tr>
<tr>
<td>8.0 Software Quality Assurance</td>
<td>8.2 Software Quality Assurance Activities</td>
<td>8.3 Software Conformity Review (SCR)</td>
<td>75) SCR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.4 Software Conformity Review (SCR)</td>
<td>76) First Article Inspection (FAI)</td>
</tr>
<tr>
<td>9.0 Certification Liaison</td>
<td>9.1 Means of Compliance and Planning (LOI, Milestones, and Issue Papers, etc.)</td>
<td>9.3 Software</td>
<td>77) LOI Criteria</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.2 SOI Reviews</td>
<td>78) SOI Review Strategy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.3 Software</td>
<td>79) Sampling Strategy</td>
</tr>
</tbody>
</table>
Note: In addition to the description of the items in the first three columns, the chapter number of the referenced DO-178C is also listed, such as 6.0 Software Verification, where 6.0 refers to DO-178C Chapter 6. The verification process is one of the four integral processes listed separately in the table because it is highly related to the software product. Each technology is identified as $T_i$. For instance, $T_{81}$ refers to item 81) Open Problem Report (OPR) Evaluation technology in this table.

This paper identified a total of 82 technologies based on the DO-178C software assurance benchmark. The same technology may be used in different processes, but the focus will be on different perspectives. For example, MBD (Model Based Development) may be used in planning, design, coding, and verification processes. The technology distribution statistics in each process are shown in Table 4 and Figure 3.

Table 4. Software Process Technology Coverage (PTC) matrix

<table>
<thead>
<tr>
<th>DO-178C Process</th>
<th>Technology Coverage</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning Process</td>
<td>$T_1 \sim T_{25}$</td>
<td>25</td>
</tr>
<tr>
<td>Development Process</td>
<td>$T_{26} \sim T_{42}$</td>
<td>17</td>
</tr>
<tr>
<td>Verification Process</td>
<td>$T_{43} \sim T_{67}$</td>
<td>25</td>
</tr>
<tr>
<td>Configuration Process</td>
<td>$T_{68} \sim T_{74}$</td>
<td>7</td>
</tr>
<tr>
<td>Quality Assurance Process</td>
<td>$T_{75} \sim T_{76}$</td>
<td>2</td>
</tr>
<tr>
<td>Certification Liaison Process</td>
<td>$T_{77} \sim T_{82}$</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 3. A quantitative analysis of the technology distribution of each process
3. ANALYSIS OF SOFTWARE REVIEWS AND SAMPLING STRATEGY

3.1. Analysis of SOI Reviews and LOI

SOI is a method of implementing process control on airborne software originally defined by the FAA in order to monitor the software life cycle process and assess compliance with the applicable objectives of DO-178B and related airworthiness requirements. According to FAA and EASA policy, four SOI reviews are defined, which are SOI#1 Software Planning Review, SOI#2 Software Development Review, SOI#3 Software Verification Review, and SOI#4 Final Certification Software Review (FAA, 2003) (EASA, 2012). The review aims to find systemic problems in the applicant's software developing processes and non-compliance issues with regulations and establish confidence in the software through the reviews (FAA, 2004). The purpose of software SOI review is to develop confidence in compliance with DO-178C objectives and other applicable software policy, guidance, and issue papers (FAA, 2018). The reviews can be conducted by a certification officer or delegated to a DER or ODA/DOA. The LOI depends on the project-specific conditions, which is executed through SOI. The main factors that can affect the SOI frequency are as follows:

a) the software category, which means PDS, COTS, new-developed software, TSOA software, libraries, RTOS, IMA hosted software, etc.,
b) the software DALs as determined by the system safety assessment process (EASA, 2012) (FAA, 2003),
c) the project characteristics, such as the tier of supplier-chain, the experience of the applicant, the complexity of the project, system functionality and novelty, software developing team human resources, and existence of issues associated with Section 12 of DO-178C (FAA, 2003),
d) the use of new technologies or unusual design features (EASA, 2012),
e) whether using alternative methods to show compliance,
f) the establishment and operation of the software assurance aspect of the applicant’s Design Assurance System (DAS), and
g) the amount of planning review activities of the delegation systems (e.g. DER or ODA) and the applicant’s self-monitoring status (EASA, 2012).

3.2. Analysis of SOI Review and Sampling Strategy

Studies indicate that developing a scientific and reasonable software review and sampling strategy, and mastering the technology related to each SOI review, especially the impact of this technology on software compliance verification, will facilitate the rapid identification of key clues during software reviews (Dodd & Habli, 2012). Each SOI review and sampling strategy and the applicable identified technologies for each SOI are analysed in the following sections.

3.2.1. SOI#1: Software Planning Review

The goal of SOI#1 is to evaluate the compliance of the software planning with the applicable objectives of Table A-1 and A-8–A-10 of DO-178C Annex A (FAA, 2004). Review activities and review strategy of SOI#1 is suggested to firstly review the software interface with system development process, hardware design process, and system safety assessment process to assess the consistency among the plans and standards in compliance with the objectives of DO-178C Table A-1 (Chen, et al., 2015). Then review the verification results, the Software Quality Assurance (SQA) record, the Software Configuration Management (SCM) records, and the certification liaison process, and assess the compliance with the applicable objectives of DO-
178C Table A-8–A-10 (FAA, 2004). The important thing is to assess the consistency between software plans to determine that when the applicant follows their plans whether they will meet all applicable objectives of DO-178C and other applicable software policy or guidance (RTCA, 2011a). If tool qualification, MBD, OOT, or formal method is applied, the assessment could also cover additional aspects in RTCA/DO-330, DO-331,DO-332 and DO-333 (FAA, 2017).

3.2.2. **SOI#2: Software Development Review.**

The goal of SOI#2 is to assess whether the software plans and standards are effectively implemented and to evaluate the compliance of the software development process to the applicable objectives of DO-178C Table A-2–A-5, and A-8–A-10 (FAA, 2003). The review and sampling strategy is suggested to review the output of the software requirements process, design process, coding process, and integration process, and assess the compliance with applicable objectives of DO-178C Table A-2–A-5 through top-down and bottom-up thread review (illustrated in Figure 4) with the Risk-Based sampling strategy (VanderLeest, 2013), by which the sampling covers each functional area until the reviewer has sufficient confidence in the software implementation of specific functional requirements set. It also need to assess the compliance of configuration management, quality assurance, and airworthiness liaison process with the applicable objectives of DO-178C A-8–A-10, and evaluate the closure status of review action items in SOI#1.

![Diagram](image)

*Figure 4. Illustration of top-down and bottom-up thread review*  
*Source: (Xing & Mu, 2015)*

3.2.3. **SOI#3: Software Verification Review**

The purpose of SOI#3 is to evaluate the compliance of the software verification process with the applicable objectives of DO-178C Table A-6, A-7, and A-8–A-10 to assess the effectiveness and implementation of verification plans and procedures (FAA, 2003). The SOI#3 software review and sampling strategy are suggested to be also risk-based to perform a delta review of the development data if there are major changes from the previous review, and to assess the test cases, test procedures, verification results, test coverage, and code structure coverage to the applicable objectives of DO-178C Table A-6 and A-7. The sampling strategy is the same as SOI#2.
Besides, it is recommended that reviewers pick some requirements that need additional considerations, for instance, if there are option selectable software or UMS, the verification of the protection mechanism should be reviewed. There are many cases, for example, the Fuel Quantity Indication Computer (FQIC) can use Litre or Kilogram as the unit of measurement, which is mainly configured through the pins of the computer. Some options are implemented by software design, for example, the B737Max MCAS system has two modes which are Auto Pilot (AP) and manual flight modes (Boeing, 2020), the mode selection is usually implemented by software logic with Case or If statement, according to such strategy, the reviewers is likely to pay attention to the protection mechanism to ensure there are no unintended behaviours and the system requirements and architecture has defined the mechanism (COMMITTEE, 2020).

3.2.4. SOI#4: Final Certification Software Review

The goal of SOI#4 is to determine compliance of the final software product with the appropriate objectives of RTCA/DO-178C and other applicable certification policies and guidance (FAA, 2003). The SOI#4 review strategy is suggested to evaluate the closure status of findings, observations, and action items of the previous reviews, to conduct a delta review of SOI#2 and SOI#3 when necessary if there are major changes or the reviewer does have sufficient confidence in the software product, to assess the OPRs (Open Problem Reports) to judge whether they can be deferred to post-TC, and to review the final SCI, SAS, tool qualification data, such as Tool Accomplishment Summary (TAS) if applicable, to judge whether the version of software product intended to be used in the certified system or equipment fully comply with all applicable DO-178C objectives, the policy, and guidance (FAA, 2004).

3.3. Quantitative Analysis of SOI Technology & Objective Coverage

Through the above analysis, it can be known that airborne software safety assurance can be achieved by a structured approach. Table 5 is the analysis result of the applicable technology and objectives of each SOI. The analysis approach and process are as follows:

a) Based on the analysis of the SOI review strategy in Section 4.3.2 of this paper, identify the appropriate technologies associated with each SOI by referring to the technology list in Table 3.

b) Based on DO-178C Annex A and the analysis of SOI review strategy in Section 4.3.2 of this paper, in conjunction with FAA Order 8110.49 Chapter 2 “Software Review Process” (FAA, 2003), which was based on DO-178B, analyse the available data to identify applicable objectives for each SOI based on DO-178C.

Figure 5 is the quantitative analysis of the distribution of TOC of each SOI review, which demonstrated that 50% of the DO-178C objectives are assessed in SOI#2 review, with 35% of the technologies assessed. According to the number of objectives, SOI#3 is the second highest, with 32% of the objectives addressed, however, accounting for 26% of the technologies. SOI#1 accounts for 31% of the objectives, but covers 16% of the technologies. Finally, SOI#4 objectives are at 2%, and technology accounts for 8%. SOI#4 is a review of the entire life cycle process. It is necessary to evaluate all previous SOI review opening items, non-conformance items, and observation items. Therefore, although the SOI#4 objectives are accounted for the least, it plays a very critical role in the entire software review process, as the reviewers will determine whether the software is in compliance with all the applicable objectives of DO-178C and whether it can obtain the final approval.
Table 5. TOC Matrix of each SOI.

**Source:** (FAA, 2004) (RTCA, 2011a)

<table>
<thead>
<tr>
<th>SOI</th>
<th>Technology Identification</th>
<th>Amount</th>
<th>Objectives Identification</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOI#1</td>
<td>$T_1$<del>$T_{25}$, $T_{33}$, $T_{66}$</del>$T_{69}$, $T_{77}$~$T_{78}$</td>
<td>30</td>
<td>Table A-1: Objective 1-7 (All Objectives)</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-8: Objective 1-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-9: Objective 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-10: Objective 1-2</td>
<td></td>
</tr>
<tr>
<td>SOI#2</td>
<td>$T_{26}$<del>$T_{42}$, $T_{44}$</del>$T_{54}$, $T_{68}$<del>$T_{71}$, $T_{78}$</del>$T_{79}$</td>
<td>34</td>
<td>Table A-2: Objective 1-6</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-3: Objective 1-7 (All Objectives)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-4: Objective 1-13 (All Objectives)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-5: Objective 1-6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-8: Objective 1-4, 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-9: Objective 1-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-10: Objective 1-2</td>
<td></td>
</tr>
<tr>
<td>SOI#3</td>
<td>$T_{48}$<del>$T_{49}$, $T_{51}$, $T_{54}$, $T_{55}$</del>$T_{67}$, $T_{68}$<del>$T_{71}$, $T_{77}$</del>$T_{81}$</td>
<td>26</td>
<td>Table A-5: Objective 1-9</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-6: Objective 1-5 (All Objectives)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-7: Objective 1-9 (All Objectives)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-8: Objective 1-6 (All Objectives)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-9: Objective 1-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-10: Objective 1-2</td>
<td></td>
</tr>
<tr>
<td>SOI#4</td>
<td>$T_{75}$~$T_{82}$</td>
<td>8</td>
<td>Table A-9: Objective 5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Table A-10: Objective 3</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. The TOC distribution of each SOI

4. CONCLUSIONS

Software reviews are always treated as a critical part of the system certification process, provided that it is conducted following each NAA’s procedures and handbooks to finding compliance with the safety-related regulations § 25.1301 and § 25.1309. This research analysed regulation requirements and software review policies of the FAA, EASA, CASA, and CAAC using a comparative approach to establish the software certification basis and means of compliance. Given that the airborne software review is performed by people, the different working experiences, backgrounds, and technical capabilities of the reviewers may lead to different review conclusions.

An in-depth software review can discover the shortfalls existing in the design and potential risks
to safety of aircraft design. This paper studied the technical focuses of airborne software review based on the DO-178C software life cycle process and identified 82 technology aspects through analysis of objectives and activities of each process. This paper also analysed the LOI impact factors of airborne software SOI review, and developed a set of Risk-based SOI reviews and sampling strategies, taking into account the applicable identified technologies and compliance objectives of DO-178C by developing the PTC and TOC matrices. The study of this paper will help NAAs to maintain software expertise and formulate more effective software review procedures and guidance documents, and carry out corresponding technical research to ensure aircraft safety by conducting in-depth software reviews from a software certification perspective.

In the research process of this project, it was found that an Objective-oriented SOI review method based on DO-178C is meaningful. Software reviewers are required to apply their expertise and experience to judge compliance, while the software developer can provide effective assistance to demonstrate compliant evidence and perform software verification activities. This paper identified the necessity of future study to explore the applicable technical focuses and SOI review strategies for different DALs of airborne software based on each objective of DO-178C.
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ABSTRACT
Checklists have been used to increase safety in aviation and help prevent mistakes in surgeries. However, despite the success of checklists in many domains, checklists have not been universally successful in improving safety. A large volume of checklists is being published online for helping software developers produce more secure code and avoid mistakes that lead to cyber-security vulnerabilities. It is not clear if these secure development checklists are an effective method of teaching developers to avoid cyber-security mistakes and reducing coding errors that introduce vulnerabilities. This paper presents in-process research looking at the secure coding checklists available online, how they map to well-known checklist formats investigated in prior human factors research, and unique pitfalls that some secure development checklists exhibit related to decidability, abstraction, and reuse.
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1. Introduction
Checklists have become common in industries, such as aviation, where human errors can lead to significant safety issues. For example, NASA has published detailed design guidance on creating and using checklists for aircraft operation [1]. The World Health Organization (WHO) has begun encouraging hospitals to adopt surgical-safety checklists [2], based on the results of a research study conducted by surgical staff in 8 hospitals from 2007 to 2008 which showed checklists reduced complications and mortality rates [3]. By decomposing a complex system or workflow into a set of deterministic items, checklists can help to avoid common errors and free up mental capacity for important cognitive tasks.

The promising achievements of checklists in other fields have motivated software developers to publish their own checklists for secure software development, which can be easily found online. A Google search for ”secure software development checklist” produces thousands of results. These checklists typically consist of items listing things that software developers should do to produce more secure software.

However, the security community needs to determine whether the benefits that checklists show in other domains carry over to secure software development, and if so, in what scenarios [3]. Moreover, the overall quality of the checklists that software engineers and their managers find online has not been assessed. Because of the sense of ”completeness” that checking off items on a list can instill, it is critical that checklists be of high quality. For example, a mismatch between a checklist’s target domain and an individual application’s domain can make developers assume that they have ”checked off all the critical security items,” when in fact, they are ignoring critical risks in their codebase that emerge from unique aspects of their application domain. Checklists have a connotation of ”complete-
ness” as shown in the Merriam Webster Dictionary definition of checklists:

a list of things to be checked or done
a pilot’s checklist before takeoff
also : a comprehensive list

Online resources, such as StackOverflow, have become a commonly used resource for software developers to learn and gather information about best practices. Especially for small development teams that may not have substantial support from cybersecurity groups within their organization, checklists that developers or their managers find online may create a false sense of security. For example, when a checklist reminds web developers to avoid SQL injection attacks with a few examples, such as ”Use prepared statements.”, it is not guaranteed that readers of the checklist will fully understand the concept of prepared statements or how similar issues may arise when using object relational mapping systems. In this case, even though developers can show that their application passes a cybersecurity checklist, their underlying code may yet be highly insecure. Further, to outside non-experts, the knowledge that a checklist was followed (e.g., a secure process) may generate a more powerful belief in the security of the project than other artifacts.

In this paper, we explore whether or not checklists are truly effective in helping educate developers on how to produce more secure software. We explore the challenges of adopting security checklists in secure software development. In particular, we show that the scope of tasks where security checklists are effective in software development is much narrower than expected. This narrow scope is a result of significant differences in common tasks in software development and the types of tasks and contexts where checklists are known to be efficacious.

**Paper organization.** The remainder of this paper is organized as follows: Section introduces the survey that we conducted of online checklists. Section presents four key issues that we found when assessing a set of online secure development checklists. Section discusses the results of the survey and highlights key issues that were commonly found. Section introduces related work on checklists in other industries. Section provides concluding remarks and future work.
2. Survey of Cybersecurity Checklists found Online

Software developers looking to increase the security of their applications will often turn to the web for available resources and risks of seeking advice from web search are revealed by a survey [5]. Checklists can exist on programming-specific sites, blogs, or other sites. If a programmer is inspired to use a checklist to audit their work, these are the resources they will find. On a pragmatic level, this is the current state of cybersecurity checklists.

This survey provides initial data on the prevalence and potential failings of checklists related to secure coding and software implementation that a developer may find online. This analysis seeks to explore the extent to which checklists found online accommodate, or fall victim to, the proposed theoretical pitfalls described later in Section 3. The data should be considered a work in progress.

Using a variety of search keywords, which developers may use to address security concerns, secure software development checklists were located using the Google search engine. Searches were conducted using the incognito mode on Google Chrome, so that past searches did not influence results. The search queries for the survey were generated by concatenating a Topic Keyword & Secondary Keywords, with the term ”Security Checklists”. For example, as shown in Table 1, ”Python Django Security Checklists” was one such query. For each query, only links that were on the first page (excluding advertisements) were evaluated, since it is estimated that 95% of search engine visitors click through to a link on the first page of Google search results [6].

Based on choices of programming applications and trends on Stack Overflow, we chose two topic keywords, ”Python” and ”Java”, as well as corresponding programming frameworks as secondary keywords. The number of unique results, excluding ads, is shown in Table 1. As shown, we analyzed 39 secure coding checklists in total. The application domain which we focused on was web application development. Selections of central keywords and auxiliary keywords are based on statistics of StackOverflow Trends. The checklists covered general security topics (web development security), two languages, including Python and Java, and four frameworks, such as Django and Spring. General secure coding checklists for each topic keyword were also evaluated (e.g. ”Java Security Checklist”).

3. Challenges of Translating Checklists to Secure Software Development

It’s an open question whether the benefits seen in other domains, such as from the WHO’s surgery checklist, can be realized in cybersecurity to better educate software engineers. Despite this open question, there are a wide variety of cybersecurity checklists for software engineers available.

The most significant work on human factors considerations when designing checklists has come from the aviation and space domains [1, 2]. In general, checklist items are expected to fall into either a ”read-do” format [3] or a ”read-respond” (also known as ”challenge-response”) format. Read-do items dictate actions that should be taken by the reader immediately after reading the item (e.g., circle incision site). Read-respond items are designed to be confirmed after reading (e.g., Is the incision site circled?).

We conducted research to understand the characteristics of the cybersecurity checklists for software engineers and understand how their items and scope compare to the basic best practices listed in prior research [1, 2]. Throughout the remainder of this section, we describe five key qualitative issues that many checklists suffer from and make creating clean ”read-do” or ”read-respond” items challenging in the secure coding domain. Read-
do and read-respond items are the fundamental expected structure of checklist items. As described in human factors research on checklists in other domains, secure coding tasks that can’t fit into a read-do or read-respond format aren’t suited for a checklist. Secure software engineering checklists composed of items that fail to fit into the read-do or read-respond format should be approached with caution.

Based on observations of checklists from the survey conducted in Section , we identified repeated anti-patterns / challenges in secure coding checklists. Although they may appear sound, checklists that exhibit these patterns fundamentally violate past human factors research in best practices for creating usable checklists [1, 7]. We will discuss 4 main challenges for secure software development checklists throughout the remainder of this section.

3.1. Challenge: Non-deterministic Read-respond Items

Read-respond items in a checklist are meant to be deterministic in nature. Different users reading a "read-respond" item should be expected to always arrive at the same answer in the same situation. Read-respond items are constructed such that diverse users of the checklist interpret the item in the same manner, precisely and efficiently. For example, an aircraft maintenance checklist item that requires verifying that "the XYZ electrical lead wire does not exceed 30 metres in length", can be answered as "yes" or "no" in a consistent fashion. In contrast, if a checklist contains ambiguous items, such as "no electrical leads are too long", it’s not precise enough in definition to be deterministically evaluated. One user may know the maximum length to be 30 meters, while another may be familiar with a different standard.

In many circumstances, however, security checklists in software development contain non-deterministic items, often statements warning developers to avoid a specific type of vulnerability, included with limited examples. For example, "Sensitive transactions require reauthentication" [8] is a non-deterministic read-respond item. What is a "sensitive transaction"? Alternatively, the read-respond item "Session cookies are encrypted and have a length of at least 128 bits, are complex", provides concrete deterministic guidance on the encryption and length, but provides non-deterministic guidance on "complex". Two developers may arrive at different conclusions on cookie complexity.

When secure coding checklist items are non-deterministic, a number of problems arise. First, an item may be checked off simply because the developer doesn’t really understand the original intent of the question. Second, different developers on the same team may apply varying security standards to their source code analysis / production, leading to inconsistent security. Finally, since checklists instill a sense of security / completeness, checking off items that can’t consistently be answered / applied is potentially dangerous.

3.2. Challenge: Undecidable Read-respond Items

The Halting Problem and Rice’s Theorem [9, 10] are well known theoretical proofs that inform the limits of what we can know about an arbitrary software application. Rice’s Theorem shows that we cannot decide most semantic properties of arbitrary software systems, such as ”their security.” A fundamental problem in many secure coding checklists is that they use read-respond items that would violate Rice’s Theorem or the Halting Problem if they could be answered for arbitrary software applications.

For example, a web development security checklist item warns developers ”Do not leak session IDs” [11]. Given an arbitrary web application that uses session IDs, this question is likely undecidable. A similar read-respond item would be ”do not create inputs that
prevent the application from halting”, which is likely not helpful to a software engineer.

Although these types of items appear as helpful reminders to developers, they are unhelpful when delivered in a checklist format. A web development security guide that explains what leaking a session ID is and provides educational examples is a better format for delivering this material. However, this type of material does not fit into a read-respond or read-do checklist item. Unfortunately, declarative statements that express what they want accomplished, but not how, tend to be undecidable in security checklists. To fit into a decidable checklist item, the specific steps on how to do what is stated need to be expressed and each step decidable in nature. Checklist items that state ”don’t introduce security vulnerability X” are generally undecidable due to Rice’s Theorem.

3.3. Challenge: Failed Generalization for Reuse in Read-respond Questions

Checklists are built on the idea of summarizing only essential critical activities or information into a short and actionable list to make sure that people consistently and correctly perform these tasks. However, if we transfer an effective checklist from one context to a new context, due to differences in architecture, software stacks, etc., there is a significant risk of introducing non-determinism or irrelevant items. For example, checking for double freeing of memory may make sense in one programming language, but not make sense in another language, leading to the introduction of unnecessary items that distract the user.

In software development, however, it is uncommon to create a checklist for exactly one product – checklists are almost always abstracted and generalized like software to facilitate reuse. Checklists are usually designed for a domain, a framework, or a programming language, such as mobile application/Android/Java. These checklists are then implemented by developers appropriately within the new product’s software architecture. The issue then arises: generalizing the use of these domain- or architecture-specific checklists relies on the assumption that their content will be transferable to other software domains. There is a tension in developing an item for a cybersecurity checklist between the reusability of the checklist and the specificity of the items. Ideally, a checklist can be carefully crafted and reused, just like we do with software components. This desire for reuse leads checklist authors into the trap of creating non-deterministic read-respond items. The greater the number of non-deterministic read-respond items, the more likely that the checklist will be used incorrectly AND confer incorrect trust in the security of the system.

For example, the checklist item ”Do not use eval() and similar functions” [11], is somewhat deterministic / decidable in the Javascript context, where eval() is a built-in function that source code can be checked for. However, the ”similar functions” language is trying to facilitate use of this item in other contexts, possibly outside of Javascript – simply map eval() to the equivalent function in your context – which is not clearly deterministic or decidable. The goal of making the item reusable outside of Javascript with ”similar functions” language creates non-determinism. Contrast this item with the checklist item ”If I handle XML files, I disable entity and DTD processing” [12]. This checklist item provides more detail on what needs to be accomplished and but is still not necessarily decidable for an arbitrary language and set of frameworks.

3.4. Challenge: Missing Description of the Expected Checklist Context

Compared to daily-use checklists, such as shopping or errand lists, checklists for most non-trivial domains have explicit linkages between the items and domain concepts, such
as aircraft wing flaps, ailerons, etc. Moreover, the checklists implicitly expect users to understand key concepts in the application domain, such as Australian aircraft maintenance workers being expected to understand the Australian Standard 2865\[13\]. In aviation, training programs are necessary for practitioners who use checklists to reduce risk and ensure that pilots know how to deterministically and correctly respond to or do what is asked. For example, pilots are trained on checklists specific to the aircraft they fly in order to ensure they understand how the checklist applies to their aircraft.

Many checklists in the secure coding domain, however, do not have a rigorously defined context where they are applicable nor an explicit set of concepts that the user should be familiar with. Without an explicit context in which the checklist is applicable, similar to a software design pattern’s list of context, forces, etc; software engineers may incorrectly assume that the checklist is designed for their application domain / constraints. Developers that use Google to find and apply security checklists to their codebases, without sufficient knowledge of the assumptions made when the checklist was designed, will inevitably produce flawed evaluations of their software’s security. When completed, these improper evaluations cause developers to boast a false sense of security to the desired users of their products.

In many other domains, particularly aircraft, the exact context that the checklist was designed for is well-understood. Pilots of a Boeing 777 don’t have to wonder if the checklist they are using was actually designed for an Airbus a380. Not only is the domain of the checklist’s applicability well-understood, but the training requirements to effectively use the checklist are as well. In contrast, there are often few expectations listed in the surrounding documentation of secure coding checklists to guide developers in determining if the checklist is applicable to their context. Was the checklist only designed for web applications built in Javascript with Express and NodeJS or is it equally applicable for .Net or PHP applications? We found many checklists fail to document this information in the materials accompanying the secure coding checklist.

### 4. Survey Results

Table 2 shows the results from our survey of 39 checklists from the Internet. Results in our survey **DO NOT represent human performance** of using the surveyed checklists. Our survey, however, identified the prevalence of the challenges from Section in the checklists we surveyed. For each checklist, if at least one item had demonstrated the challenge, it was added to the count of checklists demonstrating that issue. For example, if at least one item on the checklist was non-deterministic, the checklist was added to the count of checklists suffering from ”determinism issues.” The reason we allowed a single issue to add an item to the count is that security is inherently a weakest link game. We provide detailed per-checklist results in Tables II-V. The list of checklists and URLs is provided in the appendix.

---

0https://github.com/zhongwei-teng/security-checklists
A single flaw is all that is needed – or a single misunderstanding of what a checklist item is asking for. If a checklist item is created, it should be deterministic, decidable, have proper generality, and an appropriate context. Otherwise, although it may communicate important information, it should be moved out of a checklist format and into a "guide" or "tutorial" where appropriate explanation can be given and there is no connotation of "security completeness" due to the delivery format.

We observed some interesting variation in the results based on the programming language. Checklists for Java web applications exhibited the lowest percentage (25%) of determinism issues, that only 2 of 8 checklists have part of determinism issues. Their lower non-determinism was primarily attributable to the fact that the majority of the Java checklists in the top ten Google search results specifically targeted the Spring Framework and gave concrete guidance on configuration of Spring beans and the Spring Security Framework that could easily be checked. Secure coding checklist results found with the Spring keyword overall struck a fine balance between specificity, breadth, and relevance. Checklist items were confined to addressable, framework-specific programming prescriptions, and gave

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Determinism Issues</th>
<th>Undecidable</th>
<th>Improper Generalization</th>
<th>Lacking Context</th>
<th>Checklist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Python</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>C1</td>
</tr>
<tr>
<td>Django</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>C2</td>
</tr>
<tr>
<td>Security Checklist</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>C3</td>
</tr>
<tr>
<td>Python</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>C4</td>
</tr>
<tr>
<td>Secure</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>C5</td>
</tr>
<tr>
<td>Coding</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>C6</td>
</tr>
<tr>
<td>Checklist</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>C7</td>
</tr>
<tr>
<td>Python</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>C8</td>
</tr>
<tr>
<td>Flask</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>C9</td>
</tr>
<tr>
<td>Security Checklist</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>C10</td>
</tr>
<tr>
<td>Secure</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>C11</td>
</tr>
<tr>
<td>Checklist</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>C12</td>
</tr>
<tr>
<td>Python</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>C13</td>
</tr>
<tr>
<td>Secure</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>C14</td>
</tr>
<tr>
<td>Coding</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>C15</td>
</tr>
<tr>
<td>Checklist</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>C16</td>
</tr>
</tbody>
</table>

Table 3: Secure Coding Checklist Results for Python

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Determinism Issues</th>
<th>Undecidable</th>
<th>Improper Generalization</th>
<th>Lacking Context</th>
<th>Checklist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Development</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>C17</td>
</tr>
<tr>
<td>Security Checklist</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>C18</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>C19</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>C20</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>C21</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>C22</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>C23</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>C24</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>C25</td>
</tr>
</tbody>
</table>

Table 4: Secure Coding Checklist Results for Web Development
Table 5: Secure Coding Checklist Results for Java

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Determinism Issues</th>
<th>Undecidable</th>
<th>Improper Generalization</th>
<th>Lacking Context</th>
<th>Checklist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Java Security Checklist</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>C26</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>C27</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>C28</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>C29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>C30</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>C31</td>
</tr>
<tr>
<td>Java Spring Security Checklist</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>C32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>C33</td>
</tr>
<tr>
<td>Java Security Checklist</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>C34</td>
</tr>
<tr>
<td>Java Security Checklist</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>C35</td>
</tr>
<tr>
<td>Android Security Checklist</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>C36</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>C37</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>C38</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>C39</td>
</tr>
</tbody>
</table>

extensive context as to when the checklist is pertinent. Additionally, these checklists either provided proper code examples, or proposed existing third-party tools for identifying common mistakes. For example, in the blog [14] from top search results of "Java Spring Security Checklist", each checking item, which is usually a general security suggestion, are elaborated in the context of Java Spring with detailed code snippet, so that readers can easily check if their projects fit this secure coding rule. Besides regular security suggestions, they also recommend users to use OWASP ZAP [15], a security tool, to perform penetration testing in their Spring application.

Results for Android secure coding checklists, overall, scored most poorly out of all Java checklists, that 4 of 6 checklists have bad performance in our evaluation metrics. Though nearly every checklist highlighted the best-known Android vulnerabilities, most lacked any additional context. Furthermore, several checklists provided many non-deterministic items for developers to act on. For instance, a checklist mentions that developers should adopt Firewall to secure the server and API, while it doesn’t either explain assessment of secure server or provide an external link as a suggestion. Checklists which were specific to Android often warned developers of broad classes of vulnerabilities to check for, absent of a decidable action for developers to determine if the vulnerability was actually present in their codebase.

Django, which is a Python web framework, provides an official security checklist and an automated checker to apply to your codebase – demonstrating the decidability and determinism of their items. Each item has a concrete instruction to check it. For example, instead of only emphasizing keeping secret keys properly, it provides two ways to keep secret keys(from environment variables or files) [16]. Further, it’s notable that in the beginning of the official Django checklist, a link to key information that users need to know in order to understand the related security risks was provided. On the other hand, we found numerous personal blogs that provided Django security checklists that were not as carefully crafted and suffered from frequent determinism, generalization, and decidability issues. For instance, a checklist [17] mentions that outside data is not reliable and should be validated without providing readers with detailed examples. Users may also have trouble in deciding if all outside data in their application has been validated.
5. Related Work

Checklists have emerged as a popular decision aid in the last decade. Popular books, such as the best selling novel *The Checklist Manifesto* [18], have promoted their benefits. However, checklists do not always provide benefits and can be potentially detrimental if they create a false sense of cybersecurity. Even in aviation, one of the most successful fields where checklists are used, significant effort is dedicated to carefully designing checklists [1] and it would be unheard of to use a casually designed checklist downloaded from a blog.

Many domains have dedicated significant research to showing the contexts in which checklists provide benefit. For example, research [19] indicates that checklists can improve the efficiency of students and teachers in the classroom in certain scenarios. Using checklists for educational purposes combines the goal of "providing a list of critical tasks" with the goal of "educating users on what tasks they need to know." However, there is conflicting guidance on whether or not checklists are valuable for educational purposes. Many resources, such as the "Checklist for Checklists" published by Project Check [20] explicitly warns against using checklists to teach: "A checklist is NOT a teaching tool or an algorithm".

Application of checklists in healthcare has also not been universally successful. Given the complexity of patient care, checklists were proposed to aid in suppressing the frequency of a number of potentially life-threatening medical errors. For example, in one checklist study, infections fell to zero after a doctor at John Hopkins University implemented a checklist to remind doctors of the necessary steps to prevent infection during a number of procedures. A WHO pilot project to incorporate surgical checklists proved successful in a number of pilot hospitals. However, when the project was scaled up outside of the pilot hospitals, the original benefits were not seen. After evaluating the original checklist, a new 19-item checklist [21] was developed by WHO, which has demonstrated improved performance in ensuring surgical safety [22, 23].

In contrast to many other domains, however, secure software development checklists are not well-studied. The closest research is by Bellovin et al. [4], which investigated potential risks to using arbitrary checklists to enhance software cybersecurity. Much more additional research is necessary to help developers and organizations determine when checklists are appropriate in cybersecurity and the qualities that checklists need to be successful.

The importance of assessing the quality of online materials available for secure software development has been explored in other literature. Results from a survey illustrated that informal but more accessible online resources usually have negative effects on coding security [24], showing the necessity of paying more attention to the quality of online resources with respect to security. Our research is complementary to this prior work and specifically focuses on how well checklists are crafted to convey security information.

6. Conclusion

The domains where checklists have been successful are those where the most effort is put into careful design and testing of the checklists. Aircraft manufacturers put significant effort into designing checklists for take-off and other operations and have dedicated human factors experts evaluating them. In the domain of secure coding, however, there are a lot of checklists focused on helping developers produce secure software. Some of these checklists, such as the official checklist for Python’s Django web framework, are well-designed and offer concrete guidance.

At the same time, there are a large number of checklists available that are not nearly as
well crafted. These checklists suffer from significant problems in their decidability, determinism, level of abstraction, and context communication. For example, many checklists include items of the form ”ensure you are not vulnerable to X”, with no specific guidance on how to decide if you are vulnerable. Often, determining if a codebase is vulnerable to ”X” is fundamentally undecidable.

Our survey of checklists taught us a number of valuable lessons regarding their design and usage in the cybersecurity domain:

- **Framework-specific checklists** provided by the framework developers themselves were of much higher quality than other checklists. As opposed to many other checklists, framework developers would create extremely specific checklist items that were deterministic and decidable. We assume that framework developers aren’t tempted to generalize, since they are interested in seeing increased adoption of their framework and not competing frameworks/approaches. Thus, they tend to produce very precise and actionable checklist items.

- **Business marketing content** formed some of the poorest quality checklists in our survey. We found many company blog posts are often structured as ”secure coding checklists” but are written to be as general as possible and attract a large number of readers. The checklist items inherently suffer from non-determinism and undecidability because they are too general to be useful.

- **Aiming for reuse** may end up being an anti-pattern in cybersecurity checklist design. The best checklists are highly specialized to the context / language / framework to ensure that items are deterministic, decidable, not overly broad, and clearly communicate what is expected of how they are used. Communicating key vulnerabilities and ideas in a reusable way is important – but should be done outside of the context of a checklist. Instead of using the ”checklist” term that connotes ”completeness”, lists should be used to communicate this type of information.
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ABSTRACT
This paper investigates the situation in which exists the unshared Internet in specific areas while users in there need instant advice from others nearby. Hence, a peer-to-peer network is necessary and established by connecting all neighbouring mobile devices so that they can exchange questions and recommendations. However, not all received recommendations are reliable as users may be unknown to each other. Therefore, the trustworthiness of advice is evaluated based on the advisor's reputation score. The reputation score is locally stored in the user’s mobile device. It is not completely guaranteed that the reputation score is trustworthy if its owner uses it for a wrong intention. In addition, another privacy problem is about honestly auditing the reputation score on the advising user by the questioning user. Therefore, this work proposes a security model, namely Crystal, for securely managing distributed reputation scores and for preserving user privacy. Crystal ensures that the reputation score can be verified, computed and audited in a secret way. Another significant point is that the device in the peer-to-peer network has limits in physical resources such as bandwidth, power and memory. For this issue, Crystal applies lightweight Elliptic Curve Cryptographic algorithms so that Crystal consumes less the physical resources of devices. The experimental results prove that our proposed model performance is promising.
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1. INTRODUCTION
Nowadays the Internet covers almost everywhere, which eases people in communication. However, the Internet is not completely accessible freely through Wi-Fi in a number of places. Whenever someone wants to use the Internet at a certain place for free to ask for some urgent information, (s)he has to be their customer, and the Internet connection owns limits. Moreover, the Internet fee is still not trivial to everyone. The other cases in which people cannot access the Internet are many. For instance, people forget to renew the mobile Internet payment before going out, or just arrive at an airport in a new country without a new sim card, etc. Therefore, there is really a need for a peer-to-peer network so that people in the aforementioned situations can send questions and recommendations, especially for an emergency. In the meanwhile, the swift growth of mobile devices today, in both quality and quantity, requires a specific type of network for exploiting their emergence that is to comfort users by the availability of services.
One of those networks can be listed as Near-me Area Network (NAN) by Wong [1]. In NAN, the connection among nearby wireless devices (i.e., smartphones) is deployed instead of using the Internet to connect different LANs or cellular networks. Nodes in NAN can freely exchange or provide information to each other without the need for the Internet. This type of network properly fits the aforementioned lacking Internet but needing connection cases. Thus, it is necessary to apply this decentralized network architecture to allow people in an area to communicate together without the Internet.

However, security and privacy issues raise when we apply this decentralized network to those users (or, nodes) who are strangers. Nodes concern the reliability of the ones who are communicating to them. Hence, there is a need for a tool measuring the trustworthiness of each node. For that purpose, the reputation system [2] has been a competent candidate for this issue. In particular, each user holds its own reputation value based on previous feedbacks by the others. This reputation value indicates the trust level of each node. However, due to the fear of retaliation [3], the users can avoid giving correct feedback. Thus, privacy including confidentiality of feedback [4] is an important feature of reputation systems. Additionally, the reputation systems [5, 6] considers that each node needs to trust several nodes before joining the network. Meanwhile, Petrlíč et al.’s system [7] requires a powerful computation with a use of Paillier cryptosystem [8]. Hence, this idea cannot apply directly to mobile carrier networks as the public key scheme consumes much time and computing performance.

To cope with the drawbacks of the related studies, our work contributes a privacy-aware protocol, namely Crystal, with its services as in Table 1. More specifically, for Crystal, we propose a reputation system basis providing the core activities of storing, computing, evaluating reputations scores of advising users, and propose a secure model of computing and evaluating reputation scores without allowing the both questioning user and advising user to intervene the reputation grading process or to learn anything from that process. Nodes in Crystal model are mobile devices with a limit in bandwidth, power and memory. Therefore, the cryptographic algorithms that are selected for Crystal are the lightweight ones so that they cannot exceed the restricted physical resources of Crystal nodes. More specifically, Crystal model leverages homomorphic Elliptic Curve Cryptography (ECC) algorithm as a lightweight encryption to optimize computing performance in comparison with [7]. Moreover, Crystal’s participants do not require the knowledge of others prior to accessing.

Table 1. Services of reputation management system and its privacy-preserving version.

<table>
<thead>
<tr>
<th>Reputation Management</th>
<th>Privacy Preserving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Store reputation score</td>
<td>Computing the encryption</td>
</tr>
<tr>
<td>Convert reputation score to reputation level</td>
<td>- Secure arithmetic operators</td>
</tr>
<tr>
<td>Compute reputation score</td>
<td>- Secure comparative operators</td>
</tr>
<tr>
<td>Evaluate reputation score</td>
<td>Evaluating the encryption</td>
</tr>
<tr>
<td>Update the reputation score</td>
<td>Protecting the integrity</td>
</tr>
</tbody>
</table>

The rest of this paper is organized as follows. Section 2 is about current privacy-preserving reputation managements in decentralized networks. A proposed reputation management protocol is described in Section 3. The privacy issues and the privacy-preserving protocol is presented in Sec 4. The experiment is described in Section 5. Eventually, Section 6 concludes the work.
2. RELATED WORKS

A study related to decentralized privacy-preserving reputation was proposed by Hasan et al. [5, 6] through the utilization of set technologies including set-membership, plain-text equality, non-interactive zero-knowledge proof and additive homomorphic cryptosystem. Since the use of a sub-set of each member in the network for communications, the authors mentioned the fewer number of messages transmitted in the network than a previous study by Gudes et al. [9]; however, in [5, 6] each node needs to trust in a small set of participants before proving them about its correct shares as feedback based on zero-knowledge proof. Note that the correct shares from the node are not directly sent to its trusted nodes, they are forwarded by several middle nodes before obtaining the trusted nodes instead. Once receiving the messages, those middle nodes collect and add that information to the knowledge. As a consequence, those reputation systems focus on confidentiality-preserving more than privacy where the list of users joining the rating is not hidden.

Another study in [16] deploys data anonymization techniques to conceal the identity of rating users. Another work in [17], the authors used a pseudonym-based scheme to protect the user’s reputation that is simply the number of cryptographic “votes”. Although anonymization and pseudonymity are still effective in specific applications, however, in our work, the protocol is more complicated to use those techniques. Moreover, recently some works [18, 19] deploying the blockchain to protect the user identity from their used web services. Some other works in [20-22] create a tamper-proof ledger that is delivered among all participants. This technique can the data recorded in the ledger safe from illegally changing by the other unauthorized users and is applied in a diversity of contexts as in voting system [24], machine-to-machine environment [23], and identifier systems [25]. Another work that is the closest to our work is [7]. Petric et al. [7] showed a study on the privacy-preserving reputation management. Both reliability and privacy protection are based on cryptographic algorithms Paillier cryptosystem [8], a public-key encryption scheme, and the zero-knowledge proof [10]. However, this approach allows a reputation provider (RP) who manages providers’ reputation value rated by users. In detail, when a user desires to rate any service provider, she/he is to be allowed by the RP. To rate service providers, users utilize a public key scheme to sign and prove with RP that the message is correct exploiting the zero-knowledge proof. Using Paillier scheme leads to a requirement of time and powerful computation. Therefore, in our work, as we address the resource-related issues in Section 1, we apply the lightweight ECC algorithm to protect the data and make the cost low to satisfy the restriction of the node’s physical resources.

3. CRYSTAL - REPUTATION MANAGEMENT MODEL

Let us consider a specific scenario that includes many users in a close area. Each user keeps a mobile device installed with Crystal application denoted as app. It is assumed that each user has a different experience about places surrounding their position. For example, each user knows different money exchange agencies with the best price. As a user sends a request for advice through the app, we call this user requester. If the other peers receive the request and know the answer, they will make a recommendation to the requester. The answering user is called advisor. Actually, in a popular communication way, Crystal users can communicate with each other using the Internet. However, in the specific case when the area is uncovered with the Internet, each node¹ (i.e., mobile device) needs Bluetooth or direct Wi-Fi. When all mobile devices are connected, they create a peer-to-peer (P2P) Crystal network (see Figure 1). The nodes contact together inside their physical range. For example, Bluetooth V2.1 has a 10 - 100 meter physical range on theory, whereas direct Wi-Fi has a 45-200 meter physical range [12]. When a peer enters the physical range of another peer’s, they both can send messages to each

¹The three terms node, user and mobile device are used interchangeably. This work focuses on the application layer, not on the network layer.
other. For example, in Figure 1, there are three overlapping P2P networks. Network 1 (i.e., green dashed circle) involves \{u_0, u_1, u_2\} while Network 2 (i.e., yellow dashed circle) involves \{u_1, u_3\}, and and Network 3 (i.e., purple dashed circle) involves \{u_3, u_4, u_5\}. Node \(u_1\) is in the network 1 and 2. Node \(u_5\) is in networks 2 and 3. When a node moves out of one network, it can enter the other networks. Each user has his/her own memory which summarizes the most frequently used data, the remaining data is saved in the cloud storage.

Moreover, not all Crystal users know each other. Although a requester receives advice from their peers, the advice is not trustworthy enough for the requester until it is evaluated. However, the advice itself cannot contain adequate proof of the honesty of its owner. Therefore, the advisor has to give his/her requester the evidence to prove that their recommendation is trustworthy. For that purpose, in a P2P network, a user can ask the neighbours for the reputation score of the advisor. However, there is a case that the neighbours do not have any information of that advisor, or in case they compromise to cheat on the requester.

![Figure 1: P2P Communication among Nodes in Crystal](image)

In this work, each user keeps his reputation score and provides this score to his requester. This method can violate the reputation score if the owner is not honest. More details of how to protect the reputation score’s integrity are discussed in Section 4. Then, the requester can evaluate advisor’s reputation level. More specifically, the way to calculate a reputation score is defined as follows. Note that in this paper, we denote the requester as \(v\) and the advisor as \(u\).

**Definition 1 (Reputation Score).** Let \(u\) be an advising user who receives the grades from its requesters. Let \(N\) be the number of users attending to grade the reputation of \(u\). Let \(P_i\) with \(i = 0, \ldots, (N - 1)\) and \(P_i \in [0, 100]\), be the mark which \(u\) is graded by user \(i\). The reputation score of \(u\) denoted as \(R_u\) that is computed as follows:

\[
R_u = \frac{\sum_{i=0}^{N-1} P_i}{N}
\]

**Example 1.** Consider the case of \(N = 5\) users grading user \(u\) sequentially with \{50, 60, 30, 70, 20\}, respectively. Therefore, \(R_u = \frac{(50+60+30+70+20)}{5} = \frac{230}{5} = 46\).

Commonly, the reputation score that is used for evaluation contains only positive scores made by the others. Hence, it is not fair enough as aforementioned. A reputation evaluation is fairer when each user does not only keep the positive scores (i.e., \(R_{u \rightarrow v_{pos}}\)) made by his past requesters, but also the negative scores (i.e., \(R_{u \rightarrow v_{neg}}\)) they made for him. The reputation grades, which the user \(u\) made for his past advisors, are also needed for computing the reputation level, i.e., \(R_{u \rightarrow neg \ v_0}\) and \(R_{u \rightarrow pos \ v_1}\). Notice that a requester cannot give positive and negative grades at the same time for the same advisor after using his advice. Remarkably, whenever the users connect to the Internet, for user \(u\) to get an honesty evaluation for itself from the server, these
values $R_{u\rightarrow neg}v_0$ and $R_{u\rightarrow pos}v_1$ are requested. They are saved in the local memory when $u$ grades his advisor. Therefore, in this work, we propose that a user always keeps a tuple of four reputation scores as in Definition 1.

**Definition 2 (Reputation Score Tuple).** Let $u$ be the advisor. Let $V_0$, $V_1$ be two sets of $u$’s past advisors. Let $V_2$, $V_3$ be two sets of $u$’s past requesters. Let $RT_u$ be a quadruple of reputation scores of user $u$ in Crystal model. More formally,

$$RT_u = [R_{u\rightarrow neg}v_0 | R_{u\rightarrow pos}v_1 | R_{V_2\rightarrow neg}u | R_{V_3\rightarrow pos}u]$$

where $R_{u\rightarrow neg}v_0$ is the total negative reputation score which $u$ grades his past advisors $v$, $R_{u\rightarrow pos}v_1$ is the final positive reputation score which $u$ reduces the scores of the others $v$, $R_{V_2\rightarrow neg}u$ is $u$’s reputation score which $u$ reduces the scores of the others $v$, $R_{V_3\rightarrow pos}u$ is $u$’s reputation score which $u$ reduces the scores of the others $v$. Moreover, each element in $RT_u$ is defined in Definition 1.

**Example 2** Let users $u_0$ be an advisor. Let $V_0 = \{u_1, u_2, u_3\}$ be the set of users whom $u_0$ negatively evaluates, $V_1 = \{u_1, u_2\}$ be the set of users whom $u_0$ positively evaluates, $V_2 = \{u_3\}$ be the set of users negatively evaluating $u_0$, and $V_3 = \{u_1, u_2, u_4\}$ be the set of users positively evaluating $u_0$. Assume that we have $R_{u_0\rightarrow neg}v_0 = 60$, $R_{u_0\rightarrow pos}v_1 = 40$, $R_{V_2\rightarrow neg}u_0 = 40$, and $R_{V_3\rightarrow pos}u_0 = 60$. Thus, as in Definition 2, we have a reputation score tuple $RT_u$ with $RT_u = [60, 40, 40, 60]$.

When $v$ receives the reputation score tuple from $u$, $v$ retrieves the reputation level of $u$ before following $u$’s advice. The reputation level is defined as follows.

**Definition 3 (Reputation Level).** Let $u$ be the advisor. Let $R_u$ be the reputation score of user $u$ as in Definition 1. Let $L_u$ be the reputation level of $u$. The reputation level of $u$ is classified in different ranges of scores as below.

$$f_L(R_u) = \begin{cases} 
Low & \text{if } L_1 \leq R_u < L_2 \\
Average & \text{if } L_2 \leq R_u \leq H_1 \\
High & \text{if } H_1 < R_u \leq H_2 
\end{cases}$$

where $L_1$, $L_2$ are the minimum and maximum values of the level Low, $H_1$ and $H_2$ are the minimum and maximum values of the level High.

Figure 2 illustrates Definition 2. $L_1$, $L_2$, $H_1$, $H_2$ can be customized depending on each specific system.

![Figure 2: Reputation Level vs Reputatation Score](image)

**Evaluating Reputation.** To convert a given reputation score tuple to the reputation level, $v$ applies Algorithm 1. The input data of Algorithm 1 is the reputation score tuple $RT_u$ as in Definition 2 and the output is the reputation level of $u$, i.e., $L_u$ as in Definition 3. The reputation level is initialized with NULL as it does not contain any reputation level of $u$ (line 1). Then, the levels of each reputation score, which the other users grade $u$, are converted based on Definition 2 (lines 2, 3). If the reputation level of the score which the other users positively grade $u$ (i.e., $f_L$), is high, it means that the reputation level of $u$ is high (lines 4, 5, 6). If the reputation level of the score which the other users negatively grade $u$ (i.e., $f_L$) is high (lines 8, 9, 10), it means that the reputation level of $u$ is low. Moreover, in the other case when the reputation evaluation of $u$
for his past advisors, i.e., \( R_{u \rightarrow negV_0} \) is extremely high in the range \( \text{MAX} \) (e.g., \( \text{MAX} = [95\%, 100\%] \)) while \( R_{u \rightarrow posV_1} \) is extremely low in the range \( \text{MIN} \) (e.g., \( \text{MIN} = [0\%, 5\%] \)), the reputation level of \( u \) is low (lines 12, 13, 14). This case happens to avoid that the requesting user’s grading is not correct to degrade the others, as it is not reasonable when most of advisors give bad recommendations to decrease their reputation. The other cases can be covered (line 16) since the positive and the negative evaluation percentages of the same type are complemented, which means their addition is 100\%, and one user cannot grade an advisor negatively and positively for the same advice.

**Algorithm 1 evaluateReputation()**

**Input:** \( RT_u = \{R_{u \rightarrow negV_0}, R_{u \rightarrow posV_1}, R_{V_2 \rightarrow neg \rightarrow u}, R_{V_2 \rightarrow pos \rightarrow u}\} \)

**Output:** \( L_u \)

1: \( L_u = \text{NULL} \);
2: \( fL_3 = fL_5(R_{V_2 \rightarrow neg \rightarrow u}); \)
3: \( fL_4 = fL_5(R_{V_2 \rightarrow pos \rightarrow u}); \)
4: if \( (fL_4 = \text{High}) \) then
5: \( L_u = \text{High}; \)
6: return \( L_u; \)
7: end if
8: if \( (fL_5 = \text{High}) \) then
9: \( L_u = \text{Low}; \)
10: return \( L_u; \)
11: end if
12: if \( (R_{u \rightarrow negV_0} \in \text{MAX AND } R_{u \rightarrow posV_1} \in \text{MIN}) \) then
13: \( L_u = \text{Low}; \)
14: return \( L_u; \)
15: end if
16: return \( L_u; \)

**Computing Reputation.** After evaluating the reputation level of \( u \), \( v \) then decides if \( v \) follows the recommendation of \( u \). Then, \( v \) can evaluate the advisor by adding or subtracting the reputation scores by a point denoted as \( M_v \), depending on how successful \( v \) finds from the advice of \( u \). As in Algorithm 2, we have \( N \) as the number of requesters evaluating \( u \). If \( L_u \) is low, which means that the reputation of \( u \) is low (line 1), \( v \) then increases the negative points for \( u \) by \( M_v \) (line 2) and updates the positive points for \( u \) as well (line 3). In case \( L_u \) is high, \( v \) updates the negative points for \( u \) (line 5), and increases the positive points by \( M_v \) (line 6). After all, the number of requesters \( N \) is increased by one (line 8). The results are returned including the updated reputation score tuple \( RT_u \) and the number of requester \( N \).

**Algorithm 2 computeReputation()**

**Input:** \( L_u, N, M_v \), \( RT_u = \{R_{u \rightarrow negV_0}, R_{u \rightarrow posV_1}, R_{V_2 \rightarrow neg \rightarrow u}, R_{V_2 \rightarrow pos \rightarrow u}\} \)

**Output:** \( RT_u = \{R_{u \rightarrow negV_0}, R_{u \rightarrow posV_1}, R_{V_2 \rightarrow neg \rightarrow u}, R_{V_2 \rightarrow pos \rightarrow u}\}, N \)

1: if \( (L_u = \text{Low}) \) then
2: \( R_{V_2 \rightarrow neg \rightarrow u} = (R_{V_2 \rightarrow neg \rightarrow u} + N + M_v) / (N + 1); \)
3: \( R_{V_2 \rightarrow pos \rightarrow u} = (R_{V_2 \rightarrow pos \rightarrow u} + N) / (N + 1); \)
4: else
5: \( R_{V_2 \rightarrow neg \rightarrow u} = (R_{V_2 \rightarrow neg \rightarrow u} + N) / (N + 1); \)
6: \( R_{V_2 \rightarrow pos \rightarrow u} = (R_{V_2 \rightarrow pos \rightarrow u} + N + M_v) / (N + 1); \)
7: end if
8: \( N = N + 1; \)
9: return \( RT_u, N; \)

**Updating Reputation Score.** New scores are then updated directly if \( u \) and \( v \) are still in the radio range of each other. In this work, we focus on this case. Otherwise, another case is that the scores are modified when they connect to the Internet. Then, the requester \( v \) moves to a new position, it may leave their network, and create a new network with a sum of neighbours which
may be old or new to \( v \). In case, a new network includes a few old nodes with \( u \), \( v \) can send a request to the whole network to ask for the experience with the advice of \( u \). Based on that, \( v \) can decide how much trust \( v \) has for \( u \). In this work, we do not focus on this direction. Our work focuses on the case that no node connecting the advisor in the previous transactions, the requester then computes the reputation score based on the data which the advisor gives it. However, a trust question happens as the advisor’s reputation scores given to the requester can be forged by the advisor.

4. CRYSTAL - PRIVACY PRESERVING REPUTATION PROTOCOL

4.1. Privacy Requirements

When a requester \( v \) requests for the information from an advisor \( u \), \( u \) sends \( v \) its reputation score tuple (see Definition 2) so that \( v \) can evaluate the reputation of \( u \) before sending \( v \) more information of the answer. In this situation, leaking data can happen, so the privacy requirements are needed.

(1) Non-violated Reputation Scores against Requester: This issue focuses on the requesters in case they try to learn the reputation scores received from the advisor. The requester \( v \) can misuse the received reputation score of \( u \)'s, e.g., impersonating the owner’s received reputation score. Hence, there is a need to protect the reputation score computation.

(2) Reputation Score Integrity against Advisor: This privacy issue focuses on the advisor \( u \) in case they counterfeit their reputation scores before sending them to the requester \( v \). So \( v \) needs to have a solution to check if the received reputation score is integrity.

In this work, we focus on proposing a secure solution to avoid the two above issues.

4.2. Homomorphic Elliptic Curve Cryptography (ECC)

ECC is a public schema key system based on the elliptic curve that is defined by an equation of the form \( y^3 = x^3 + ax + b \). In ECC, the logical operators, such as Exclusive OR (+), are used to speed up the computation. As a quick view, assume that Bob wants to send message \( M \) to Alice. She generates a pair of keys including a public key \( k.B \) and a private key \( k \), where the operator “.” implies the scalar point multiplication, and \( B \) is a base point. Then, \( k.B \) is shared with Bob so that he can use it to encrypt \( M \) into a ciphertext; \( Enc_{k.B}(M) \). We have \( Enc_{k.B}(M) = (r.B, M + r.k.B) \) where \( r \) is a random number generated by Bob. Once Alice receives the encryption from Bob, she uses her private key to read the message \( M \) without requesting \( r \) from Bob, \( Dec(Enc_{k.B}(M)) = M + r.k.B + r.B.k = M \).

4.3. Encryption-driven Crystal Protocol

In this section, the Crystal protocol operates as presented in Section 3 but in a way that the Crystal protocol is protected with the encryption algorithms against the privacy issues addressed in Section 4.1. In this work, we accept a server which is only responsible for storing data of all nodes, providing the keys for security purposes, and evaluating the reputation of all nodes when the nodes connect to it through the Internet. The last purpose aims that the Crystal server bans or reduces the reputation score of the node that is identified to be dishonest or malicious.

\( a) \) For the first privacy issue caused by the dishonest requester. Let (PK, SK) be a pair of public and private keys, respectively, of the Crystal server. The reputation scores are encrypted by a public key of the server, i.e., PK. No users can read the plain text encapsulated inside the encryption. Therefore, all computations at the users are performed in a blind way, i.e., in a secret and secure way. For this goal, we apply the ECC algorithm (see Section 4.2) to encrypt the reputation scores to gain the secure Crystal reputation score as in Definition 3.
Definition 4 (Crystal Reputation Score). Let \( u \) be the advisor. Let \( PK \) be the public key of Crystal server. Let \( RT_u \) be the reputation score tuple as in Definition 2. The Crystal reputation score tuple \( Enc_{PK}(RT_u) \) is a set of encryptions of each element in the tuple. More formally,

\[
Enc_{PK}(RT_u) = [Enc_{PK}(R_{u \to neg}V_0)] [Enc_{PK}(R_{u \to pos}V_1)] [Enc_{PK}(R_{V_{neg \to u}})] [Enc_{PK}(R_{V_{pos \to u}})]
\]

where \( V_0, V_1, V_2, V_3, R_{u \to neg}V_0, R_{u \to pos}V_1, R_{V_{neg \to u}}, R_{V_{pos \to u}} \) are defined as in Definition 2.

Algorithm 3 \texttt{secureMultiply}(\texttt{)}

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{Input:} \( Enc_{PK}(x), N \)
\State \textbf{Output:} \( Enc_{PK}(nx) \)
\For{\( i = 0; i < (N - 1); i + + \)}
\State \( Enc_{PK}(nx) = Enc_{PK}(nx) + Enc_{PK}(x) \);
\EndFor
\State \textbf{return} \( Enc_{PK}(nx) \);
\end{algorithmic}
\end{algorithm}

There are two types of computing operators in Crystal, that is, arithmetic and comparative operators (see Algorithms 1 and 2).

Secure Arithmetic operators. The arithmetic operators such as + (addition), - (subtraction), * (multiply), / (division) mostly used in Algorithm 2. The reputation scores are encrypted by ECC (see Definition 4) with the public key provided by Crystal server \( PK \). Operators + and – are can be enforced easily by ECC as they are basic operators of ECC. For example with operator +, the addition encryption of the two values \( x_1 \) and \( x_2 \) is performed as follows: let \( Enc_{PK}(x_1) \) and \( Enc_{PK}(x_2) \) be encryptions of \( x_1 \) and \( x_2 \) respectively. The encryption of the addition of \( x_1 \) and \( x_2 \) is \( Enc_{PK}(x_1 + x_2) = Enc_{PK}(x_1) + Enc_{PK}(x_2) = (r_1B, x_1, r_1PK.B) + (r_2B, x_2, r_2PK.B) = (B(r_1 + r_2), (x_1 + x_2 + PK.B(r_1 + r_2)) \) (refer Section 4.2). Then, to execute the operator \( \ast \) that is the multiplication of encryptions, we can exploit the operators +. The operator \( \ast \) of two operands \( Enc_{PK}(x) \) and \( N \) are executed using the operator + as in Algorithm 3. There is a loop of \( (N - 1) \) times (line 1) of adding \( Enc_{PK}(x) \) into the output data \( Enc_{PK}(nx) \) (line 2). Hence, we have \( \sum_{i=0}^{N-1} Enc_{PK}(x) = Enc_{PK}(x + \cdots + x) = Enc_{PK}(Nx) \). For the operator / of \( Enc_{PK}(x) \) and \( N \), we need to calculate the inverse value of the denominator, denoted \( N^{-1} \), by a binary polynomial inversion calculation. The ECC operators are used for enforcing the operators in Algorithm 2.

Moreover, Crystal executes the comparison operators on the encrypted reputation scores (see Definition 4) for evaluating the reputation level as in Definition 3 or for checking conditions to re-compute the reputation scores (see Algorithm 2).

Secure comparative operators. For this type of comparative operator, we adopt the framework supporting the secure comparison in [13]. This protocol leverages the asymmetric encryption to secretly evaluate if an encryption satisfies a condition in the form of \( cond = (encrypted variable, operator, threshold) \), where the operators include: \(<, >, \leq, \geq, =, \neq \). Specifically, this protocol generates a token \( T \) for each condition. This is done by using the \( T = GenToken(SK, < cond >) \) function defined in [13], where \( SK \) is the Crystal server’s private key generated according to [13]. Crystal server’s \( SK \) is used to ensure that only Crystal server can generate tokens containing the secret conditions unknown to the unauthorized nodes. In order to evaluate whether the encryption of value \( x \) with the corresponding public key \( PK \), i.e., \( Enc_{PK}(x) \), satisfies \( cond \), we make use of the Query() function defined in [13]. This takes as input the encryption \( Enc_{PK}(x) \) and the token \( T \) generated for \( cond \) and returns a predefined message \( M \), if \( cond \) is satisfied, \( \perp \), otherwise. As in Algorithms 2, a condition for if statement is \( (L_v, “Low”) \), and as in Algorithm 1, four conditions for if statement are \( (f_{L_v}, “High”), (f_{L_v}, “High”), (R_{u \to neg}V_0, =, 100), \) and \( (R_{u \to pos}V_1, =, 0) \). In order to use the function Query() for the above conditions, the variables in the conditions are encrypted. Therefore, we have \( Enc_{SK}(L_v), =, “Low”), (Enc_{SK}(f_{L_v}), =, “High”), (Enc_{SK}(R_{u \to neg}V_0), =, 100), \) and
By this cryptographic method, we can achieve the first privacy requirement (see Section 4.1) in protecting the reputation score against dishonest requesters.

b) For the second privacy issue of data integrity against dishonest advisor. We adopt the digital signature mechanism, specifically, that is the Elliptic Curve Digital Signature Algorithm (ECDSA) [14]. Nodes receive or update the public keys of the other peers using the Crystal application periodically from the Crystal server when they can access the Internet. Each node has its own private key called SK_v. This private key is used for generating the digital signature of the secure reputation score tuple (see Definition 4) after the requester v uses u’s advice and updates u’s reputation scores. However, to make the following requester evaluate the integrity of the reputation scores, v needs to add its ID after the digital signature of the secure reputation score tuple as well, so that the following requester can obtain v’s public key from v’s ID and verify the digital signature to ensure that it was made by a requester different from u. We denote the data structure, consisting of the secure reputation score tuple, digital signature and v’s ID, as reputation score of integrity. More formally,

**Definition 5 (Reputation Score of Integrity).** Let u, v be the advisor and the requester, respectively. Let PK, SK_v be the public key of Crystal server and the private key of the requester v, respectively. Let Enc_PK(R_u) be the secure reputation score tuple as in Definition 4. Let I_{R_u} be the reputation score of integrity of u. More formally,

\[ I_{R_u} = \text{Enc}_PK(R_u) \text{ Sign}_{ECDSA}(\text{Hash(Enc_PK(R_u))}) || ID_v \]

This reputation score of integrity I_{R_u} is used instead of the secure reputation score tuple. Only v has its own private key to make the digital signature, so the other nodes cannot know as well as cannot forge v’s private key. Let w be the following requester. When w receives I_{R_u} from u, w extracts ID and checks if that is u’s ID. If it is true, the data integrity is not ensured. Otherwise, w searches the public key of v, that is, PK_v. Then, w decrypts \text{Sign}_{ECDSA}(\text{Hash(Enc_PK(R_u))}) by PK_v to get h_1 = \text{Hash(Enc_PK(R_u))}. Then, w hashes h_2 = Enc_PK(R_u) to compare if h_1 = h_2. If they are equal, the data integrity is maintained. Otherwise, it is not. Then, the Crystal protocol is enforced and w updates the reputation scores, then generates the signature with its private key and attaches its ID_v into I_{R_u}.

5. EXPERIMENTATION

We compare our work with the work in [7] as both leverage the cryptographic algorithms although we do not solve the same problem. The difference in our approaches is that in [7] the authors use Paillier algorithm while we focus on the Elliptic Curve cryptographic algorithms.

**Parameters.** We perform several experiments using the cryptographic algorithms ECC, ECDSA and Paillier as well as their different key sizes. The experiments are performed on one PC of Windows 10 Professional, 8 GB RAM, CPU i7 1.80GHz. Each value in the experiments is an average of 20 execution times. The Koblitz Elliptic Curves, which are one kind of 15 recommended elliptic curves analysed in [15], are used. Their key sizes are variant in \{233, 283, 409, 571\} bits. SHA-2 key sizes are in \{224, 256, 384, 512\} bits. ECDSA key sizes are in \{384, 521\} bits. Paillier key sizes are in \{1024, 2048, 3072, 4096\} bits. Currently, these key sizes satisfy the NIST’s conditions against the analysis attacks².

**Time cost.** We create 8 combinations of cryptographic algorithms’ key sizes, that is, SHA key size, ECDSA key size = \{(224, 384), (256, 384), (384, 384), (512, 384), (224, 521), (256, 521), (384, 521), (512, 521)\}. For each pair of SHA-2 and ECDSA keys, the key sizes of ECC and Paillier are variant. So, we have 8 different values for each pair of SHA-2 and ECDSA keys. We compare the computing time in generating one reputation score of integrity for each case of key sizes of \{SHA-2, ECDSA, ECC\} and \{SHA-2, ECDSA, Paillier\} as in Figure 3. In all cases of using ECC, the computing time costs are always much less than using Paillier. In the smallest key sizes, of \{SHA-2, ECDSA, ECC\} = \{224, 384, 233\} and \{SHA-2, ECDSA, Paillier\} = \{224, 384, 1024\}, the combination of key sizes containing ECC costs 36.1ms while the combination of key sizes containing Paillier costs 359.9ms. In the highest key sizes of \{SHA-2, ECDSA, ECC\} = \{512, 521, 571\} and \{SHA-2, ECDSA, Paillier\} = \{512, 521, 4096\}, the combination of key sizes containing ECC costs 69.98ms while the combination of key sizes containing Paillier costs 390.5ms.

![Figure 3: Time cost comparison.](image)

**Data Load.** We create 8 combinations of key sizes of ECC and ECDSA, that is, (ECC, ECDSA) = \{(233, 384), (283, 384), (409, 384), (571, 384), (233, 521), (283, 521), (409, 521), (571, 521)\}, and 8 combinations of key sizes of Paillier and ECDSA, that is, (Paillier, ECDSA) = \{(1024, 384), (2048, 384), (3072, 384), (4096, 384), (1024, 521), (2048, 521), (3072, 521), (4096, 521)\}. We compute and compare the data payloads of the reputation score of integrity with different combinations of key sizes as in Figure 4. In the case of the smallest key sizes of 384-bit ECDSA, 233-bit ECC, 1024-bit Paillier, the payload created from ECC is 446 bytes while the one created from Paillier is 675.2 bytes. In the case of the largest key sizes of 521-bit ECDSA, 571-bit ECC, 4096-bit Paillier, the payload created from ECC is 2248 bytes while the one created from Paillier is 2283 bytes. Therefore, the data payload created by ECC is always smaller than the one created by Paillier.
6. **CONCLUSIONS**

We investigate a scenario of a decentralized close area where users cannot access the Internet, and propose a privacy-preserving protocol supporting the requesting user to evaluate the reputation level of an advising user before following his recommendation. Additionally, the proposal presents the secure process of reputation evaluation and computation against the privacy violation of the requester and the advisor. The future works will cope with the authentication issues for nodes as well as the privacy issues against the Crystal server.

![Figure 4: Data load comparison.](image)
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INTERNET OF THINGS (IoT): DATA SECURITY AND PRIVACY CONCERNS UNDER THE GENERAL DATA PROTECTION REGULATION (GDPR)

Olumide Babalola

School of Law, University of Reading, Whiteknights, Reading, United Kingdom

ABSTRACT

Internet of Things (IoT) refers to the seamless communication and interconnectivity of multiple devices within a certain network enabled by sensors and other technologies facilitating unusual processing of personal data for the performance of a certain goal. This article examines the various definitions of the IoT from technical and socio-technical perspectives and goes ahead to describe some practical examples of IoT by demonstrating their functionalities vis à vis the anticipated privacy and information security implications. Predominantly, the article discusses the information security and privacy risks posed by the operationality of IoT as envisaged under the EU GDPR and makes a few recommendations on how to address the risks.
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1. INTRODUCTION

In its simplest form, Internet of Things (IoT) connotes the seamless interconnectivity, interrelativity, and interaction of animate and inanimate objects towards the performance of specific tasks. The concept or technology enables the smart communication of two or more objects co-existing digitally or otherwise for a pre-determined or anticipated outcome or set of outcomes.

The IoT - a coinage by Kevin Ashton in 1999, a British technocrat who co-created a global standard for radio-frequency identification (RFID) - has become a household name to describe the functionality of artificial intelligence (AI) deployed to initiate and consummate a wide variety of human related activities or provision of services.[1] The notion of IoT surfaced along with the invention of the worldwide web but was used for the first time in 1999 with the principal objective of developing technologies that would enable the cross communication and interconnectivity of remote digital devices as part of the ‘embedded computer system.’[2] Porras, et al however conversely argue that the first modern notion of IoT was rather introduced by Mark Weiser in his 1999 article where he mused about ‘interconnected devices that disappear into the background of our everyday lives.’[3]

This article first introduces IoT as a relatively new technology enabling inter-relativity of multiple devices through connectivity-enhancing sensors and control systems while the second part reproduces the various definitions of the concept from academic and technical perspectives and the third describes some practical examples of IoT and the fourth part analyses the data.
security issues plaguing the functionality of IoT whereas the fifth part analyses the privacy concerns in IoT and then the sixth provides recommendation on solutions to the issues while the last part concludes with a recap of the issues discussed.

2. CONCEPTUAL DEFINITIONS

The various definitions of IoT are coloured by origins and vision and sometimes the perspectives of the author making such attempt. The concept has been interchangeably referred to or conflated with terms like Internet of Everything (IoE)[4], Machine to Machine (M2M),[5] Cloud of Things, (CoT),[6] Internet of People (IoP)[7] and Web of Things (WoT)[8] which terms have been given similar or divergent connotations with the IoT.[9]

However, a number of authors and stakeholders have attempted defining IoT along the line of divergent interests and proclivities. The International Telecommunications Union (ITU) views IoT as ‘a global infrastructure for the information society enabling advanced services by interconnecting (physical and virtual) things based on existing and evolving interoperable information and communication technologies (ICT)’[10] and in a similar but not identical attempt, the Internet Oriented Vision defines IoT as ‘a global infrastructure that enables connectivity between both virtual and physical object.[11]

Some definitions however compartmentalize IoT only in relation to physical objects as opposed to the inter-relativity between animate and inanimate entities. For example, Al- Fagaha, et al argue that IoT is a technology that allows physical objects to perceive, hear, see, analyse and undertake tasks by having them interact to exchange data and, ‘relay information to one another, process the information collaboratively, and take action automatically.’[13] This attempt however limits the operationality of IoT to the Internet thereby disregarding the workability of offline digital platforms and their functionalities. In another attempt that overlooks the (human) users of IoT, Whitmore, et al however view IoT as ‘a paradigm where everyday objects can be equipped with identifying, sensing, networking and processing capabilities that will allow them to communicate with one another and with other devices and services over the internet to accomplish some objectives.’[14]

In creating a basis for researchers and academics to further expound on the definitions of IoT, one of the European Commission’s intervention initiatives defined the concept as a universally connected network of infrastructure ‘linking physical and virtual objects through the exploitation of data capture and communication capabilities.’[15] Flowing from this, Weyrich and Ebert associate IoT with ‘innovative functionality and better productivity by seamlessly connecting devices’[16] but in a more elaborate approach, Tarkoma and Katasoner define the concept as ‘a global network and service infrastructure of variable density and connectivity with self-configuring capabilities based on standard and interoperable protocols and formats (which) consists of heterogeneous things that have identities, physical and virtual attributes and are seamlessly and securely integrated into the internet for clarity.’[17] This definition aligns with notion that socio-technical dimensions to IoT envisages the interaction of the mechanical components with their non-technical counterparts within the same artwork.[18]

3. EXAMPLES OF IoT

Superficially, from the preceding definitions, the concept of IoT appears abstract but with the paradoxical[36] intrusion of technology into homes and private affairs, IoT lives with an average human that envisaged. In this part, I will briefly discuss some contemporary examples or manifestations of IoT around.
3.1. Smart homes or automated homes

These are houses or living environments where technology is used to monitor or control the home appliances remotely in two folds: one consists of the automated home devices and the other relates to their interface, processing and intercommunication.[37] The introduction of IoT into homes remotely controls and coordinates the occupants’ individual or joint security needs, medical needs, entertainment preferences, business services, occupational needs and other living needs.[38]

Since smart homes are equipped with ICT which anticipates and responds to the needs of occupants of a house, they necessarily perform their functions after analysing the users’ personal information in relation to those needs and the repeated processing activities outside occupants’ control raise presumptions of privacy invasion and misuse of such personal data.[39] Within the IoT and Smart homes network, personal data are collected, shared, exchanged and transmitted between several exposed platforms in a manner that robs the users of reasonable control over such personal information and thereby puts them in imminent and imagined risks of privacy violation.[40]

3.2. Wearable devices

Wearable devices are electronic or digital gadgets and software integrated into clothing or worn as accessories for processing information from time to time.

They are manufactured with in-built sensors that enable them track day to day activities of users by syncing them with remote mobile devices. These devices by their operational nature periodically collect users’ personal data, share them with other remotely connected devices and ultimately store them in clouds making them vulnerable to attacks, data leakages and breaches with the ultimate end result of privacy invasion. Wearable device like smart bracelets or smart glasses utilize sensors to capture users’ sensitive data like pulse, heart rate, blood lipid, blood pressure and other health data and synchronized with health centres’ devices to detect early symptoms or supervise health status.[41]

The privacy gaps in the processing activities undertaken by the operators of the wearable devices are accentuated by lack of uniform industry regulation on their transmission formats, encryption and confidentiality especially regarding the further use or indefinite storage of the personal data collected on daily basis. [42]

3.3. Automated vehicles (AV)

Automated vehicles are also referred to as ‘fully automated vehicles’ or self-driving cars’ or ‘driver-less cars.’[43] These vehicles are automated to function without human drivers but their navigation is aided by algorithm and sensors using cameras, imaging technology and location-sensitive chips to gather information about the vehicle’s location and other information which impart the vehicle owners’ expectation of privacy.[44] Most personal data processed during the operationality of AVs are stored in the cloud outside the control of users within the custody of third parties who do not have direct contact with users and provide no guarantees against misuse of such sensitive personal data.
4. INFORMATION SECURITY IN IOT

The ubiquity and dynamism of IoT explicably exposes the technology to a wide array of data security issues.[45] Porras identifies nine primary categories of security concerns raised within IoT as: environmental constraints, vulnerable devices, data security, functional constraints, enforcement mechanism, cross device dependencies, identification, authentication and authorization, control legislation and attacks- threats, modes. [46] However, the concern of this borders on data/ information security – a term often conflated or confused with cybersecurity. While cybersecurity refers to the ‘collection of tools, security concepts, security safeguards, guidelines, risk management approaches, actions, training, best practices, assurance and technologies that can be used to protect the cyber environment and organization and users’ assets, [47] information security on the other hand is ‘the protection of information and its critical elements including the systems and hardware that use store and transmit that information.[48]

In the context of IoT, data security borders on confidentiality, integrity, availability, accuracy, authenticity, utility, and possession of personal information within the confines of the relevant data privacy laws applicable in the respective jurisdictions of the IoT concerned. I shall consider some of this in turn.

4.1. Data confidentiality and integrity

Confidentiality and integrity are one of the universal principles of data protection. The EU General Data Protection Regulation (GDPR) mandates data controllers to ensure appropriate security of personal data against accidental loss, destruction or damage through formidable technical or organization measures. [49] By the nature of IoT, massive complex processing activities take place simultaneously necessitating appropriate data confidentiality and integrity mechanisms to prevent loss or destruction of personal information. Contemporary and modern techniques must be employed to shield access to personal data from authorized third parties or malicious destruction. In this light, Chanal suggests some confidentiality-preservatives like Message-Digest (M05), Elliptic Curve Cryptography, Advanced Encryption Standard (AES) and Algorithms for efficient communication in IoT without the fear of eavesdropping, theft of personal data or compromise of the information in any form. [50]

While access control and cryptography have been suggested as mechanisms that reduce the risk of data manipulation, unauthorized access or misappropriation in IoT, their protective coverage do not extend to already disseminated or transmitted personal data but Minch alternatively advises the use of confidential policy in IoT to analyze information flow which ought to culminate in information policies for the networked systems.[51]

4.2. Data accuracy

This is another principle of data protection deeply rooted in the OECD principle of data quality.[52] It stipulates that personal data stored by entities must reflect the true and correct information of data subjects and where they are outdated, such data must be updated or deleted completely. For the IoT, data accuracy is regulated by the source of collection of data and ultimately the storage mechanism which ought to facilitate periodic and necessary updates.

Personal data is the lifeblood of IoT, because they provide the link between the connected devices on one hand and clarity on the nature of expected outcome via the intercommunication of the entities involved, hence, the quality and accuracy of the personal information transmitted within the interconnected entities must not only be verified but sustained.
Karkouch however notes that while data quality or accuracy in IoT is vitiated by: deployment scale, sensors, constrained resources and intermitted loss of connection, these negative effects can be cured by various relevant data cleaning techniques. [53] Inaccurate (personal) data processed within the IoT system does not only violate data protection principles and users’ rights, it compromises the objectives and outcomes of the IoT processing activities making it unreliable of unfit for purpose. In exercise of the right of access [54] to their personal information processed in IoT, users can request from the operators of such technologies, copies of their personal data processed to ensure accuracy of data and as well as ensuring transparency of processing activities involved in the IoT ecosystem when it is ultimately, considered that, IoT could constitute problems to their operators or users where personal data used are inaccurate or outdated.

4.3. Misuse or unauthorised possession of (personal) data

The main objective of data security is prevention of data breach in the form of data loss- (availability breach) or misuse of personal data (utility breach). The risks of data breach vary for different kinds of devices in a IoT network, hence, the need for appropriate and befitting IoT security measures for the respective systems. IoT security is ‘a technology area that addresses the protection of the security and privacy of data and information in the physical world as well as in the digital world.’ [55]

The IoT functionality involves some external and exposed cross-transmission of personal data on various platforms which may be intercepted by middlemen and third parties through the use of sniffing stations.[56] Other security issues such as robustness, reliability, safety, resilience, performability and survivability may also plague data IoT but it must however be noted that while all these issues impact vehicular data, they do not all relate to personal data as far as IoT security is concerned.[57]

5. (INFORMATION) PRIVACY IN IoT

The functionality of IoT thrives in a multitude of data processing activities. Personal data are used to assess users’ preferences, lifestyle, social activities and to ultimately create a profile for marketing or other purposes. Informational privacy is the shade of privacy that interplays with IoT when users’ information are shared between several interconnected devices to provide certain services, thereby exposing the users to privacy risks. While one concedes that the IoT’s utility of personal data ultimately improves service delivery by making them unusually seamless, however this advantage ought to be balanced against the essentiality of right to privacy especially where the data are amassed without (informed) consent or legal basis. [58]

Consent, in this context is, any freely given, specific, informed, and unambiguous indication of the data subject's wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her [59] while informed consent in IoT refers to ‘the process by which a fully informed user participates in decisions about his or her personal data.’ [60] Like found in some online transactions, the ubiquity of IoT however sometimes makes it impracticable for informed consent to be sought and obtained especially since consent envisages an affirmative indication of agreement to surrender data for certain purposes.

Privacy of IoT always raises the issue of trust since the network of devices utilize massive personal data which processing ought to align with users’ expectations of privacy and other freedoms. In IoT, the personal data processed may reveal information on users’ location, financial data, health data, home, family, sexuality etc. hence the paradigm requires protection of
these sensitive data to guarantee users privacy even when exchanged on varying platforms over which the users do not have reasonable control. [61] Ziegeldorf et al argue that ‘the increasingly invisible dense and pervasive collection, processing and disseminating’ of users’ personal data raise serious privacy concerns for IoT enablers like RFID, wireless sensor networks (WSN), web personalization and mobile application platforms. [62]

Privacy in IoT guarantees tripod protection for users to wit: (a) transparency risks posed by AI in IoT (b) personal autonomy over personal data collected and (c) knowledge and control of future utility of personal data, all through five different type of information flows of interaction, collection phase, processing, dissemination, and presentation phases. [63] Even though all the phases technically constitute data sharing and processing phases, they depict the IoT’s cycle of personal data handling in the light of magnitude of personal data surrendered by users’ to IoT and their consequential exposure to privacy risks.

6. MANAGING PRIVACY AND SECURITY RISKS IN IoT UNDER THE GDPR

Many authors [64] have proffered technical solutions for addressing security and privacy risks in IoT but our concern here relates to the legal or regulatory management of information privacy and security in the networked technology. The GDPR which now represents the global benchmark for data privacy [65] is applicable to IoT in so far as it processes the personal data of EU residents or operated by an EU-based entity or targeted at EU customers. [66] Operators or manufacturers of IoT (as data controllers) are obligated under the GDPR to take certain measures to ensure data security and privacy of users of their products.

6.1. Identifying the controller(s) in IoT systems

The whole essence of data protection laws especially the GDPR is the apportionment of liabilities and responsibilities to the stakeholders in every relevant data processing eco-system. Under the GDPR, while the ‘controllers’ determine the purpose(s) and means of processing personal data, the ‘joint controllers’ are two or multiple controllers that jointly determine means and purpose of processing and then ‘processors’ are engaged under contract with definitive terms to process personal data on behalf of controllers, while ‘recipients’ are either employees or other entities to which personal data are disclosed and ‘third parties’ are entities who does not qualify as any of the preceding parties listed here. [67]

In IoT systems a decision on the party responsible for ensuring privacy and data security must necessarily begin with an inquiry into whether or not the developer or manufacturer or seller of IoT is the controller, joint controller or processor. Recital 78 and article 25 GDPR requires a controller to consider and implement the principles of data protection at the point of determination of the means of processing and its implementation and with respect to processors, article 28(1) (b) also requires the implementation of ‘appropriate technical and organizational measures’ to protect personal data.

The complex nature of processing activities undertaken by independent developers of certain components [68] of IoT systems render them liable to qualify as joint data controllers or independent controllers except in rare cases where they may not process personal data in the developmental stages.[69] Hadzovic however identifies a host of other players in the IoT network with varying data processing roles to wit: data manager, service providers, IoT data provider, IoT framework provider, IoT data application provider, IoT data carrier etc. [70] Ultimately, every developer of a component in an IoT network is independently or jointly responsible for ensuring protection of privacy by implementing the GDPR principles except personal data was not
processed during developmental stages. The table below illustrates the apportionment of responsibilities under the GDPR but for this purpose of this paper, we are only concerned with the systems developers, components developer, IoT users and IoT managers.

<table>
<thead>
<tr>
<th>Actors</th>
<th>Designation under GDPR</th>
<th>Responsibility under the GDPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>IoT systems developer</td>
<td>Controllers</td>
<td>Design IoT to incorporate data protection principles like data minimization, storage limitation, lawfulness of processing &amp; transparency, confidentiality and integrity etc. (GDPR, art. 24)</td>
</tr>
<tr>
<td>IoT component developer</td>
<td>Controllers, joint controllers, or processors (depending on terms of engagement)</td>
<td>Comply with the obligations of controllers, and/or as processor provide sufficient guarantees to implement appropriate threshold and organizational measures (GDPR, art. 28)</td>
</tr>
<tr>
<td>IoT Users/consumers</td>
<td>Joint controllers/ independent controllers</td>
<td>Ensure the utility of IoT does not violate others’ data privacy rights and fulfil obligations under the GDPR.</td>
</tr>
<tr>
<td>IoT managers</td>
<td>Controllers/processors. (Depending on the stage they come into the picture.)</td>
<td>Ascertain the compliance of IoT with GDPR principles and ensure the regulatory measures are implemented to minimize risk of data privacy rights violation.</td>
</tr>
</tbody>
</table>

6.2. Use of privacy statements

IoT collect information round the clock for intermittent use and sometimes store them indefinitely hence, users of IoT platforms are entitled to information on how, why and when their personal data are collected, stored and used. Article 13 GDPR guarantees data subjects right to information on: (a) identity (b) identity of controller, details of data protection office, purpose of process (c) legitimate interest (d) recipients etc.

Operators of IoT can fulfil their obligation to provide information by utilizing privacy statements. These are either designated as privacy notice or policies that fully explain entities’ collection purpose, use, storage, and overall management of personal data and therein giving the users a choice over their preference for processing activities on their personal data. These statements enable users develop trust in the IoT systems and reduce the apprehension of privacy risks more so through the data controllers’ transparency as clearly spelt out in the statements. Ultimately, to achieve optimum result, privacy policies/notices in IoT ought to be summarized to aid comprehension, categorized, well organised, and automated into the respective systems.[71]

6.3. Data protection by design and default

This is one of the hallmarks of the GDPR which introduced an additional obligation on data controllers (IoT manufacturers in this context) to integrate, at the point of construction ‘Privacy-Enhancing-Technologies’ (PETs) and throughout the life cycles of the IoT.[72] Article 25 GDPR
imposes a duty on IoT manufacturers and operators to integrate technical and organizational measures in the system, to fulfil the data protection of personal data and privacy of users.

In integrating privacy by default and design in IoT, manufacturers must identify and ascertain the legal basis to process users’ information, ensure security of information collected and prevent misuse of such personal data which must not be stored for more than necessary and minimize the quantum of irrelevant data collected by the devices in the network. Article 29 Working Party recommends the utility of ‘shielding techniques’ or ‘kill commands’ to address unauthorized or unanticipated tracking of personal data belonging to users of IoT. [73] For enhancement of privacy in IoT, Larrieux suggests the use of other PETs like ‘thresholding the transmission of information based on signal strength, protecting passwords and using hash-locks or metalDs.’[74]

7. CONCLUSION

With the rise in human dependence on IoT comes privacy and security challenges associated with the intrusive and invasive tendencies of the ubiquitous technology. Of all issues militating against IoT, privacy and security concerns rank top in spite of the seaming wilful surrender of personal information by users – this underscores the privacy paradox of IoT platforms.

In this article, I have briefly discussed the origin of IoT as well as the various academic definitions of the concept to show its nature, objectives and nuances. I have also analysed how privacy and data security continue to pose threats to the seamless utility and operationalism of IoT and here, I have also proffered some quick or long fixes to the process.
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\textbf{ABSTRACT}

This paper describes the implementation of a 4-channel, 10-bit, 1 GS/s time-interleaved analog to digital converter (TI-ADC) in 65nm CMOS technology. Each channel consists of interleaved T/H and ADC array operating at 250 MS/s, with each ADC array containing 14 time-interleaved sub-ADCs. This configuration provides high sampling rate even though each sub-ADC works at a moderate sampling rate. We have selected 10-bit successive approximation ADC (SAR ADC) as a sub-ADC, since this architecture is most suitable for low power and medium resolution. SAR ADC works on binary search algorithm, since it resolves 1-bit at a time. The target sampling rate was 20 MS/s in this design, however the sampling rate achieved is 15 MS/s. As a result, the 10-bit SAR ADC operates at 15 MS/s with power consumption of 560 \( \mu \)W at 1.2 V supply and achieves SNDR of 57 dB (i.e. ENOB 9.2 bits) near Nyquist rate input. The resulting Figure of Merit (FoM) is 63.5 fJ/step. The achieved DNL and INL is +0.85\,-\,0.9 LSB and +1\,-\,1.1 LSB respectively. The 10-bit SAR ADC occupies an active area of 300 \( \mu \)m \( \times \) 440 \( \mu \)m. The functionality of single channel TI-SAR ADC has been verified by simulation with input signal frequency of 33.2 MHz and clock frequency of 250 MHz. The desired SNDR of 59.3 dB has been achieved with power consumption of 11.6 mW. This results in a FoM value of 60 fJ/step.
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1. \textbf{INTRODUCTION}

Time-interleaved analog to digital converters (TI-ADC) use a parallel combination of multiple sub-ADCs into a single ADC, that can improve the sampling rate compared to the sub-ADCs alone. The major advantage of time-interleaved ADC is that it can improve the sampling rate in a given technology. In wide band applications like wireless communication, serial data links require A/D converters with high sampling rate to meet the channel bandwidth and power requirements. Existing high-speed ADCs require high power to meet the required sampling rate. However, many applications demand for high sampling rates while keeping the power consumption relatively low. In these cases, low powered sub-ADCs operating at lower sampling rates can be used with interleaving to achieve the required sampling rate. In the proposed design we have selected SAR ADC architecture for sub-ADCs, since this architecture is most suitable for low power and moderate sampling rate. The major design challenge for time-interleaved ADCs is matching the performance of the sub-ADCs used with respect to bandwidth, timing, offset and gain. Mismatch in the performance of sub-ADCs degrades its major specifications like SFDR, SNDR etc. required for wireless communications. The mismatch in sub-ADCs can be
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detected and corrected by using calibration methods either in analog or digital domain. this
correction can remove the problems due to mismatch to a certain extent [6] [8]. the proposed
design adds redundant sub-ADCs in each ADC array (each channel) to enable background
calibration. This paper describes the design procedure for a 10-bit 1 GS/s TI-ADC and
implementation of a 10-bit SAR ADC. The TI-ADCs consist of a total of 4 × 14 i.e. 56 time-
interleaved SAR ADCs, with each SAR ADC working at 20 MS/s (250M/13 ~ 20 MS/s)
sampling rate to meet the overall sampling rate of 1 GS/s. Each SAR ADC consists of
comparator, DAC and SAR logic. The rest of the paper is organized as follows: Section-2
describes the 4-Channel TI-ADC Architecture. Section-3 describes the Implementation of 10-bit
20 MS/s SAR ADC. Section-4 provides layout design and post layout simulation results. Section-
5 describes the implementation of single channel TI-SAR ADC. Finally, the conclusions and
future work are given in Section-5.

2. 4-Channel TI-ADC Architecture

Fig. 1 shows the architecture of the 4-channel TI-ADC, each channel consists of time-interleaved
T/H and ADC array, each ADC array uses 14 time-interleaved 10-bit SAR ADCs. The 4-
channels are driven by clock frequency of Fs/4, with equally spaced phases, φ<1> to φ<4>.
In a TI-ADC with sampling rate (Fs) of 1 GS/s, each channel should operate at Fs/4 = 250 MS/s
with equally spaced phases at φ< i > = 2π(i - 1)/4 where i = 1, 2, 3 etc. (0°, 90°, 180°, 270°).
Sampling rate of each SAR ADC should be 20 MS/s. The additional 10-bit SAR ADC used in
each channel is for background calibration. Fig. 2 shows the timing diagram of 4-channel TI-
ADC at each rising edge of master clock (Fs). The track and hold unit of each channel spends two
clock cycles in track mode and two clock cycles in hold mode. This choice of timing presents a
trade-off between input bandwidth and accurate sampling of the input. Since the operation of
each channel is shifted with respect to the previous one by one clock cycle, at any given time,
only two channels are in track mode. This implies that at any moment of time \( N=2 \) (‘N’ represents number of channels) sampling capacitors are connected to the input. While this limits the bandwidth [5], it gives enough settling time for sampling the data (two clock cycles) to the T/H unit. When the first T/H goes from track mode to hold mode it has acquired a sample of the analog input over two clock periods.

![Figure 2. Timing diagram of 4-channel TI-ADC.](image)

It is then converted to digital domain by the corresponding sub-ADCs in each channel. The master clock (Fs) works at 1 GHz while each track/hold and sub-ADC works at 250 MHz clock frequency with appropriate phase shift.

### 2.1. Limitations of Time-Interleaved ADC

The optimum number of channels are chosen based on the required sampling rate. To achieve high sampling rate, increasing the number of channels is not desirable because of offset, bandwidth, timing and gain error mismatches between the channels. Mismatch in the channels degrades the performance of time-interleaved ADC. Corrections for these mismatches can be implemented to a certain extent using calibration in either digital or analog domain. However, the calibration process in time-interleaved ADCs is constrained by the number of channels.

### 3. IMPLEMENTATION OF 20MS/S 10-BIT SAR ADC

A Successive approximation register (SAR) ADC works on binary search algorithm principle. Fig. 3 shows the block diagram of fully differential 10-bit SAR ADC. It consists of comparator, capacitive DAC (CDAC) & SAR logic. Binary search algorithm proceeds along the following steps to convert the analog input into its equivalent digital output [13]. The first step is to sample the differential inputs during sampling phase using CDAC. Next step is to set the 10-bit register in SAR logic to mid code (i.e., 1000...00, here MSB is ‘1’), this forces the 10-bit CDAC to \( V_{\text{pref}} /2 \) where \( V_{\text{pref}} \) is positive reference voltage to the CDAC. The comparator compares the
differential DAC outputs (i.e., \( V_p = - V_{\text{inp}} + V_{\text{pref}}/2 \) & \( V_n = -V_{\text{inn}} + V_{\text{pref}}/2 \)). If the \( V_n > V_p \) (i.e., \( V_{\text{inn}} > V_{\text{inp}} \)) then MSB will remain at active high otherwise it will be forced to active low. After resolving MSB bit, the SAR logic moves to next bit, it forces that bit active high and does another comparison, this process is repeated for 10-bits till it reaches to least significant bit (LSB). Then 10-bit digital output code is available at end of conversion (EOC).

![Figure 3. Block diagram of 10-bit SAR ADC](image)

Since, SAR ADC resolve the input one bit at a time, the complexity and power consumption is lower at expense of reduced sampling rate. 10-bit SAR ADC requires the 10 + 3 clock cycles to get the digital output for given analog input inclusive of two cycles for sampling the input with comparator offset calibration before the conversion takes place and another cycle for data latch after the conversion. This cycle signal is called end of conversion (EOC).
3.1. 10-bit Fully Differential Capacitive DAC

Fig. 4 shows architecture of 10-bit fully differential capacitive DAC (CDAC). It performs both sampling (S/H) operation as well as DAC operation. CDAC switching mechanism is controlled with SAR logic based on the comparator decision. In 10-bit CDAC, the capacitor network is in binary weighted fashion with dummy capacitor, Where \( C_u \) is a unit capacitor. For simplicity, the explanation given here is for a single sided CDAC. The same is applicable for a fully differential CDAC. During the sampling phase (S), the top plates of the capacitors in network are connected to common mode voltage \( (V_{cm} = 0.6 \text{ V}) \) through a switch and bottom plates are charged to the input voltage \( (V_{inp}) \). The total charge on the capacitor during sampling phase is calculated by \( Q_{tot} = 2^n * C_u (V_{cm} - V_{inp}) \) for an n-bit CDAC. During the next cycle, the top plate switch is opened before the SAR logic sets the MSB bit to high (‘1’) thus the bottom plate of the MSB capacitor is now connected to \( V_{pref} (1.2 \text{ V}) \). The remaining capacitors are connected to \( V_{nref} (0 \text{ V}) \). Since the top plate is connected to a high input impedance of the comparator, the total charge on capacitors remains the same [14]. However, switching causes the charge to redistribute resulting in the top plate potential going to \( V_x \). The total charge on top plate capacitor is given by

\[
Q_{tot} = Q_{MSB} + \ldots\ldots + Q_{LSB} + Q_{dummy} \tag{1}
\]

\[
2^n C_u (V_{cm} - V_{inp}) = 2^{n-1} C_u (V_x - V_{pref}) + 2^{n-1} C_u (V_{x}) \tag{2}
\]

\[
V_x = -V_{inp} + V_{cm} + V_{pref}/2 \tag{3}
\]

If \( V_x < V_{cm} \), it means \( V_{inp} > V_{pref}/2 \) and the most significant bit (MSB) value is set to high, otherwise it is reset to low (‘0’). In next cycle the second MSB bit is set to high, which results in a comparison with either \( 3V_{pref}/4 \) or \( V_{pref}/4 \), depending on the value of MSB bit, this process continues till the CDAC converges to \( V_{cm} \) (common mode voltage) and the LSB is determined. The major advantage of capacitive DAC is that it is less sensitive to parasitic effects across the capacitor array, which improves linearity (monotonic) at the DAC outputs.

3.2. Selection of Unit Capacitor (\( C_u \)) and Switch

The value and type of unit capacitor is chosen based on area and mismatch data given in UMC65nm CMOS technology. This technology has two different types of capacitors (i) MOM
Capacitor (ii) MIM Capacitor. MIM capacitor is more accurate compared to MOM capacitor, but it occupies more area. The value of unit capacitor is limited by thermal and quantization noise (i.e., the sum of rms thermal noise and rms quantization noise to be less than LSB/2). $KTC_{total} + \text{LSB}^2/12 < (\text{LSB}/2)^2$, where $\text{LSB} = 1.2/2^{10} = 1.17 \text{ mV}$, therefore $C_{total}$ should be greater than 100 fF. Also, the total capacitance for 10-bit CDAC is $2^{10} * C_u = C_{total}$, where $C_u$ unit capacitance. This gives a unit capacitance of $C_u > 100 \text{ aF}$ [15]. Choosing a lower value capacitance reduces the switching power and area but mismatch between capacitor arrays become very high which leads to non-linearity. In this design considering the area constraint, switching power and mismatch factors, the chosen unit capacitance ($C_u$) value is 10 fF which occupies an area of 4 µm * 4 µm. Transmission gates (TG) were used as switches to meet the settling error within LSB/2, given the settling time (800 pS) during the sampling phase. Considering the unit capacitance of 10 fF, the total capacitance during the sampling phase, $C_{hold} = 2^{10} * 10 \text{ fF} = 10.24 \text{ pF}$. The settling time of DAC output is 4 ns (5 * $R_{on} * C_{hold} = 4 \text{ ns}$) with clock frequency of 250 MHz so, the ON-resistance of switch should be less than 78 Ω (i.e., $R_{on} < 78 \Omega$). Which leads to TG transistor (Both NMOS and PMOS) sized with $W = 10 \mu m$ and $L = 0.1 \mu m$.

3.3. Selection of Comparator Architecture

The comparator is a key component in an analog to digital converter (ADC). Every ADC contains at least one comparator (1-bit A/D converter). It must be able to resolve very small analog voltage and convert it into a rail-to-rail digital output. This small input voltage is known as the resolution of the comparator. The basic function of the comparator is to compare the differential input signal with the reference threshold and to give a digital decision accordingly. The architecture of the comparator is chosen based on resolution, speed, offset voltage and power dissipation. A dynamic latch comparator is most widely used for high speed and low power consumption. The main disadvantage of latch type comparators is their high input offset voltage due to mismatch in transistors and also the kick back noise effect at the inputs. To reduce the input offset voltage and the effect of kick back noise, a preamplifier is used in front of the dynamic latch. The requirements from the comparator are:

- Resolution (LSB) = 1.17 mV
- Input offset voltage and input integrated noise < LSB/2
- Settling time < 800ps, considering 250 MHz as clock frequency

3.4. Architecture of Preamplifier Based Dynamic Latch Comparator

Fig. 5 shows the schematic of preamplifier based dynamic latch comparator. It consists of three stages viz preamplifier, dynamic latch and SR latch. Preamplifier is a differential amplifier with resistive load ($R_0, R_1 = 5 \text{ KΩ}$) with wide bandwidth and relatively small gain to achieve high speed as shown in Fig. 5a. The dynamic latch consists of two cross-coupled CMOS inverters used for regeneration as shown in Fig. 5b. It operates in either one of the following two modes:

- Rest phase (CLK = LOW)
- Evaluation phase (CLK = HIGH)
During the reset phase, the output nodes of cross coupled inverters (M2-M5) are reset to $V_{DD}$ through the reset transistors M6 and M7. During the evaluation phase, the tail transistor MN9 is turned on. The input transistor pairs (M0, M1) start discharging at different time rates depending on the applied input voltage. This initiates positive feedback, enhancing the small differential voltage to a full swing differential output. The mismatch of transistor size in differential pair (M0, M1) and threshold voltage variation between M4, M5 transistor can lead to high input offset voltage. This offset voltage can be reduced by keeping a preamplifier in front of the dynamic latch which also prevents kick back noise to the differential inputs. The gain of the preamplifier is 19.5 dB with unity gain bandwidth (UGB) of 5 GHz, input offset voltage of $\pm 872 \mu V$ and input integrated noise (100 Hz to 5 GHz) of 715 $\mu V$ (rms).
3.5. 10-bit Successive Approximation Register Logic

There are two kinds of approaches to design SAR logic. One is a method proposed by Anderson [17] and the other is Rossi and Fucili method [18]. Fig. 6 shows 10-bit SAR logic proposed by Anderson. It is based on shift registers and combination logic. In this design, the binary search 10-bit SAR logic is implemented using this approach. The proposed 10-bit SAR logic requires at least $2^{10} = 20$ D-FFs. One chain of 10 D-FFs for storing the conversion results and another chain of 10 D-FFs for performing the shift operation and generation of necessary control signals (SN< 9:0 >, SP< 9:0 >) for DAC operation using combinational logic. SAR logic performs three main operations, (i) It shifts the initial mid code (i.e.,1000...00, here MSB is ‘1’) to the right by one bit (ii) It loads the result from the comparator (COMPA OUT) during the positive edge triggering of next nearest bit (iii) Finally it holds the converted bits. After 10 clocks, shift registers generate pulse called end of conversion (EOC), which means that the whole conversion is completed. The EOC also indicate the start of the next sampling.

4. LAYOUT DESIGN & POST LAYOUT SIMULATION RESULTS

4.1. Transient response of 10-bit CDAC

Fig. 7 shows the transient response of differential CDAC ($V_x$, $V_y$ nodes shown in Fig. 4) with DC input voltages $V_{inp} = 1.1$ V and $V_{inn} = 0.1$ V at 10 MS/s sampling rate. The corner (typ, min, and max) and monte-carlo simulations have been carried out for differential CDAC and the
output voltage variation of about ±900 µV at maximum input voltage (i.e., <LSB) is seen. DAC output voltages are settled within 0.5 LSB of the final value. The dynamic power (i.e., $C_{\text{total}} \times V_{\text{DD}}^2 \times F_s$) of 10-bit CDAC is 150 µW with 1.2 V supply at 10 MS/s.

Fig. 8 shows the transient response of comparator with triangular input signal and with a common mode voltage of 0.6 V. To estimate the input offset voltage of preamplifier-based latch comparator, Monte-Carlo simulations were carried out (number of runs = 50) and the comparator output transition were seen to be shifted towards positive and negative side in time which results an input offset voltage deviation of ±872 µV about the mean value respectively as shown in Fig. 9.
Figure 9. Preamplifier based dynamic latch comparator input offset voltage (a) at negative terminal (b) at positive terminal

4.2. Transient Response of 10-bit SAR Logic

Fig. 10 shows the transient response of 10-bit SAR logic. The clock frequency of 250 MHz pulse input (period = 4 ns) is given to MOD-13 counter to generate the sample pulse (SIN). It repeats for every 13 cycles (i.e 13*4ns = 52 ns). 10-bit shift register used for generating the EOC pulse (T_{pulse} = 4 ns) just before the next sampling. The shift register and combination logic is used for generating control signals (SN<0>, SN<1> .. SN<9> and SP<0>, SP<1> .. SP<9>) based on comparator decision (COMPA OUT).
4.2. Layout Design & Dynamic Performance of 10-bit SAR ADC

Fig. 11 shows the layout of 10-bit SAR ADC. In this design, the METAL stack with maximum metal width is used for routing critical nets like differential CDAC outputs, comparator output in a symmetric manner to avoid the output voltage mismatch, delay due to parasitic effects. All control signals which control the switching of CDAC are laid out symmetrically to meet the equal delay effect. The total area occupied by 10-bit SAR ADC is 300 µm * 440 µm.

![Figure 11. Layout of 10-bit SAR ADC](image)

The coherent sampling method is used for evaluating dynamic performance of ADC as shown in Fig. 12b, the transient noise simulation is carried out to include quantization, thermal noise effects ($F_{\text{max}}$ is chosen as maximum clock frequency given for ADC i.e., 250 MHz). The following inputs are given for evaluating the dynamic performance of 10-bit SAR ADC. $V_{in} = 1V_{p-p}$, $F_{in} = F_s/2$ (i.e., nyquist rate input), $F_s = 15$ MS/s and no. of points is 128. The achieved SFDR is 64.5 dB and SNDR of 57 dB ($\text{ENOB} = 9.2$ bits).
4.3. Static Performance of 10-bit SAR ADC

The evaluation of static performance (DNL and INL) of 10-bit SAR ADC is done by using endpoint method with ramp input. The following inputs are given for evaluating the static performance of 10-bit SAR ADC, ADC sample rate is $F_s = 15$ MHz or $T_s = 66$ ns, resolution of ADC is 1.17 mV, for LSB/4 measurement the resolution per code becomes 4 samples/code and ramp duration per code will be 264 ns (i.e., $4 \times 66$ ns). So, ramp slope is 1.17 mV/0.264 μs. The achieved DNL of $+0.85 \text{ LSB}$ is shown in Fig. 13a and INL of $+1.061 \text{ LSB}$ is shown in Fig. 13b. The major INL and DNL jump occurs at first and second MSB transition, which are due to capacitor mismatches [12].
5. Architecture of Single Channel TI-SAR ADC

A Single Channel TI-SAR ADC architecture consist of the following sub-modules as shown in Fig. 14.

- Current Biasing
- Clock generation / Timing scheme
- Digital Multiplexing

5.1. Current Biasing

Fig. 15 shows the current basing circuit of single channel TI-SAR ADC. The two-stage differential amplifier (error amplifier) with gain of 65 dB is used to create the voltage controlled current source (voltage to current converter). In Fig. 15 shows the voltage to be converted is
applied to noninverting terminal of the amplifier. The inverting terminal of the amplifier is connected in negative feedback viz resistor and transistor MN0. The output of amplifier drives the input gate of the transistor MN0. The error amplifier will force the required gate voltage such that the voltage across resistor R0 need to be \( V_{\text{ref}} \) is equal to 0.6 V, which results the reference current in R0 and MN0 will be 120 \( \mu \text{V} \) (i.e., \( V_{\text{ref}} / R0 \)). Further this reference current is pass through PMOS current mirror (M0 to M14) and mirror current is scaled down to 50 \( \mu \text{A} \) by sizing the PMOS transistor, finally the bias currents are (IBIAS< 1 > to IBIAS< 14 >) fed to comparators of 14 TI-SAR ADC.

5.2. Timing Scheme/Clock Generation

Fig. 16 shows the timing scheme of single channel time-interleaved SAR ADC. It is based on shift register. In this design, the timing signals (ADC< 1 > to ADC< 14 >) for operation of TI-SAR ADC are generated by cascading the DFFs, so that the output from the previous flip-flop becomes input to the next flip-flop. While performing shift operation the timing signals are shifted by one clock period, where the clock (CLK) operates at 250 MHz (i.e., period of 4 ns) and the reference sample pulse is generated by MOD-14 counter, which repeats for every 14 clock cycles. Fig. 17 shows the transient response of timing scheme for 14 time-interleaved SAR ADC, here the CLK operates at 250 MHz and reference sample pulse (SAMPLE PULSE) which repeats for every 14 clock cycles. The timing signals for operation of TI-SAR ADC (ADC< 1 > to ADC< 14 >) are shifted by one clock period without overlapping.
Figure 17. Transient response of timing scheme

5.3. Digital Multiplexing

Fig. 18 shows the block diagram of 14×1 digital multiplexing. In this design, the output data from each 10-bit SAR ADC (D < 1 : 10 >) is available at EOC. During rising edge of EOC the digital data from 14 TI-SAR ADC is latched into corresponding D-FFs (DFF1< 1 : 10 > to DFF14< 1 : 10 >). The latched data (D1< 1 : 10 > to D14< 1 : 10 >) is fed to corresponding 14 × 1 multiplexer and finally the multiplexed output data read in parallel combination, which is controlled by an MOD-14 counter (S < 1 : 4 >) operates at Fs = 250 MHz.

Figure 18. Block diagram of 14×1 digital multiplexing
6. **Simulation Results of 14 TI-SAR ADC**

6.1. **Dynamic performance**

The ideal 10-bit DAC is used to reconstruct sampled analog output voltages from the 10-bit digital outputs \( \text{D}< 9 : 0 > \) as shown in Fig. 19a, here \( \text{D}< 9 > \) represents the sign bit. The coherent sampling method is used for evaluating dynamic performance of TI-SAR ADC as shown in Fig. 19b. The transient noise simulation is carried out to include quantization, thermal noise effects \( (\text{F}_{\text{max}} \text{ is chosen as maximum clock frequency given for ADC i.e., } 250 \text{ MHz}) \). The following inputs are given for evaluating the dynamic performance of 10-bit TI-SAR ADC. \( \text{V}_{\text{in}} = 1 \text{ V}_{\text{p-p}}, \text{F}_{\text{in}} = \text{F}_{\text{s}}/8 \) (33.6 MHz), \( \text{F}_{\text{s}} = 250 \text{ MS/s} \) and no. of sample points \( (\text{N}) \) is 128. The achieved SFDR is 66 dB and SNDR of 59.3 dB \( (\text{ENOB} = 9.6 \text{ bits}) \). This results in a FoM value of 60 fJ/step.

![Figure 19. Single channel TI-SAR ADC (a) Transient response (b) Output Spectrum](image)

7. **Performance Summary and Comparison**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process/Technology</td>
<td>UMC 65 nm CMOS Technology</td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>1.2 V</td>
</tr>
<tr>
<td>Input Swing (differential)</td>
<td>2 V_{p-p}</td>
</tr>
<tr>
<td>Sampling Rate</td>
<td>15MS/s</td>
</tr>
<tr>
<td>Input Offset Voltage</td>
<td>±872 µV</td>
</tr>
<tr>
<td>SFDR</td>
<td>64.5 dB</td>
</tr>
<tr>
<td>SNDR</td>
<td>57 dB</td>
</tr>
<tr>
<td>ENOB</td>
<td>9.2 bits</td>
</tr>
<tr>
<td>Power consumption</td>
<td>560 µW</td>
</tr>
<tr>
<td>FoM</td>
<td>63.5 fJ/Step</td>
</tr>
</tbody>
</table>
Table 2. Comparison Table

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
<td>SAR</td>
<td>SAR</td>
<td>SAR</td>
<td>SAR</td>
<td>SAR</td>
</tr>
<tr>
<td>Technology (nm)</td>
<td>65</td>
<td>90</td>
<td>65</td>
<td>90</td>
<td>65</td>
</tr>
<tr>
<td>Supply Voltage (V)</td>
<td>1.2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.2</td>
</tr>
<tr>
<td>Sampling Rate (MS/s)</td>
<td>15</td>
<td>50</td>
<td>50</td>
<td>30</td>
<td>50</td>
</tr>
<tr>
<td>Resolution (bit)</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Power (µW)</td>
<td>560</td>
<td>700</td>
<td>820</td>
<td>980</td>
<td>826</td>
</tr>
<tr>
<td>SFDR (dB)</td>
<td>64.5</td>
<td>-</td>
<td>68.16</td>
<td>61.8</td>
<td></td>
</tr>
<tr>
<td>ENOB (bits)</td>
<td>9.2</td>
<td>7.8</td>
<td>9.16</td>
<td>9.16</td>
<td>9.18</td>
</tr>
<tr>
<td>FoM (J/step)</td>
<td>63.5f</td>
<td>65f</td>
<td>30f</td>
<td>57f</td>
<td>27f</td>
</tr>
</tbody>
</table>

8. CONCLUSION AND FUTURE WORK

This paper describes about various architectures of time-interleaved ADCs, selection of number of channels based on sampling rate and sub-ADC architecture. The mathematical model for 14 time-interleaved ADC has been developed to analyse the effect of gain, offset and timing mismatch among the channels. The design of 10-bit, 20 MS/s SAR ADC has been implemented in 65nm CMOS Technology. Layout design of 10-bit capacitive DAC, preamplifier based dynamic latch comparator is implemented by using common centroid method and their extracted views are included in simulations. The target sampling rate was 20 MS/s in this design, however the sampling rate achieved is 15 MS/s. As a result, the 10-bit SAR ADC operate at 15 MS/s with power consumption of 560 µW at 1.2 V supply and achieves SNDR of 57 dB (i.e. ENOB 9.2 bits) near Nyquist rate input. The design of 10-bit, 14 time-interleaved (single channel) SAR ADC has been implemented. The achieved SNDR of 59.3 dB (ENOB = 9.6 bits) and SFDR of 66 dB with power consumption of 11.6 mW. This results in a FoM value of 60 fJ/step.

8.1. Future Work

The future work following this are –

- Implementation of proposed 4-channel, 1 GS/s time-interleaved SAR ADC.
- Implementation of calibration techniques to overcome the non-ideal effects in time-interleaving ADC (offset, gain and timing mismatches among the channels).
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ABSTRACT

Sensing of analogue signals such as voltage, temperature, pressure, current etc. is required to acquire the real time analog signals in the form digital streams. Most of the static analog signals are converted into voltage using sensors, transducers etc. and then measured using ADCs. The digitized samples from ADC are collected either through serial or parallel interface and processed by the programmable chips such as processors, controllers, FPGAs, SOCs etc. In some cases, Multichannel supported ADCs are used to save the layout area when the functionalities are to be realized in a small form factor. In such scenarios, parallel interface for each channel is not a preferred interface considering the more number of interfaces / traces between the components. Hence, Custom, Sink synchronized, Configurable multichannel ADC soft IP core has been developed using VHDL coding to interwork with multichannel supported, time division multiplexed ADCs with serial interface. The developed IP core can be used either as it is with the SPI interface as specified in this paper or with necessary modifications / configurations. The configurations can be the number of channels, sample size, sampling frequency, data transfer clock, type of synchronization – source / sink, control signals and the sequence of the operations performed to configure ADC. The efficiency of implementation is validated using the measurements of throughput, and accuracy for the required range of input with acceptable tolerances. ZYNQ FPGA and LTC2358 ADC are used to evaluate the developed IP core. Integrated Logic Analyser (ILA) which is an integrated verification tool of Vivado is used for Verification.
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1. INTRODUCTION

The latest digital technology revolution and the rapid growth of semiconductor technology in the fields of FPGA, SOC [2][5][6], RFSOC [5], etc. and programming flexibility lead to choosing either SOC or RFSOC based applications. ASIC based solution is expensive for very high throughput [3]. In general ASIC solution is not cost effective unless there is no mass manufacturing. Programmable chip based platform demands the engineer to develop VHDL, Verilog, System C based IP cores when there are no readily available IP cores from the vendor for the particular interface or for the application. Since the FPGA has further grown into SOC and RFSOC with the integration of inbuilt multicore processor, controller such as ARM cores, Application Processing Unit (APU), real time Processing Unit (RPU) etc., these platform demand further to have the software development skill based on C, C++, Embedded C either with Operating system such as LINUX, VxWORKS, or customized OS such as PetaLINUX or without any OS – in bare metal mode. Programmable chip has to incorporate with indigenously
developed IP core or vendor specific, technology dependent, readily available free IP core or purchasable third party IP cores.

The developed architecture and the platform uses such SOC FPGA with inbuilt dual ARM core, logic resources such as LEs, memory bits, etc. The developed reconfigurable soft IP core and the approach can be used to develop such custom IP cores for any FPGA and for any type of ADC except the ADC which is hard IP core of RFSOC. The developed IP core also is configurable to change the clock mode, sampling frequency, no of channels etc. The soft ADC IP core and inbuilt ADC hard IP core which is available in RFSOC FPGAs have the limitation in supporting input voltage range for higher voltages, generally beyond 1V. In such scenarios, ADC IC has to be used.

As per the requirement, the input voltage range from -10.24 volts to +10.24 volts is to be measured. In addition to this requirement, considering the number of channels, sample size, accuracy, number of pins available at FPGA, sampling frequency, acceptable propagation and processing delay, complexity of the configuration, obsolescence of the ADC IC etc; ADC LTC2358 [1] was chosen. These aforementioned parameters are the motivation to choose a specific IC and serial interface with minimal interconnections for high speed at Mbps, advantage of sink sync scheme over source sync scheme are the motivation to the associated algorithm. But the reusability of the configurable multichannel ADC soft IP core across the different technology based FPGAs has been considered and behavioural VHDL has been written for the core ADC IP core. More details are provided in Section II.

In practical scenarios, the input voltage level range may vary and expected accuracy also may vary. Hence, it would be a desired feature / requirement to configure the sensing input voltage range and other parameters either through GUI (Graphical User Interface) / CUI (Command User Interface) or to set from the possible options / settings as a part of the factory settings of the firmware. Provisions are provided to select the parameters through CUI after the POST is successful. Even in this implementation, the IP core is set with default configuration and further can be changed through CUI as and when the requirement changes. LTC2358 has an option to set the voltage ranges from +/-10.24V, 0V to 10.24V, +/-5.12V, or 0V to 5.12V. Correspondingly, the achievable accuracy in terms of error is 0.12 mV theoretically and practically 11.37 mV.

Sink synchronization is preferred in few scenarios where the whole processes have to be operated with reference to a single master clock for better synchronization, to reduce the number of interconnections, and to avoid the multiple clock domain, to avoid glitches, to avoid or to reduce the phase error and to mitigate the effect of the accumulated jitter. Otherwise, additional techniques such as buffering or one clock delay in the case of source synchronous mode are required. Desired Serial interface and sink synchronization are exploited as additional advantages with the configurable and reconfigurable custom multichannel ADC soft IP core. At the same time, JEDEC JESD204 is recommended for high speed ADC interfaces at Gbps [9]. The developed IP core’s main functionality is verified by sensing the static analog signals, and the processing of dynamic ADC samples is not the scope of the work. That’s why the performance measurement such as SINAD measurement, SFDR, etc are not required and not done. Integrated Logic Analyser (ILA) [7] which is an integrated verification tool of Vivado is used for Verification. No third party tool is required, whereas [2] uses Synopsis Discovery AMS platform. The main contributions are the realization of Sink synchronized, Configurable multichannel ADC soft IP core in PL section, the driver, API, and the embedded software developed for the inbuilt ARM core and the developed CUI for the configuration of ADC IP core and for the verification of results. CUI is operated through debug port based on UART interface. The implemented ADC IP core has a configurable FIFO size which can be configured only in the
firmware. This FIFO size can be varied based on the application requirement. Depth of FIFO or storage space is configurable from 8 samples to 1K samples. The same space is required in ARM processor also. The achieved processing speed of the algorithm supports 200 Ksps / Channel with the acquisition time of 570ns.

In the present paper, concept and flow are explained through Section II to Section VI. Section II covers the relevant portion of the hardware platform architecture, data flow between the components, and brief summary about the relevant components used in the hardware. The software development approach, associated tools, and software mapping into the hardware are explained in Section III. Section IV depicts the data transfer protocol, flow chart, pseudo random code / portion of the code, and brief explanation. Section V demonstrates the simulation and test results of the implementation to verify the functional requirements and the measurement of the main parameters such as throughput, and accuracy. Section VI concludes with the novel claims, developments and chances for further proliferation.

2. HARDWARE PLATFORM ARCHITECTURE, AND DATAFLOW

IP core for Max104 ADC is developed on Virtex2Pro in [3]. But, here, the hardware consists of ZYNQ [4] XC7Z045FFG900-0I as the core. The hardware platform architecture (HPA) with the functional off chip peripherals is shown in Figure 1. The analogue signals to the hardware is coming through a 3U VPX board edge connector which is filtered and given to the ADC LTC2358. The digitized output from ADC is then received into the PL section of FPGA and received packetized / interleaved / multiplexed 6 channels data is unwrapped into 6 channels at PL, and then serial data is sent to the PS section using AXI interface where it is further processed and converted into digital voltage and displayed on the terminal. If the data to be received into the ARM is not required to be sent to any other chip, Board or system, channel identifier is not to be sent from PL to PS and they can be discarded at PL. If it is to be sent to other chip, board, or system, then channel identifiers also are to be received into ARM processor. GPIO address identifier is used for all the peripherals realised in PL section and connected to ARM core through AXI – On chip peripheral bus to transfer the data through AXI bus. But, those address identifiers are not the better choice to identify the channel, since the size of the address identifier is greater than or equal to 32 bits, because, generally an address range is reserved for each AXI peripheral. The complete dataflow is shown in figure 2.

![Figure 1. Hardware platform architecture](image1)

![Figure 2. Dataflow](image2)
LTC2358 from Analogue Devices is the ADC chosen. It is a 16 bit SAR ADC for which throughput of 200ksps can be achieved per channel. It has eight buffered differential input channels, of which six have been used but can be upgraded for all 8 channels. The board space is considerably decreased by accommodating 8 channels into one ADC. The input ranges supported are +/-10.24V, 0V to 10.24V, +/-5.12V, 0V to 5.12V, +/-6.25V, and 0V to 6.25V. It operates from a 5V low voltage supply. LTC2358 supports both LVDS and CMOS modes of operation. CMOS mode is chosen since it gives the output of 6 channels in 6 different pins whereas in LVDS mode all the 6 channel data is multiplexed and given in the same set of differential pins and hence the speed is considerably reduced. Also the power dissipation of CMOS mode is 259mW which is less compared to 287mW in LVDS mode. Hence CMOS mode of operation allows the user to optimize bus width, throughput and power.

ZYNQ 7000 SOC [2],[4],[5],[6] is chosen to achieve the complex algorithms in the design. It integrates a feature-rich dual-core ARM® Cortex™-A9 based processing system (PS) and 28 nm Xilinx programmable logic (PL) in a single device.

3. SOFTWARE DEVELOPMENT APPROACH, ASSOCIATED TOOLS, AND SOFTWARE MAPPING INTO THE HARDWARE

The software design to receive the digitized output from ADC and to packetize it to transfer to PS section was done in VHDL logic using VIVADO 2019.2 tool from XILINX. After receiving the data into the PS section it is processed and verified in SDK [6] 2019.2 provided by XILINX. Petalinux OS version 2019.2 is used for the development of embedded software and the CUI. In the VIVADO [6] tool, VHDL is written in the VHDL editor code to receive input from the ADCs. Later this VHDL logic was converted to a custom IP core as shown in figure 3 and invoked to the top level block diagram. The digitized packetized data output from the ADC custom IP core is given to the AXI GPIO IP core [2]. For each channel of ADC, one AXI GPIO IP core is used through which an address identifier is mapped to each AXI peripheral.
Each AXI GPIO IP core is mapped to the PS using a unique base address as shown in figure 4. Then the ADC data is passed on to the PS through AXI interconnect block from AXI GPIO IP core. After completing the block diagram in VIVADO, HDL wrapper is generated for the design. Then the design is synthesized and pin assignments are done in I/O port assignments as shown in figure 5. Then the design is implemented and the bit stream is generated. The bit stream is then exported to the SDK tool where the BSP to test the interface is developed. Then the bit stream is flashed into the PL through JTAG emulator and the BSP is run on PS using the debug port and viewed in SDK terminal.
4. **DATA TRANSFER PROTOCOL, FLOW CHART, PSEUDO RANDOM CODE AND BRIEF EXPLANATION**

The ADC custom IP core is designed based on standard SPI CMOS interface in CMOS I/O mode. SPI interface generally consists of slave select (SS), Master Output / Slave Input (MO/SI), Master Input / Slave Output (MI/SO), and Serial Clock (SCK). Respectively, the following signals / Pins are utilised as follows: (i) ADC chip select signal - “ADC_CSn” as CS / (SS), (ii) SoC’s output /ADC’s input serial data to configure ADC - “ADC_SDI” as SDI (MO/SI), (iii) SoC’s input /ADC’s output serial data for 8 channels – “DATA_OUT1” / “ADC_CH1_in” to “DATA_OUT6” / “ADC_CH6_in” as SDO0 to SDO7 (MI/SO), and (iv) Serial clock from Master (SoC) – “ADC_SCKI” as SCKI (SCK).

First the CHIP SELECT pin - “ADC_CSn” is made low (Active Low Reset) from the FPGA to enable ADC. This active low reset signal is generated only once and then maintained or kept low throughout the ADC operation. Protocol does not demand any resynchronization between ADC chip and FPGA. The developed IP core also is working consistently.

Then ADC convertor pulse “ADC_CNV_B” is made high for 20ns. The same pulse “ADC_CNV_B” is repeated once for every 24 bits, since all the 8 channels send the digitized data and the channel related data sequentially through its own data pins (SDO0 to SDO7) to FPGA. During the high of “ADC_CNV_B” pulse, ADC samples the analog input for the enabled channels. The channels are configured with the range of input voltage as mentioned in Table 1.

Next during high value of “BUSY” signal, digitized 16 bit data is packetized with 3 bits of channel id, 3 bits of soft span code as given in table 1, and with 2 bits of zeros as per the protocol shown in figure 6. Binary soft span code [2:0] generated by the SDO lines are configured by the FPGA for the ADC configuration and it can be updated on the fly if instructed through CUI for various voltage levels. This information comes along with the sampled data on the ADC_CHx_IN (SDO) lines.
For example, if the digitized 16 bit sample data for a particular analog input is “0000 0101 0111 1100”, then the packetized 24 bit word as per protocol is “000001011111100 00 000 111” for the enabled channel “000” and for the voltage to be measured “+/- 10.24V”.

New data transaction starts at the end of each conversion on the falling edge of BUSY. As per the protocol as shown in Figure 6, 24 bit data frame is sent from ADC to ADC IP core, named as “ltc2358sh_V1_0” whose symbol or IO block diagram is shown in Figure 3.

The mapping between the serial Soft Span configuration word, the internal Soft Span configuration register, and each channel’s 3-bit Soft Span code are illustrated in Table 1 [1]. The input voltage range for each channel and enabling of channels can be enabled from the ARM core in the PS section of Zynq FPGA, based on the requirement by setting the corresponding soft span code. The flow chart is shown in figure 7. PL section Design with ADC IP core is shown in Figure 8. A portion of the code or Pseudo random code is provided. Next the inner block diagram of ADC IP core and the realization is explained below.

<table>
<thead>
<tr>
<th>Sl no</th>
<th>Binary Soft Span CODE SS[2:0]</th>
<th>Analog Input Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>111</td>
<td>+/- 10.24V</td>
</tr>
<tr>
<td>2</td>
<td>110</td>
<td>+/- 10V</td>
</tr>
<tr>
<td>3</td>
<td>101</td>
<td>0 to 10.24V</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>0 to 10V</td>
</tr>
<tr>
<td>5</td>
<td>011</td>
<td>+/- 5.12V</td>
</tr>
<tr>
<td>6</td>
<td>010</td>
<td>+/- 3V</td>
</tr>
<tr>
<td>7</td>
<td>001</td>
<td>0 to 5.12V</td>
</tr>
<tr>
<td>8</td>
<td>000</td>
<td>CHANNEL DISABLE</td>
</tr>
</tbody>
</table>
4.1. Generation of Conversion Pulse

According to the figure shown if the reset signal is zero, the output as well as internal counter is set / initialised to zero. And if the reset is high, the process for the generation of ADC conversion pulse begins. An ADC converter pulse of 44.44ns is generated by running an internal counter. The counter is made high for 2 consecutive clock pulses of 45 MHz.

4.2. Generation of SDI and SCKI pulses

According to the figure shown if the reset signal is zero, the output internal signals, internal counter and shift register are set to zero. And if the reset is high, the process for the generation of Serial data input (SDI) and serial clock input (SCKI) begin with respect to 90 MHz clock.
If busy pulse equals to “0” and ADC convertor pulse equals to “0”, it is checked if sense busy is “1”, then the counter is incremented for 48 pulses. SCKI of 45MHz is generated by toggling the 90 MHz SCKI pulse and SDI is transferred with the configuration data “03FFFF” from a 24 bit shift register which was already initialized to “03FFFF”. In all the other cases of busy pulse and ADC convertor pulse, internal signals and counters are reset to “0”. After this all the internal counter and shift register is reset to zero.

4.3. ADC Channel Data Reception

For the data reception process, during each falling edge of SCKI, 24 bit shift registers (ADC_CH1 to ADC_CH6) are filled from the data coming from 6 ADC channels respectively.

4.4. Sending ADC data to PS (ARM core)

As shown in the figure below for the rising edge of 90MHz clock, when the Count_SCK_Gate = “49”, a frame of complete 24 bit data is transferred to ZYNQ. An interrupt pin called read pulse is made high which indicates the PS that now the data is ready to be read from PL. After this process, the data in 6 channels are kept constant until the next data frame is ready and the read pulse is made “0”.

A portion of the ADC IP core to generate convertor pulse in PL section is,

\[
\text{if( Count_conv < 447 ) then Count_conv } \leftarrow \text{Count_conv + 1; }\\
\text{elsif( Count_conv } \geq \text{ 447) then Count_conv } \leftarrow \text{ 0; }
\]

The pseudo random code to generate SDI and SCKI in PL section is,

\[
\text{if (sense_busy } = \text{ '1') then }\\
\text{ if(Count_SCK_Gate } < \text{ 447) then }\\
\text{ if(Count_SCK_Gate } < \text{ 48) then }\\
\text{ SCK_Gate } \leftarrow \text{ '1'; SCKI } \leftarrow \text{ not SCKI; }\\
\text{ if(SCKI } = \text{ '1') then SDI } \leftarrow \text{ SDIreg(23); SDIreg } \leftarrow \text{ SDIreg(22 downto 0) } \& \text{ '0'; }
\]
elsif (SCKI = '0') then null;
elsif(Count_SCK_Gate >= 48) then
    SCKI <= '1';  SDI <= '0';  SCK_Gate <= '0';
end if;

elsif (Count_SCK_Gate >= 447) then
    Count_SCK_Gate <= 0;
sense_busy<='0';
    SCKI <= '1';  SDI <= '0';  SCK_Gate <= '0';
end if;

The pseudo random code to capture ADC data is,

if(SCK_Gate = '1') then
    DATA_OUT1<=ADC [1]_CH1(23 DOWNTO 0);  RdPulse2ARM<='1';  datacount<= 0;
end if;

Pesudo Random code / Section of the code written in PS section is provided below:

/* Initialize the ctrl driver */
Status = XGpio_Initialize(&ctrl, GPIO_ctrlDEVICE_ID);
if (Status != XST_SUCCESS) {
    xil_printf("Read control from PL Failed\n"); return XST_FAILURE;
}
/* Set ctrl as inputs*/
XGpio_SetDataDirection(&ctrl, control, RdPulse2ARMOp);
xil_printf("Capturing ADC data of all 6 channels\n");
while(Rdcnt < 10)
    readctrl_adc = XGpio_DiscreteRead(&ctr
    if (readctrl_adc == 0x00)
        OnePadcrd  = 0x01;
    else if ((readctrl_adc == 0x01) && (OnePadcrd  == 0x01))
        OnePadcrd  = 0x00;
    Rdcnt += 1;
xil_printf("-----%dth Read ---\n",Rdcnt);

   // ADC_CH1  // Initialize the ADC_CH1 driver
   Status = XGpio_Initialize (&ADC_CH1, GPIO_ADC_CH1_DEVICE_ID);
   if (Status != XST_SUCCESS) {
       xil_printf("ADC1 Initialization Failed\n");
       return XST_FAILURE;
   }
   // Set ADC_CH1 as inputs
   XGpio_SetDataDirection(&ADC_CH1, ADC1_CHANNEL, adcin);
   // Reading ADC input
   CH1_IN = XGpio_DiscreteRead(&ADC_CH1,ADC1_CHANNEL);
   xil_printf("CH1_IN = %x",CH1_IN);

5. Simulation Results and Test Results

The simulation results were viewed on ILA in VIVADO tool, as shown in figure 9. As a part of
booting, ADC IP core and its associated functional modules are implemented in PL section to
transfer the data from ADC IP core to Zynq PS section through AXI interconnect and to transfer the configuration words for all the 6 channels through AXI interconnect from PS section. After successful booting of the board in PetaLinux, the ADC program was executed in PS section as per the application imposed sequence. The output will be shown in the running console to verify the ADC value and Voltage of all 6 channels as shown in figure 9. The figure 9 shows the test results when an input voltage of zero is fed to all the 6 channels.

![Figure 9: Simulation result](image)

![Figure 10: Test result](image)

### 6. CONCLUSIONS

Provision is made to configure the input analogue voltage range of each channel of ADC based on the application through soft span configuration, so that the developed IP core can be reused for many applications. Most of the Custom IP cores for medium logic can be developed by following the development flow explained in this paper, unless the requirement needs to any high speed data transfer. Even for such application requirement, DMA based data transfer is implemented to store the data at the end in the DDR attached with PS. Since PS section has the on-chip peripheral support for DDR, DDR was connected to PS. Integrated Logic Analyser (ILA) [7] which is an integrated verification tool of Vivado is used for verification. No Third party tool is required. Accuracy, and the consistency have been verified successfully in standalone mode testing and even in the integrated mode when this code is integrated with others in the equipment...
and then at the end with the system at the actual field. The ADC IP core is developed in a modular approach [8] to scale up to accommodate the balance 2 channels for the variant / different user requirement. Because of Modular design, the same design can be used to enhance to N numbers such ADC channels.

The realised ADC IP core and the approach followed will be used as reference to develop other AXI peripherals such as NVSRAM, RTC interface, UART, MRAM, etc., since the front core interface only differs based on the off chip peripheral interface for future work. Once the data is received into PL section as per the custom interface, then those data are to be reframed, and packed into FIFO or BRAM to send them to ARM processor through AXI. Memory interface with custom front core interface is recommended to allot and distribute the available processor’s execution time to multiple AXI peripherals and other off chip peripherals directly connected to on chip ARM processors.

Since the SPI interface based data transfer protocol can support up to Mbps only, JESD204A, B, C are used for Gbps range data transfer. JESD204C is the latest version of JESD204 which is the only interface recommended for Gigabit ADCs and DACs. The same methodology will be exploited to develop the custom JESD204C IP core with MPSoC [10].
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Abstract

A number of social issues have been grown due to the increasing amount of “fake news”. With the inevitable exposure to this misinformation, it has become a real challenge for the public to process the correct truth and knowledge with accuracy. In this paper, we have applied machine learning to investigate the correlations between the information and the way people treat it. With enough data, we are able to safely and accurately predict which groups are most vulnerable to misinformation. In addition, we realized that the structure of the survey itself could help with future studies, and the method by which the news articles are presented, and the news articles itself also contributes to the result.
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1. Introduction

With the advent of the information age, the internet has given us access to previously unimaginable wealth of information [7]. With tools such as google, we can access all the collective knowledge of humanity at the press of a button [8]. Yet, with all this power and knowledge, misinformation is somehow more prevalent than ever before [9]. Social media platforms such as Facebook allow misleading headlines and sometimes outright lies to spread to millions of users before anyone can do anything about it. There is a quote - commonly attributed to Mark Twain - that states that “a lie can travel halfway around the world while the truth is still putting on its shoes” [10]. This is made all the more ironic by the fact that Mark Twain most likely never said those words. That does not, however, take away from the truth in the statement, especially in this day and age.

According to the Washington Post, 59% of people comment on fake news headlines before they read the actual article. This can be especially devastating as headlines are often specifically crafted to grab a reader's attention. They often leave out information or straight up lie for views. This means that the majority of people will not get the full story.

According to statsists, there are around 4.2 billion internet users across the globe. That is over half of the almost 7.87 billion people in the world, according to world meters. This means that it has become trivially easy to post practically anything and have it be seen. This means that it has become trivially easy to post practically anything and have it be seen. While this does mean that it is easier to spread information, it is also easier to spread falsehoods and rumors.
This study focuses on how many people actually read an article after they have seen the headline [11]. Instead of a survey, they simply divided the amount of people who actually clicked on the URL by the people that saw the post. This approach is different from ours mainly because while our study relies on direct user interaction, this one uses a more indirect method [12]. One potential shortfall of this method is that people who have clicked on the links may not necessarily have fully read the article. This study functions in an incredibly similar fashion to this one. They were presented with misinformation and asked whether or not they believed it.

This method, while incredibly similar, is not the same. Instead of directly presenting the participants with misinformation, this survey asks them to identify which one they think is misinformation. This may not sound like a large difference but it is. Their method can introduce unconscious biases that may affect the results. They may also be hesitant to directly admit they believe in misinformation. These two factors could lead to skewed and biased results that cannot be accounted for. This survey, with the randomized questions and intentionally ridiculous headlines, attempts to address this issue by making it so that the real news story cannot be distinguished with ease.

This study uses a very similar approach as this one [14]. It also uses a survey of sorts and focuses on WhatsApp. The information of the participants (Age and Occupation) are taken and their responses filed under those two categories. The questions themselves ask the participant to identify which messages contain real information and which ones don’t. One of the messages will also have a link of some kind to source materials while the other won’t. A “score” is then calculated using what the participant thought were true or false.

This study focuses on whether or not a user will believe the information at first glance. It does not take into account the link that was provided or the website it leads to. It also only includes two factors (age and occupation) while this study has seven. This study also focuses on multiple areas of misinformation, not just health misinformation.

This study aims to send out a survey for the general populous to take. This survey would ask them to identify whether or not a news headline is real or fake based on a screenshot of the website. There are ten such questions and they address multiple areas of interest, including healthcare. The results, along with the attributes of the participants are then fed into a python script where multiple methods of classification are tested. The purpose of the algorithm is to predict the answers of the participants using their attributes. It does not necessarily predict whether or not they will believe in misinformation but rather what factors influence their decision. Unfortunately, we were unable to send this study out so we have opted to use dummy data for the purposes of refining the algorithm [15].

The factors being looked at are: gender, education, age, main source of news, social media use, income and political standing. All of those things are collected in the survey itself, with each one split into multiple categories. Age, for example, is split into the 0-13, 14-17, 18-21, 22-27, 28-35, 35-50, 50-60, and 60+ groups while political standing is split into the far left, left leaning, moderate, right leaning and far right groups. This is to make data collection easier as, even though it somewhat limits the algorithm's range, it does not allow for answers not easily parsed by the algorithm.

The way we will be determining how accurate the results are will be by comparing the algorithms output to the original data. 30% of the original data will be set aside for the algorithm to test on, with the remaining 70% to go towards testing. Unfortunately, as we have mentioned before, we do not have actual data. We only have dummy data for the sole purpose of testing the algorithm so we unfortunately cannot compare our results to that of other studies.
The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we met during the experiment and designing the sample; Section 3 focuses on the details of our solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the relevant details about the experiment we did, following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this project.

2. CHALLENGES

In order to build the tracking system, a few challenges have been identified as follows.

2.1. Designing the Algorithm

One of the challenges we faced was how we wanted to design the algorithm itself [13]. We needed a way for the algorithm to determine which attribute was a contributor to a person's decisions. There were many ways we could have approached this; an example was to feed the algorithm a simple percentage of how many survey questions were correct and have it predict the person's attributes but this would not have been ideal. First off, there were simply too many attributes for an algorithm such as this to have reliably pulled off. Secondly this would not tell us much about which specific attribute contributed the most; it would only tell us which combination would make a person get a certain percentage. The system we ended up going with allowed us to accurately see exactly which attributes would lead to which decisions on all the questions. This allowed for much more information to be collected from the same amount of data.

2.2. Picking Out the News Articles

Once the general structure of the algorithms had been decided, the next challenge was to actually pick out the news articles. This was surprisingly difficult as - to provide the most unbiased and accurate set of data - the real news articles have to sound as ridiculous as possible and the fake ones have to sound as real as possible. An example of this would be in the sports section where the real news article was titled “Olympic athlete stuck in quarantine calls lack of fresh air ‘inhumane’” (from CNN) while the fake one was titled “Olympics under fire for human rights violations after forcing athletes to exert themselves” (from the Onion). Both of these sound rather far fetched and while the one from the Onions sounds a little more so, both seem to be within the realm of reality. This means that the test comes down to the participants' knowledge of satirical sites (of which the Onion is one) and other factors. It removes the potential for people to easily discern which is which based simply on the ridiculousness of the headline.

2.3. Getting Necessary Data

Another major challenge in conducting this study has been actually getting the necessary data from the survey we constructed. While we did manage to get a handful of responses, it was not nearly enough to both train the algorithm and test it. Beyond that, any survey responses we did manage to get would be heavily skewed and biased seeing as our own friend groups would most likely share the same or at least similar views with us. This means, short of sending out the survey en masse, that any data collected would be more or less useless. As a result, we decided to use dummy data to train the algorithm and make sure it works just so that the experiment can go on.
3. Solution

The purpose of the code is to predict, given ample training data, which attributes contribute the most to believing in misinformation. The machine first takes in roughly 70% of the survey responses to train the model. It then uses the remaining 30% to test the accuracy. If the model is able to accurately determine the attributes given the person’s responses to the survey, then we know that this would have been a determining factor in whether or not they may believe in misinformation. This test can be repeated for each attribute to determine which one is most likely a determining factor. The first step of this process is to collect data. After the raw data is collected using the survey, it is imported using the pandas library and all the words are swapped with numbers for the machine learning library to understand. The Scikit Learn library is then used for the actual machine learning aspect of the code. Finally, the scores for each of the attributes is printed out at the end to determine whether or not a person with that attribute is likely to believe in misinformation. The first segment of code is the importing of all the libraries.

```
import libraries
from sklearn import svm
from sklearn.model_selection import train_test_split
import pandas as pd
```

Then comes the data preparation. This includes importing the data with the pandas library and swapping all the words with numbers so that the machine learning library can understand it. An example of this process would be that “Male” is replaced with 0 and “Female” is replaced by 1 in the Gender column.

```
import data from one and preserve categorical data
data = pd.read_csv('PathToSurveyResponses.csv')
male = 'Male' if 'Female' is 'Female' not to say "2"
features = ['Age', 'Gender', 'Education', 'Number of Friends', 'Media Exposure']
X = data[features]
Y = data['Believe in Misinformation']
X_train, X_test, Y_train, Y_test = train_test_split(X, Y, test_size=0.3, random_state=42)
```

After the data is all processed, the machine learning part of the code can finally start. Since there are multiple attributes, it is simpler to use a function. In the function, the data is split randomly so that 70% is used to train and 30% is used to check the answers, though only one attribute is used
at a time. Once the data is split, the training data is fed into a linear classification algorithm. The remaining 30% of the data is then fed into the algorithm, the answers checked, and the resulting scores printed. This is repeated for each and every attribute.

```python
# training a linear classifier

from sklearn import linear_model

t = linear_model.LinearRegression()
t.fit(X_train, Y_train)
print(t.coef_)
```

Figure 3. Code of machine learning

4. EXPERIMENT

The purpose of our study is to determine the factors that contribute to a person’s belief in misinformation. In order to determine this, we need to first determine the relevant factors of the participant and whether or not they would believe in misinformation. The easiest way to accomplish the first was to simply ask them for it. This way is the most reliable and it is also easy to get plenty of information from it. The basic information section has ten questions, asking the user their gender, education, age, main source of news, social media use, income and political standing. The second one is slightly more challenging. We decided, instead of simply asking, to ask the participant to determine which ones of the news articles are fake and which ones are real. This way, we get a clearer picture of their decision making process than if we had asked them outright, allowing biases to skew the results. There are ten questions divided into 5 categories: Science, Health, Trivia, Politics and Entertainment/Sports. Each of these categories will have 2 screenshots of a news article including the headline, an image and perhaps a small fragment of the first paragraph or two. Each of these will have 2 possible answers: true or false. This way, it is possible to tell numerous things from the survey. It would be able to tell which area the participant is most interested in, which area is most vulnerable to misinformation and even which political party the participant may be aligned with in the politics section. This study does not take much advantage of this but a future, more in depth study could. The screenshots and news headlines are chosen to be intentionally ridiculous as well to make it harder to distinguish between the real and the fake news articles. Unfortunately, we were not able to get mass responses so we generated our own dummy data instead.

Below is a chart of our experiment results. After generating the dummy data, we needed to develop the best algorithm to process it. As a result, we decided to process the data using different methods to determine the best one. We used SVC, Random Forest Classifier and a Linear Regression Classifier. From the below chart, it would seem that all three methods fared
incredibly closely. Since, again, this is dummy data and in no way reflects the real world, the results don’t matter much but it is still very clear that all three models agree to an extent. It would seem that, from the dummy data, ender, main source of news and social media use all play a fairly large role in determining a person’s decisions to either believe or discount misinformation.

![Figure 4. Result of experiment](image)

In the above experiment, we solved the problem of getting participants, getting the basic information of the participants and getting their behavioral patterns. We got around the first by generating dummy data to start. We got around the second by using the simple method of asking them for it and we got around the final one by asking them to classify real and fake news. The experiment was constructed around the goal of training the algorithm to identify which attributes contribute to a participants decision making so the dummy data was generated with clear trends in mind. The main attributes that were focused on were education, main source of news and social media use. These were the ones that were not randomized and instead heavily targeted. They had their answers modified to produce a clear result to prove the algorithm was working.

Do keep in mind that this is still dummy data generated for the purpose of developing this algorithm. From the above chart, it is also clear that it worked. The algorithm was able to predict a clear trend in those areas with a few minor deviations.

5. RELATED WORK

This study focuses on how many people actually read an article after they have seen the headline [4]. Instead of a survey, they simply divided the amount of people who actually clicked on the url by the people that saw the post. Through this method, it is much easier to collect a large sample of data and it will have little to no influence from biases. Our method is much more detailed but is otherwise subject to the personal biases of the participant. An example of this would be on the political standings question. The participant may feel like they belong in one group but may instead normally be classified in another.

This study functions in an incredibly similar fashion to this one [5]. They were asked whether or not they would believe health information if they received it from a source such as WeChat. This is very direct and very simple so it is hard to mess up on. The problem with this is also one that we faced: how do we know they are being honest? Many can claim to not believe in information unless provided with a credible source but putting it into practice is another thing altogether. This survey does cut down on that slightly by using more indirect methods to probe the participant for
information rather than asking outright but certain questions, such as the basic information, still requires honesty.

This study uses a very similar approach as this one [6]. It also uses a survey of sorts and focuses on WhatsApp. The information of the participants (Age and Occupation) are taken and their responses filed under those two categories. The questions themselves ask the participant to identify which messages contain real information and which ones don’t. One of the messages will also have a link of some kind to source materials while the other won’t. A “score” is then calculated using what the participant thought were true or false.

6. CONCLUSIONS

These algorithms have numerous applications in the real world. With enough data, we will be able to safely and accurately predict which groups are most vulnerable to misinformation. The structure of the survey itself could help with future studies [1]. The method by which the news articles are presented and the news articles itself. The articles are intentionally misleading and ridiculous so that it cannot be immediately determined which one is real and which is not.

One large challenge that we faced in this study was actually getting responses to the survey. We did not have the resources to send this out at a large-scale and collect that many replies [2]. As a result, we decided to use dummy data as a proof of concept and to develop the algorithm. Another limitation is the reliance of the participant itself to provide information. While the rest of the survey attempts to get around this by using indirect methods, the basic information still relies on the honesty of the participants. This also means that any information they give us will be subject to bias as well.

The issue of getting the survey out is not too big of an issue to solve [3]. There are plenty of ways to get many people from taking a survey ranging from paid survey companies to sending out a post on social media. The issue of honesty is harder to solve without violating privacy concerns. Another simple solution would be to ask their friends or family to describe them or ask them to describe why they wrote down what they did.
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EMOTION CLASSIFICATION USING 1D-CNN AND RNN BASED ON DEAP DATASET
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ABSTRACT

Recently, emotion recognition began to be implemented in the industry and human resource field. In the time we can perceive the emotional state of the employee, the employer could gain benefits from it as they could improve the quality of decision makings regarding their employee. Hence, this subject would become an embryo for emotion recognition tasks in the human resource field. In fact, emotion recognition has become an important topic of research, especially one based on physiological signals, such as EEG. One of the reasons is due to the availability of EEG datasets that can be widely used by researchers. Moreover, the development of many machine learning methods has been significantly contributed to this research topic over time. Here, we investigated the classification method for emotion and propose two models to address this task, which are a hybrid of two deep learning architectures: One-Dimensional Convolutional Neural Network (CNN-1D) and Recurrent Neural Network (RNN). We implement Gated Recurrent Unit (GRU) and Long Short-Term Memory (LSTM) in the RNN architecture, that specifically designed to address the vanishing gradient problem which usually becomes an issue in the time-series dataset. We use this model to classify four emotional regions from the valence-arousal plane: High Valence High Arousal (HVHA), High Valence Low Arousal (HVLA), Low Valence High Arousal (LVHA), and Low Valence Low Arousal (LVLA). This experiment was implemented on the well-known DEAP dataset. Experimental results show that proposed methods achieve a training accuracy of 96.3% and 97.8% in the 1DCNN-GRU model and 1DCNN-LSTM model, respectively. Therefore, both models are quite robust to perform this emotion classification task.
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1. INTRODUCTION

Many industries and human resource fields began to implement emotional recognition of the employee in their organization. When they can assess the emotional state of the employee, the human resource could gain advantages from it as they could improve the quality of decision makings regarding their employee. This subject could become a base for emotion recognition tasks in human resource cases. For this reason, this task will become important widely used shortly.

Emotions play a crucial role in human beings as these are associated with neuro physiological aspects that also correspond to a coordinated set of responses, which may include verbal, behavioral, physiological, and neural mechanisms. In another perspective, the emotion can be mapped into the Valence, Arousal, and Dominance (VAD) dimensions. Valence represents a dimension that corresponds to the level of pleasantness that goes from very positive (pleasure) to very negative (displeasure). On the other hand, arousal is the intensity level of emotion that an
event creates, ranging from excited (positive) to calm (negative). Lastly, dominance is the degree of control exerted by a stimulus[1]. The most common model used is the Circumplex Model of Affect, which only describes emotion in the valence and arousal dimension [2].

![Circumplex Model of Affect Graphical Representation.](image)

In recent studies, human emotion can be recognized based on their peripheral physiological signal, such as electroencephalogram. The electroencephalogram (EEG) is defined as the electrical activity of an alternating type recorded from the scalp surface after being picked up by metal electrodes and conductive media [3]. A typical amplitude of EEG ranged from 0.5 to 100uV. In general, this EEG signal is divided into a specific range of frequencies, namely delta, theta, alpha, beta, and gamma. Each range is associated with a particular condition or state of the brain.

Recently, numerous researchers have been using EEG signals to aid them to classify emotional states. Moreover, various EEG datasets that can be used in emotion recognition studies have been published by many researchers. DEAP dataset is commonly used for this study. Several signal processing methods, as well as machine learning algorithms, are applied in many studies.

In this study, we suggest simpler signal processing methods to prepare the DEAP dataset before we feed it into our models. We also propose a combination of two neural network architectures as our model, which is CNN and RNN. One-Dimensional CNN is chosen as our CNN architecture, and for the RNN, we will evaluate the performance of GRU and LSTM which we will put together with 1D-CNN. Subsequently, the accuracy and loss value in the training, validation, and testing process of both models, 1D-CNN + GRU and 1D-CNN + LSTM, will be compared.

The layout of the paper is as follows. In section 2, we overview several approaches related to our research topic. The materials and methods of the experiment are described in detail in section 3. The results of the experiment and discussions are covered in Section 4. The conclusion, limitation and future attempt of this work follows in Section 5.

### 2. RELATED WORKS

Xiang Li et al. (2016) proposed a hybrid deep learning model, C-RNN, which integrates CNN and RNN, for emotion recognition [4]. The data is pre-processed using continuous wavelet transform and frame construction before being trained in the model. This experiment performance is 74.12% and 72.06% for arousal and valence dimensions, respectively. Alhagry et al. (2017) suggested LSTM as its deep learning method for emotion recognition tasks based on
the DEAP dataset [5]. The average accuracy given from this method is 85.65%, 85.45%, and 87.99% with arousal, valence, and liking classes, respectively.

Lin et al. (2017) presented an approach to perform emotional states classification by end-to-end learning of deep CNN based on the DEAP dataset [6]. The datasets were transformed into six gray images which contain time and frequency domain information, then the feature extracted before trained using the AlexNet model. The model accuracy of this study is 87.30% and 85.50% for arousal and valence, respectively. Li et al. (2017) applied a combined CNN and LSTM RNN (CLRNN) in their emotion recognition task and carried it out with the DEAP dataset [7]. The dataset is transformed into a Multidimensional Feature Image sequence beforehand. The average emotion classification accuracy of each subject with the hybrid neural networks proposed in the study is 75.21%.

Acharya et al. (2020) compared the performance of LSTM and CNN models to carry out emotion classification tasks [8]. The dataset used in this study is the DEAP dataset and the feature extraction method implemented is Fast Fourier Transform. The best result obtained from the experiment was from the LSTM model with 88.6% accuracy on the liking emotion and 87.2% accuracy when using the CNN model. Zhang et al. (2020) investigated the application of several deep learning models to the research field of EEG-based emotion recognition: DNN, CNN, LSTM, and a hybrid model of CNN and LSTM [9]. This research also used the DEAP dataset, and several features were extracted from it, such as mean, standard deviation, max value, min value, skewness, and kurtosis. The CNN and CNN-LSTM models displayed the best performance to perform this task with 90.12% and 94.17% accuracy, respectively.

Anubhav et al. (2020) studied the EEG signals in scope for developing a headgear model for real-time monitoring of emotions [10]. Band power and frequency domain features were extracted from the DEAP dataset and compared the classification accuracies for valence and arousal dimensions. In this study, the LSTM model achieves the best classification accuracy of 94.69% and 93.13% for valence and arousal, respectively. Dar et al. (2020) proposed 2D CNN architecture to process EEG signals for emotion recognition tasks [11]. The datasets used in this experiment are DREAMER and AMIGOS, in which both data are converted into a 2D feature matrix (PNG format) before the data is fed into CNN. Aside from EEG, other peripheral physiological signals such as ECG and GSR are also utilized for the multi-modal emotion recognition process. Accuracy acquired using EEG modality only is 76.65%, and the overall highest accuracy of 99.0% for the AMIGOS dataset and 90.8% for the DREAMER dataset is achieved with multi-modal fusion.

3. MATERIALS AND METHODS

Firstly, this section will elaborate on the details of datasets used in this study as well as how the data will be classified. Then, the proposed methodology for the experiment will be discussed in detail.
3.1. Diagram Block

![Diagram Block of Our Proposed Method](image)

As shown in Figure 1, the framework for this study is made up of two main processes, the data pre-processing part, and the neural network part. The details of each process will be explained in the following section.

3.2. Datasets and Label Classification

The dataset used in this study is DEAP which was made publicly available for researchers to test their affective state estimation method [12]. This dataset contains EEG and other peripheral physiological signals, such as EOG and EMG. The data was acquired from 32 participants as each watched 40 one-minute-long music videos. Participants rated each video in terms of the levels of arousal, valence, like/dislike, dominance, and familiarity.

The DEAP dataset contains 32 groups of EEG data in total, corresponding to the experimental data of 32 subjects (s01–s32). For each subject, EEG signals are acquired from 32 channels and 8 additional channels are from other peripheral signals, which makes 40 channels in total. The data of each subject contains two arrays: data and labels. The structure for each file in this dataset is shown in Table 1.

<table>
<thead>
<tr>
<th>Array Name</th>
<th>Array Shape</th>
<th>Array Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>data</td>
<td>40 x 40 x 8064</td>
<td>video/trial x channel x data</td>
</tr>
<tr>
<td>labels</td>
<td>40 x 4</td>
<td>video/trial x label (valence, arousal, dominance, liking)</td>
</tr>
</tbody>
</table>

In this study, we used a pre-processed version of the DEAP dataset. This version of the signal has been down sampled to 128 Hz and filtered by a band-pass filter with a frequency bandwidth of 4-45 Hz. EOG artifacts were also removed, and the data were averaged to the common reference.

Each video/trial was rated on a scale from 1 to 9. The lower the rating, the weaker the emotion, and the higher the rating, the stronger the emotion. The dataset is divided into 4 classes based on the threshold of valence and arousal value, then they will be classified as the following: High-Valence High-Arousal (HVHA), High-Valence Low-Arousal (HVLA), Low-Valence High-
Arousal (LVHA), and Low-Valence Low-Arousal (LVLA). The threshold used in this classification is 5. If the value is greater than 5, it will be classified as high, otherwise is low.

Table 2. Label Classification.

<table>
<thead>
<tr>
<th>Label</th>
<th>HVHA</th>
<th>HVLA</th>
<th>LVHA</th>
<th>LVLA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valence</td>
<td>&gt;5</td>
<td>&gt;5</td>
<td>&lt;=5</td>
<td>&lt;=5</td>
</tr>
<tr>
<td>Arousal</td>
<td>&gt;5</td>
<td>&lt;=5</td>
<td>&gt;5</td>
<td>&lt;=5</td>
</tr>
</tbody>
</table>

To reduce the computational cost for this study, not all channels are selected. Only 14 channels which we further process for emotion classification task [13]. This channel selection is based on the significance of the brain region which represent emotional states. Those channels are listed below in Table 3. This task was done after we classify the label into four categories: HVHA, HVLA, LVHA, LVLA. As a result, it will increase the training accuracy as well as decrease the validation loss.

Table 3. Channel Selection.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF3</td>
<td>1</td>
</tr>
<tr>
<td>F3</td>
<td>2</td>
</tr>
<tr>
<td>F7</td>
<td>3</td>
</tr>
<tr>
<td>FC5</td>
<td>4</td>
</tr>
<tr>
<td>T7</td>
<td>7</td>
</tr>
<tr>
<td>P7</td>
<td>11</td>
</tr>
<tr>
<td>O1</td>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Channel</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF4</td>
<td>17</td>
</tr>
<tr>
<td>F4</td>
<td>19</td>
</tr>
<tr>
<td>F8</td>
<td>20</td>
</tr>
<tr>
<td>FC6</td>
<td>21</td>
</tr>
<tr>
<td>T8</td>
<td>25</td>
</tr>
<tr>
<td>P8</td>
<td>29</td>
</tr>
<tr>
<td>O2</td>
<td>31</td>
</tr>
</tbody>
</table>

3.3. Data Pre-Processing

To prepare the DEAP dataset before we feed it into our proposed model, it must be processed first to get a better training result. In the following sections, our data pre-processing methods will be described in detail.

3.3.1. Epoching

Epoching is a procedure in which specific time windows are extracted from the continuous EEG signal. To begin with, this task is performed by extracting 2 seconds wavelengths of each signal with 2 second time step. Therefore, it will give us 31 signals for each channel, with 256 data points for each epoch that represents 2 seconds of the signal.

Figure 3 is a sample of the signal after the epoching process.
3.3.2. Standardization

Every signal in the dataset that is used in this study will be standardized first through two methods: z-score normalization and followed by min-max scaling. These two processes are carried out to prevent overfitting as well as increase the accuracy of the model.

3.3.2.1. Min-Max Scaling

Min-Max Scaling (often also simply called normalization) is a standardization method to scale data to a fixed range: 0 to 1. The min-max scaling is calculated using the following equation.

\[ X_{\text{norm}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \]  

3.3.2.2. Z-Score Normalization

The result of standardization (also called z-score normalization) is that the feature will be rescaled so that they will have the properties of a standard normal distribution with:
where $\mu$ is the mean (average) and $\sigma$ is the standard deviation from the mean; standard scores (also called $z$ scores) of the samples are calculated as follows:

$$z = \frac{x - \mu}{\sigma}$$

3.4. Neural Network Architecture

The neural network architecture that will be used in the proposed method is One-Dimensional Convolutional Neural Network and Recurrent Neural Network. The overview of each architecture will be portrayed in brief in the following section.

3.4.1. 1D-CNN

In this study, all signals used are one-dimensional. One-Dimensional Convolutional Neural Network (1D-CNN) has become a very powerful tool to be used upon time-series data like EEG signals. This model can extract and distinguish several features of EEG data which represent significant features for emotion classification tasks.
3.4.2. LSTM

Simple Recurrent Neural Network suffers from short-term memory and is often called vanishing gradient problem. LSTM is a specialized version of RNN that was designed to overcome this shortcoming. LSTM was first introduced by Hochreiter (1997)[14], and this solution works well on a large variety of problems. The core concept of LSTM’s are the cell state and its various gates: forget gate, input gate, and output gate.

Cell state act as a memory of the network which carries relevant information throughout the processing of the sequence from earlier steps to later steps. Information gets added via gates composed out of the sigmoid layer and point wise multiplication operation. LSTM model can learn which information is relevant to keep or forget during the training.

![Figure 7. LSTM Cell Structure.]

3.4.3. GRU

GRU is the newer generation of Recurrent Neural Network and is similar to an LSTM[15]. GRU’s got rid of the cell state ad used the hidden state to transfer information within the network. It only has two gates. The first is the reset gate, which is used to decide how much past information to forget. The second is, instead of use forget gate and input gate, GRU uses a single update gate. It also merges the cell state and hidden state. As a result, this model is much simpler than LSTM model.

![Figure 8. GRU Cell Structure.]

3.5. Proposed Model

3.5.1. Data Shape

For this study, we use all of the preprocessed DEAP dataset from 32 subjects. The preprocessed dataset went through further preprocessing procedures and label classification. Then, we randomly split the dataset into train, validation, and test data with 60:20:20 ratio. The data shape for our experiment is shown in Table 4.

<table>
<thead>
<tr>
<th>Set</th>
<th>Data</th>
<th>Target</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train Set</td>
<td>(333312, 256, 1)</td>
<td>(333312, 4)</td>
<td>60%</td>
</tr>
<tr>
<td>Validation Set</td>
<td>(111104, 256, 1)</td>
<td>(111104, 4)</td>
<td>20%</td>
</tr>
<tr>
<td>Test Set</td>
<td>(111104, 256, 1)</td>
<td>(111104, 4)</td>
<td>20%</td>
</tr>
</tbody>
</table>

3.5.2. Hyperparameter

To get a good result, hyperparameter must be tuned adequately. The batch size finalized for our architectures is 256 and the optimizer used is Adam. The loss function implemented for updating the weights during backpropagation is categorical cross-entropy since we use a multi-labeled dataset. Furthermore, we use the callbacks method with a patience value of 10 which monitors validation loss value. As a result, the epoch for the two models will be varied depends on the validation loss value.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>256</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Loss Function</td>
<td>Categorical cross entropy</td>
</tr>
</tbody>
</table>

3.5.3. 1D-CNN – GRU

This model is a composite of two kinds of deep learning structures: 1D-CNN and GRU. The structure of the model is presented in Table 6. The input size of the networks is 256 x 1, that correspond with two seconds of the epoch signal which contains 256 data point. We set the number of convolutional filters as 128 with ReLU as its activation layer. Following the first convolutional layer is a max-pooling layer with a pool size of 2. We set a dropout of 0.2 after the max-pooling layer to reduce the probability of overfitting. The second convolutional layer is the same as the first.

The convolutional layers are followed by the GRU layer with 256 units and 32 units, subsequently. After every GRU layer, we also set a dropout layer of 0.2. Before connecting to the dense unit, a flattening operation is implemented to transform features into a one-dimensional feature vector. The dense layer units are set to 32 with the ReLU activation function. The last layer is 4 units dense layer that represents four labels of classification. The activation function of this dense layer is softmax. The number of trainable parameters of this model is 378,820. The overview of this model configuration is illustrated in Table 6.
Table 6. Configuration of 1D-CNN – GRU.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>InputLayer</td>
<td>input_shape = (256,1)</td>
</tr>
<tr>
<td>Conv1D + ReLU</td>
<td>units = 128, kernel = 3</td>
</tr>
<tr>
<td>MaxPooling1D</td>
<td>pool_size = 2</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate = 0.2</td>
</tr>
<tr>
<td>Conv1D + ReLU</td>
<td>units = 128, kernel = 3</td>
</tr>
<tr>
<td>MaxPooling1D</td>
<td>pool_size = 2</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate = 0.2</td>
</tr>
<tr>
<td>GRU</td>
<td>units = 256, return_sequences = True</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate = 0.2</td>
</tr>
<tr>
<td>GRU</td>
<td>units = 32</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate = 0.2</td>
</tr>
<tr>
<td>Flatten</td>
<td>none</td>
</tr>
<tr>
<td>Dense + ReLU</td>
<td>units = 128</td>
</tr>
<tr>
<td>Dense + Softmax</td>
<td>units = 4</td>
</tr>
</tbody>
</table>

3.5.4. 1D-CNN – LSTM

The configuration of this model is identical to 1D-CNN – GRU. The only difference is, we substitute the GRU layer with the LSTM layer. The number of trainable parameters of this model is 485,764, which is larger than that of 1DCNN-GRU model. The overview of this model configuration is summarized as shown in Table 7.

Table 7. Configuration of 1D-CNN – LSTM.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>InputLayer</td>
<td>input_shape = (256,1)</td>
</tr>
<tr>
<td>Conv1D + ReLU</td>
<td>units = 128, kernel = 3</td>
</tr>
<tr>
<td>MaxPooling1D</td>
<td>pool_size = 2</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate = 0.2</td>
</tr>
<tr>
<td>Conv1D + ReLU</td>
<td>units = 128, kernel = 3</td>
</tr>
<tr>
<td>MaxPooling1D</td>
<td>pool_size = 2</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate = 0.2</td>
</tr>
<tr>
<td>LSTM</td>
<td>units = 256, return_sequences = True</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate = 0.2</td>
</tr>
<tr>
<td>LSTM</td>
<td>units = 32</td>
</tr>
<tr>
<td>Dropout</td>
<td>rate = 0.2</td>
</tr>
<tr>
<td>Flatten</td>
<td>none</td>
</tr>
<tr>
<td>Dense + ReLU</td>
<td>units = 128</td>
</tr>
<tr>
<td>Dense + Softmax</td>
<td>units = 4</td>
</tr>
</tbody>
</table>

4. Experimental Results

In this section, we present the results of our experiments. Firstly, we will elaborate on the performance of both models used in this study based on the accuracy and loss value of the model. Following this, we present the comparison of the results between GRU and LSTM that is used in this experiment. Later, the overall results and analysis of the experiment will be explained in detail. Lastly, we discussed limitations of the proposed method.
All the experiments are implemented by using the Tensorflow framework version 2.5.0 and Python version 3.7.10. The workstation used is MSI GF65 Thin 10SDR, which included Intel i7-10750H (12 CPUs @ 2.6 GHz), NVIDIA GeForce GTX 1660 Ti for GPU acceleration, 500 GB SSD, and 8 GB RAM.

The first experiment was designed to evaluate the performance of the 1D-CNN – GRU model for the emotion classification task. The result is shown in Table 8. We obtained training accuracy of 96.3%, along with validation and test accuracy above 99%. Additionally, we also acquire training, validation, and test loss of 10.7%, 0.7%, and 0.6%, respectively. Compared with previous relevant works, this model shows a very good performance.

As illustrated in Figure 9, train and validation graphs show the desired value of accuracy and loss change per epoch. There is no overfitting occurred and the training process stopped at 165 epochs. The average time consumed for training per epoch is 50 seconds. Furthermore, we also made a confusion matrix to analyze the difference between the predicted and the actual value (Figure 10). Moreover, this technique is good to be applied to measure the multilabel classification performance. We got F1-Score and recall value of 1 which infer that the quality of this model is good.

Table 8. 1D-CNN – GRU experimental results.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>96.3%</td>
<td>99.9%</td>
<td>99.9%</td>
</tr>
<tr>
<td>Loss</td>
<td>10.7%</td>
<td>0.7%</td>
<td>0.6%</td>
</tr>
</tbody>
</table>

Figure 9. Train and Validation Graph of 1D-CNN – GRU model.
The second experiment was designed to evaluate the performance of the 1D-CNN – LSTM model to carry out the emotion classification task. Table 9 illustrates the result of this experiment. We obtained a training accuracy of 97.8%. The validation and test accuracy values of this model are 99.9% and 99.9% respectively which is above the first model. Aside from that, we acquire a training loss of 6.7%, with validation and test loss of 0.1% and 0.1%.

Table 9. 1D-CNN – LSTM experimental results.

<table>
<thead>
<tr>
<th>LSTM</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>97.8%</td>
<td>99.9%</td>
<td>99.9%</td>
</tr>
<tr>
<td>Loss</td>
<td>6.7%</td>
<td>0.1%</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

Figure 10. Confusion Matrix for 1D-CNN – GRU model

Figure 11. Train and Validation Graph of 1D-CNN – LSTM model.
In Figure 11, we can see that train and validation graphs also show the desired value change per epoch. In this model, we can avoid overfitting as well. The training process stopped at 193 epochs with an average training time per epoch is 69 seconds, more than the 1D-CNN – GRU model. We also analyze the difference between the predicted value and actual value using a confusion matrix (Figure 12). We got an F1-Score and a recall value of 1. It concludes that the overall quality of this model is better than the previous model, albeit the training time is longer.

If we compare the performance of two models, 1D-CNN – GRU and 1D-CNN – LSTM, it is clear the latter is better than the former. More specifically, if we take account of the training accuracy and validation loss, the 1D-CNN – LSTM model performance surpasses the other one. The F1-score of the 1D-CNN – LSTM model is the same with 1D-CNN – GRU, with a score of 1. The comparison of both models is shown in Figure 13.
Through this experiments, it was proven that One-Dimensional Convolutional Neural Network can be regarded as a feature extractor that can recognize a hidden patterns or features of the EEG signal. Even though we do not perform Fast Fourier Transform (FFT), Continuous Wavelet Transform (CWT), or other feature extraction methods to acquire a particular features of the signal, we can conclude that this methods still could execute this task very well. Furthermore, the proposed methods, from the preprocessing to the classification task, do not require large memory to be executed since the methods is relatively simple. Besides that, since we only select 14 channels from DEAP dataset, the overall training speed was quite fast, and the model can achieve convergence before 100 epochs.

The overall performance of our proposed method outperformed the previous approaches that have been explained before in related works section. Each of these methods implemented various preprocessing and deep learning technique to perform the EEG feature extraction and emotion classification tasks. All the methods we compared use the DEAP dataset, and the classification accuracy comparison for each method is illustrated in Table 10.

Table 10. Methods and classification accuracy comparison with previous related works which used DEAP dataset.

<table>
<thead>
<tr>
<th>Study</th>
<th>Methodology</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>LSTM</td>
<td>85.65% (A), 85.45% (V)</td>
</tr>
<tr>
<td>[6]</td>
<td>CWT, CNN</td>
<td>87.30% (A), 85.30% (V)</td>
</tr>
<tr>
<td>[7]</td>
<td>CNN-LSTM</td>
<td>75.21%</td>
</tr>
<tr>
<td>[8]</td>
<td>FFT, CNN</td>
<td>84.7% (A), 85.01% (V)</td>
</tr>
<tr>
<td>[8]</td>
<td>FFT, LSTM</td>
<td>81.91% (A), 84.39% (V)</td>
</tr>
<tr>
<td>[9]</td>
<td>CNN-LSTM</td>
<td>94.17%</td>
</tr>
<tr>
<td>[10]</td>
<td>Welch, LSTM</td>
<td>93.13% (A), 94.69% (V)</td>
</tr>
<tr>
<td>Proposed study</td>
<td>1DCNN-GRU</td>
<td>96.3%</td>
</tr>
<tr>
<td>Proposed study</td>
<td>1DCNN-LSTM</td>
<td>97.8%</td>
</tr>
</tbody>
</table>

5. CONCLUSION, LIMITATION, AND FUTURE WORKS

In this paper, we present simpler signal processing methods as well as 1D-CNN – RNN hybrid model to perform emotion classification tasks on the DEAP dataset. The results of both models show that proposed models can achieve very high accuracy in classifying EEG signals based on four emotion states: HVHA, HVLA, LVHA, and LVLA. The 1DCNN-LSTM architecture with 97.8% classification accuracy is slightly better than the 1DCNN-GRU architecture that has 96.3% classification accuracy. The 1D-CNN architecture has shown its quality to extract EEG signal features and the RNN architectures, GRU and LSTM, are able to perform well in learning and processing the sequence data of time-series signals.

Although the proposed model has achieved significant results in emotion classification task, we still need to evaluate it further in other datasets and improve the robustness of our model. One of the advantages of our proposed model is its simplicity. Because of that, this model do not require data with numerous signal preprocessing before fed into the model. However, there are still limitation that need to be addressed in the next work. More specifically, this model only trained using DEAP dataset and still not tested in other subjects. Therefore, in our future work, we intend to re-train and test this model using of another EEG datasets that used in emotion recognition study, such as DREAMER and AMIGOS. Moreover, we plan to implement a k-fold cross validation in the next work in order to give more accurate estimation of performance of our proposed method. Lastly, we aim to use this model to assess emotional states of a subject and
integrate it in a real-time application. The results of the experiment suggest that it is a good start to begin implementing this work in the human resources field, especially to gain insights from employee states of emotion.
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Abstract

We address the tradeoff of developing good predictive models for police allocation vs. optimally deploying police officers over a city in a way that does not imply an unfair allocation of resources. We modify the fair allocation algorithm of [1] to tackle a real world problem: crime in the city of Bogotá, Colombia. Our approach allows for more sophisticated prediction models and we show that the whole methodology outperforms the current police allocating mechanism in the city. Results show that even with a simple model such as a Kernel Density Estimation of crime, one can have much better prediction than the current police model and, at the same time, mitigate fairness concerns. Although we cannot provide general performance guarantees, our results apply to a real life problem and should be seriously considered by policy makers.
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1 Introduction

Police agencies around the world have widely started to include data mining techniques in their decision-making processes. In particular, machine learning algorithms have been designed and implemented in recent decades to predict crime events in cities, which then serve as input for the allocation of scarce law enforcement resources [2]. These predictive patrol models have become a standard in the way police operate in major cities around the world [3].

To take advantage of these developments, Colombia’s government has recently introduced changes in the way patrolling is carried out in Bogotá, its capital city. First, they announced the development of machine learning models to predict high-impact crime events tailored to the city’s social and criminal dynamics [4]. On the other hand, they are modifying the patrolling strategy from predetermined static geographic units to new dynamic units [5]. The present article is framed in the second effort and investigates how to reassign police patrols to the newly defined patrol areas using machine learning models as input in a fair resource allocation algorithm with partial observation of crime (i.e., censored data).

The use of predictive models to guide the patrolling of a city has caused strong criticism from various organizations, as they have been shown to generate biased predictions and disparate impacts
on disadvantaged populations. [8] empirically demonstrated that using predictive models trained with biased police data to assign patrols, and then retraining the models including the observed data, generates a feedback loop bias that does not allow the models to recover the underlying crime distribution. This is often the case: police data reflects historical policing patterns and captures complex dynamics between criminality, law enforcement agents and the society.

Some approaches have been proposed to mitigate the undesired effects of these models. For the problem of feedback loop due to censored data [7] stands out. In this paper the authors show that filtering the observed crimes used to retrain the models avoids feedback loop (under the assumption of observing crimes at the true rate of occurrence) and allows the model to recover the true criminal distribution. The proposed filter consists of including a crime in the re-training dataset with probability inverse to that of going to the region in which the crime was observed.

Other proposals add regularization components to the objective function of statistical models to penalize for deviations from some particular definition of fairness. For instance, [8] modifies a widely used model based on self-exciting point processes and penalizes the likelihood function so that the number of police patrols exposed to each racial group is proportional to the share of the race in the total population. In [9] the authors modify a GANs model and include in the learning function a term that penalizes for model miscalibration, arguing that a poorly calibrated model generates over- and under-policed areas. Despite the proposed approaches, none is currently widely accepted by the academic community.

In this paper we build on another approach to this problem proposed by [1]. In their article the authors propose an algorithm for the fair allocation of limited resources, in particular police patrols. The authors consider an allocation as fair if the probability of a crime being discovered in every pair of regions does not differ by more than a threshold $\alpha$. This notion is similar to the well studied notion of equal opportunity in the machine learning literature (see [10]). With this in mind, the proposed algorithm iteratively constructs allocations to maximize the expected number of crimes discovered by the police by ruling out unfair allocations, i.e., where the difference in the probability of observing crimes between some pair of neighborhoods exceeds $\alpha$.

Following [1] we allow for censored data in the sense that not all crimes are discovered, but only in proportion to the number of police and crimes per unit area. If there is more police in a particular region than crimes, then all of these are discovered. Otherwise, crimes are randomly discovered in a region depending on the number of police patrols and crimes. This setting allows for a more realistic framework than traditional approaches that ignore altogether this obvious partial observability phenomena in crime data.

We extend the algorithm proposed by [1] in two main ways. First, the authors assume that crime occurrence follows a Poisson distribution, which does not hold for our data for Bogotá. Consequently, we use a Kernel Density Estimation (KDE) model to flexibly learn the distribution of crime occurrence in each region and use it in the allocation algorithm of [1]. Second, we modify the greedy assignment rule such that the algorithm assigns an additional patrol to the region with the highest probability of exhibiting more crimes than its current allocation, rather than the region with the highest marginal probability of having an additional crime.

We run the modified algorithm for different fairness thresholds $\alpha$ and we compare our results with an approximation to the current allocation strategy used in Bogotá, a naive allocation in which patrols are assigned according to the proportion of crime in each region, and with a greedy allocation without taking into account any fairness requirement. In particular, we found that the current allocation method used by Colombia’s government taking into the account administrative small regions (a total of 1051 in Bogotá) called cuadrantes is particularly unfair and inefficient in comparison to all the methodologies we propose in this paper.
The rest of the article is organized as follows. In the following section we detail the problem setup and the data sources. Section 3 presents a summary of the proposed algorithm in [1], illustrates the use of KDE methodology to flexibly estimate the crime distribution, and discusses the proposed modifications to the algorithm. Section 4 describes the implementation of the algorithm, and presents the results of police allocation in Bogotá against baseline allocation scenarios. The last section concludes and discusses some limitations of the present work and possible future research directions.

2 Problem setup

Bogotá is a relatively wealthy and developed city with 8 million inhabitants. In 2010, the National Plan for Community Policing by Quadrants was created (PNVCC, by its Spanish abbreviation) in which the city was divided into 1051 quadrants (cuadrantes) as basic units for police patrolling. Each quadrant is assigned a police patrol with two officers for each police shift [11]. Bogotá thus has 1051 patrols that it allocates uniformly among its 1051 quadrants.

Recently, after an increase in the number of criminal events in the city, the Mayor’s office of Bogotá announced modifications to this patrolling system including the introduction of dynamic quadrants to tackle insecurity in the city. This change implies a reduction in the number of quadrants which raises the central question of this paper: How should the 1051 patrols available in Bogotá be reallocated?

To answer this question we use the fact that Bogotá is administratively divided into 19 localities (localidades) each of them with a Police Station that is in turn in charge of a certain number of quadrants. The spatial distribution of localities and quadrants in Bogotá can be seen in Figure 1. It should be noted that each PNVCC police quadrant belongs to one, and only one, locality.

With this in mind, we refine our central question to: How should the 1051 patrols available in Bogotá be reallocated among Bogotá’s 19 localities?

---

1Bogotá is divided into 20 localities but we ignored Sumapaz locality as it is entirely rural and has no quadrants assigned according to the PNVCC.
2.1 Data

We used records of robberies in the city officially registered by the Metropolitan Police of Bogotá. The complete dataset consists of robbery occurrences registered anywhere in Bogotá during 2018 and 2019 which consists of 1,366,712 robbery records.

We aggregate this data weekly for each locality to emulate the weekly allocation of the different patrols in Bogotá. Every locality has a different weekly crime distribution that can be detailed in Figure 2 that shows histograms for the weekly number of crimes recorded for the 19 localities. The empirical crime distributions do not follow a Poisson distribution, therefore the weekly robbery count for each locality is used to train a kernel density estimation model to learn the crime distribution for each urban area.

Figure 2: Number of crimes recorded per week for the 19 localities in Bogotá.

3 Methodology

This section summarizes the fair algorithm for learning in allocation problems proposed in [1]. The algorithm maximizes the expected number of crimes discovered in the city by taking into account exclusively fair police allocations. In detail, the authors define an allocation as fair if the probability of discovering a crime for any two regions does not differ by more than a parameter $\alpha$ (equation (1)). In other words, an allocation is fair if a crime is observed in each region with (almost) equal probability. This notion is similar to the well studied notion of equal opportunity in the machine learning literature [10]. To formalize this fairness notion, let

$$f_i(v_i) = \mathbb{E}_{c_i \sim C_i} \left[ \min(v_i, c_i) / c_i \right]$$

be the probability of discovering a crime in region $i$ when $v_i$ police officers are allocated to this region, where $C_i$ is the true distribution of crimes in the region. Implicitly, we are assuming that $\min(v_i, c_i)$ crimes are actually observed by the police. Hence, the discovery model assumes that each police officer is able to observe one, and only one, crime, and allows for censored data in the sense that not all crimes that occur are actually discovered by the police. With this notation, the
The fairness requirement is expressed as:
\[
|f_i(v_i) - f_j(v_j)| \leq \alpha, \quad \forall i, j \in G,
\]  
(1)

To compute this expected value, the authors assume that crime occurrences follow a Poisson distribution \( C_i \) for each geographical region \( i \).

The proposed algorithm uses the fact that once a region \( i \) is assigned \( v_i \) units, this assignment uniquely defines bounds on the admissible allocations of the other regions: \( f_j \in [f_i - \alpha/2, f_i + \alpha/2], \forall j \). It then assigns to each region the minimum number of police officers such that \( f_j \geq f_i - \alpha/2 \) and check that this allocation does not exceed the total number of units available. If so, the remaining units are assigned according to a greedy rule that assigns an additional patrol to the region in \( G \) with the highest marginal probability of having an additional crime:

\[
\arg\max_{i \in [G]} \left( T_i(v_i + 1) - T_i(v_i) \right),
\]

where \( T_i(v_i) = \mathbb{P}_{c_i \sim C_i} [c_i > v_i] \) is the right tail of the Poisson distribution for region \( i \). These tails are also used to compute the expected number of crimes discovered for an allocation \( v = (v_1, \ldots, v_g) \) among the regions \( i \in G \):

\[
\chi(v) = \sum_{i \in G} \sum_{c=1}^{v_i} \frac{\mathbb{P}_{c_i \sim C_i}}{T_i(c)}.
\]  
(2)

The detailed algorithm, taken from \cite{1}, is depicted in Figure 3.

---

### 3.1 Extension of the algorithm

We first relax the assumption that the distribution of crime follows a Poisson distribution \cite{1}, as the empirical distributions of the number of crimes in Bogotá per locality do not follow such a
distribution (Figure 2). Consequently, we use a Kernel Density Estimation to estimate in a flexible way the weekly distribution of crime in each locality of Bogotá. This distribution is then used to calculate the expected number of crimes discovered in each locality $\chi(v)$ given a police assignment $v$ using equation 2. Note that the right tail of the crime distribution $T_i(v_i) = \mathbb{P}_{c_i \sim C_i}[c_i > v_i]$ is now computed with respect to the learnt distributions $\hat{C}_i$.

Furthermore, we modified the greedy rule to allocate the available patrols. Instead of using the rule proposed by[1] $\text{argmax}_{i \in [G]} (T_i(v_t^i + 1) - T_i(v_t^i))$ in which an additional police unit is assigned to the region in $G$ with the highest probability mass in its crime distribution between $v_t^i$ and $v_t^i + 1$, we assign patrols with the rule:

$$\text{argmax}_{i \in [G]} (T_i(v_t^i + 1))$$

such that the police allocation is increased by one unit in the region with the highest probability of crime occurrence greater than $v_t^i$. This change allows police to be assigned to regions with a low probability of observing exactly $v_t^i + 1$ crimes but with a high probability of observing a number of crimes greater than $v_t^i + 1$.

4 Results: Police allocation for Bogotá

We fit a Kernel Density Estimation (KDE) model for each locality to estimate the weekly crime distribution. The bandwidth for each of the kernels in the different localities was chosen using 10-fold cross validation. We then run the proposed modified algorithm to allocate 1051 police patrols among the 19 localities in Bogotá for different fairness thresholds $\alpha$.

We compare our results with (i) an approximation to the current allocation used in Bogotá based on the number of quadrants in each locality, (ii) a naive allocation in which patrols are assigned according to the proportion of crime in each region, and (iii) a greedy allocation without taking into account any fairness requirement. We further study each of the changes introduced to the algorithm and compare the solution obtained to (iv) the original[1] algorithm assuming Poisson distributions (but computing the expected number of crimes using the distribution estimated with KDE), and (v) with the greedy allocation rule used by[1].

The allocations obtained by the different allocation strategies outlined above are shown in Figure 4. The current allocation based on the number of quadrants in each locality differs the most from all the allocations found. The naive allocation and the proposed modified algorithm have similar solutions as both take into account the crime distribution throughout the city. The proposed algorithm generates an allocation with a higher expected number of observed crimes an $\alpha = 0.02$, that is with a maximum difference in the probabilities of discovering crime between two localities of approximately 2%. Although the solution of the different methodologies does not differ much and most localities end up having a similar number of patrols assigned, slight changes in the solutions of each of the models represent either a fairer model or a higher expected number of crimes being discovered. The Appendix provides the solutions obtained in Table 1.
To evaluate the different allocation configurations we use the expected number of crime discovered associated to the resulting allocation:

\[ \chi(v) = \sum_{i \in G} v_i \frac{T_i(c)}{T_i(c)}, \]

where \( T_i \) is the right tail of the distribution estimated through KDE.

The results for different values of the fairness parameter \( \alpha \) are shown in Figure 5. Both models using the kernel density functions (with different greedy allocation rules) exhibit a similar behaviour and seem to stabilize for \( \alpha < 0.03 \). The Poisson model has a different behavior as the expected number of crimes discovered decreases as the \( \alpha \) value increases. We believe that this behavior is a consequence of the greedy allocation rule used in [1]. It should be noted that the Naive model in which patrols are assigned according to the proportion of crime in each region have a low \( \alpha \) value (0.022) representing a fair allocation, but has a lower expected number of crimes discovered than the proposed model.

On the other hand, the kernel density model that takes into account the right tail of the estimated distribution to allocate the remaining police units seems to have a better performance than any of the other models for all the \( \alpha \) values. This model allocates the patrols fairly while maximizing the average number of crimes discovered overall. The current allocation based on the number of quadrants in each locality has an \( \alpha = 0.54 \) and an average crime discovered equal to 983.59, representing an unfair allocation with a low expected number of crimes discovered (not shown in figure 5). This is the most deficient allocation out of all the models tested.
Policy makers armed with new machine learning tools are making progress in crime prediction. Nevertheless, algorithms may be biased and reproduce existing police patrolling biases that may have disparate impacts for different populations. This paper shows in a real setting how to take a simple predictive policing algorithm (e.g., a KDE model) and use it for fairly allocating scarce police resources in such a way that we still have a good predictive model and mitigate the unfair allocation of police resources as described in the paper. This paper addresses a central question in predictive police patrolling for any city independent of their police deployment strategy.

We extend the algorithm proposed by [1] in two main ways. We first relax the assumption that the distribution of crime follows a Poisson distribution, as the empirical distributions of the number of crimes in Bogotá per locality do not follow such a distribution (Figure 2). Consequently, we use a Kernel Density Estimation (KDE) model to flexibly learn the distribution of crime occurrence in each region and use it in the allocation algorithm of [1]. Second, we modify the greedy assignment rule such that the algorithm assigns an additional patrol to the region with the highest probability of exhibiting more crimes than its current allocation, rather than the region with the highest marginal probability of having an additional crime.

We run the modified algorithm for different fairness thresholds $\alpha$ and compare our results with an approximation to the current allocation strategy used in Bogotá, a naive allocation in which patrols are assigned according to the proportion of crime in each region, and with a greedy allocation without taking into account any fairness requirement. The results clearly show that the current allocating police strategy in Bogotá is dominated by our allocating mechanism even when we use a simple machine learning model to make crime predictions (KDE): the model discovers more crimes and mitigates unfair allocations.

However, at least two issues are left for future research. First, although the modified algorithm [1] works well with real data for Bogotá, which clearly suggests policy makers should take it seriously, we do not provide general performance guarantees as [1] does in the particular setting in which crime follows a Poisson distribution. This is clearly unrealistic in our case as shown in [2] and given all the evidence from more sophisticated machine learning algorithms. Second, in this model censored data plays a passive role since, by construction, we do not allow discovered crimes to bias our algorithm (there is no training as police is deployed). This means we do not allow for
feedback loop and take our model as ground truth. Clearly this is not the case in a real setting where one has to discover the true model and at the same time deploy police that discovers crimes. We leave this learning problem of sophisticated machine learning models for future research.
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## Appendix

<table>
<thead>
<tr>
<th>Locality</th>
<th>Poisson</th>
<th>Kernel Density</th>
<th>Kernel Density Complete</th>
<th>Naive</th>
<th>Quadrants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antonio Nariño</td>
<td>29</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>Barrios Unidos</td>
<td>39</td>
<td>38</td>
<td>38</td>
<td>39</td>
<td>36</td>
</tr>
<tr>
<td>Bosa</td>
<td>65</td>
<td>64</td>
<td>65</td>
<td>65</td>
<td>79</td>
</tr>
<tr>
<td>Candelaria</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>Chapinero</td>
<td>54</td>
<td>53</td>
<td>53</td>
<td>54</td>
<td>57</td>
</tr>
<tr>
<td>Ciudad Bolívar</td>
<td>57</td>
<td>56</td>
<td>57</td>
<td>57</td>
<td>85</td>
</tr>
<tr>
<td>Engativá</td>
<td>100</td>
<td>101</td>
<td>101</td>
<td>100</td>
<td>72</td>
</tr>
<tr>
<td>Fontibón</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>44</td>
</tr>
<tr>
<td>Kennedy</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>90</td>
<td>125</td>
</tr>
<tr>
<td>Los Mártires</td>
<td>45</td>
<td>44</td>
<td>45</td>
<td>45</td>
<td>34</td>
</tr>
<tr>
<td>Puente Aranda</td>
<td>57</td>
<td>56</td>
<td>56</td>
<td>57</td>
<td>32</td>
</tr>
<tr>
<td>Rafael Uribe Uribe</td>
<td>41</td>
<td>40</td>
<td>41</td>
<td>41</td>
<td>39</td>
</tr>
<tr>
<td>San Cristobal</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>64</td>
</tr>
<tr>
<td>Santa Fé</td>
<td>62</td>
<td>63</td>
<td>63</td>
<td>62</td>
<td>54</td>
</tr>
<tr>
<td>Suba</td>
<td>117</td>
<td>119</td>
<td>119</td>
<td>118</td>
<td>121</td>
</tr>
<tr>
<td>Teusaquillo</td>
<td>63</td>
<td>64</td>
<td>63</td>
<td>63</td>
<td>39</td>
</tr>
<tr>
<td>Tunjuelito</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>34</td>
<td>25</td>
</tr>
<tr>
<td>Usaquén</td>
<td>56</td>
<td>57</td>
<td>56</td>
<td>56</td>
<td>59</td>
</tr>
<tr>
<td>Usme</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>36</td>
</tr>
</tbody>
</table>

Table 1: Number of patrols allocated to each locality given the different methodologies using $\alpha = 0.03$. 
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ABSTRACT

The main objective of this work is to be able to use artificial intelligence techniques to be able to design a predictive model of the performance of a third-generation mobile phone base radio, using the analysis of KPIs obtained in a statistical data set of the daily behaviour of an RBS. For the realization of these models, various techniques such as Decision Trees, Neural Networks and Random Forest were used, which will allow faster progress in the deep analysis of large amounts of data statistics and get better results. In this part of the work, data was obtained from the behaviour of a third-party mobile phone base radio generation of the Claro operator in Ecuador, it should be noted that. The data are KPIs of the daily and hourly performance of a radio base of third generation mobile telephony, these data were obtained through the operator's remote monitoring and management tool Sure call PRS. To specify this practical case, several models were generated based on various artificial intelligence techniques for the prediction of performance results of a mobile phone base radio of third generation, the same ones that after several tests were creation of a predictive model that determines the performance of a mobile phone base radio. As a conclusion of this work, it was determined that the development of a predictive model based on artificial intelligence techniques is very useful for the analysis of large amounts of data in order to find or predict complex results, more quickly and trustworthy.
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1. INTRODUCTION

Deep learning is one of the techniques more evolution has had within the field of Intelligence Artificial, thanks to this advance a development has begun to very notorious in various sectors such as financial, vehicle, telecommunications, understanding of natural language, translators of languages and many more sectors worldwide, streamlining processes optimization and having a future vision of them, optimizing resources.
The purpose of this work is to use these intelligence techniques artificial in a practical case of real life, such as the analysis of the performance of an RBS and predict its behaviour or results to be obtained after the analysis of its operating parameters, the same ones that in the telecommunications area will help us in the optimization of resources and in the improvement of a telephone network third generation, the analysis of this performance was carried out at the level of data traffic in telephone stations, predicting its behaviour with the change of different variables.

To specify this practical case, several models were generated based on in various artificial intelligence techniques such as Random Forest, Decision Trees and Neural Networks, for the prediction of performance results of a mobile phone base radio of third generation, the same ones that after several tests were creation of a predictive model that determines the performance of a mobile phone base radio.

1.1. In the investigation “Intelligent Techniques in the assignment of dynamic spectrum for cognitive wireless networks”:

In this work, a number of techniques of artificial intelligence that help provide solutions in the management of electromagnetic spectrum in wireless networks, taking into account that mobile telephony is within wireless networks due to the use and management of frequencies found in the spectrum, these investigated techniques allow to analyse parameters such as spectrum availability, energy consumption, channel division, necessary requirements for the user, taking into account that all these parameters have as a final result the existence of a transmission and reception wireless communication system optimal data. [1].

1.2. In the research “Cellular mobile telephony: origin, evolution, perspectives”

Worldwide, the evolution in mobile telephony has had great events, such is the case that the use of mobile devices has potentially increased use of mobile phones initially relied on him sending voice signals and text messages in what corresponds to the first generation of mobile telephony, from there onwards there have been various types of evolutions that range from the first generation to the fifth generation, from the third generation the development is very significant that the itself allows the use of mobile phones not only for transmission determined which is the model that would give us the best results when working With this type of data, the variables with which we worked, have relation to data traffic measurements within radio bases, both for data upload and download traffic.

2. State of the Art

As part of the techniques proposed for the development of this the work evaluates the use of Artificial Intelligence as a means of function of receiving the signals in an RBS both for frequencies of rise and fall in the two types of technologies. [2]

2.1. In the research ”Third generation cellular networks CDMA2000 and WCDMA”:

After the emergence of second-generation technology and due to the increase in users and therefore saturation of the network and need to implement new services in what has to do with mobile telephony, third generation cellular networks appear with its CDMA 2000 and WCDMA models, the first of these models is the link to second generation and was in charge of the link of
compatibility and migration between second and third generation, while WCDMA focuses on increasing the number of users, as the picture shows [3]

In CDMA2000 there are two modulation alternatives for the downlink and these are: multicarrier modulation (MC) and direct spread (DS) that use 3 carriers of 1.25 MHz or 5 MHz; while in WCDMA it uses a single 5 MHz carrier.[4]

![Figure 1. Third generation cellular networks CDMA2000 and WCDMA [3]](image)

2.2. In the research “Intelligent Systems applied to Data"

The emergence of artificial intelligence and the use of all its techniques and tools have resulted in the emergence of intelligent systems the same ones that are capable of learning and execute actions automatically based solely on examples of some type of functioning adapting to learning very easily, as the picture shows, neural networks have been used in various investigations for data congestion analysis in various types of networks such as ATMs, as well as in the part IT security, obtaining good results. [5]

The discipline in computer science given by the mathematician Alan Turing began the birth of Artificial Intelligence that aims to question whether machines have the ability to think and is currently known as the Turing test. To obtain a good design of the topology of a network with restrictions using the tools of artificial intelligence, it is necessary to build an algorithm that analyses each and every one of the possible solutions. [6]

![Figure 2. Intelligent Systems applied to Data [4]](image)
2.3. In the research "Neural networks and traffic prediction":

The use of artificial intelligence tools allows us to predict data traffic, as the picture shows, classify the types of traffic and recognize the existing variables in the analysis of information traffic of a network. These AI methods are additional alternatives that allow us to an easy way to solve this problem, in this case it applies a neural network that based on the weights of neurons and after executing several iterations gives us predictions with data according to expectations. [7]

The different ways that exist to predict traffic consist of extracting the underlying relationships of the previous values and they are also used to extrapolate and predict future behavior. [8]

![Figure 3. Neural networks and traffic prediction][5]

2.4. In the investigation “Prediction of the demand for fixed telephony through artificial neural networks”

The high increase in users both for fixed telephony and for mobile telephony has made the statistics in bases regarding the demand for the acquisition of these services increases, as the picture shows, the operators that provide this type of service are in need of use tools that provide estimates of next values growth of users and demand for the service. [9]

The adoption of a new technology generally follows a growth pattern of a logistics curve in which low growth with few users is initially identified, followed by high accelerated growth in moderate time intervals. [10]

![Figure 4. Prediction of the demand for fixed telephony through artificial neural networks][6]
3. WORK METHODOLOGY

Because the proposed objective of the project is the generation of various predictive models of the performance of a base radio third-generation mobile telephony, exactly targeted to traffic of data, based on machine learning algorithms within artificial intelligence, and after an analysis of the techniques existing within this branch and the type of data that the PRS tool (RBS management and monitoring). [11]

a) For the development and implementation of said models of Predicting the performance of a mobile phone base radio is used the Python Programming Language, due to its variability and the large number of intelligence tools and libraries.

b) Use of the free platform Google Colaboratory for development of the models, this is a cloud service, which provides us with a Jupyter Notebook that we can access with a web browser without import if we use Windows, Linux or Mac, has as great advantages since being an online tool suitable for this type of jobs offers high-performance technical features such as adequate RAM, possibility of activating a GPU.

c) A general analysis was performed to determine the properties statistics of the data and especially of the variables to be predicted, when use such information what we determine is the type of data with those that we are going to work on, in addition, it was determined that for the variables to predict there is a very large difference between their values because when compare the maximum, minimum and the mean you can notice that they exist values that can be very small with respect to others of the same variable.

d) Because the range of the values of the variables to be predicted is extremely broad, it was necessary to include a stage of data normalization in order to avoid a bias in the implementation of the model, after testing and analysing the results, the normalization method known as MinMaxScaler, the same one that generated an optimal normalization of the data with which we should work.[12]

e) Three models were implemented for each variable and one model final where an estimate of the three variables was attempted at the once with a single model. For this, an order was followed, being the first to always make the selection of the variables to use according to their correlation.

f) After analysing the results of this last model, they determined that the first variable has no relationship with the other two so when using a single model to estimate all three, the other Variables impair performance in estimating this.

4. DEVELOPMENT

4.1. Obtaining Data

In this part of the work, data was obtained from the behaviour of a third-party mobile phone base radio generation of the Claro operator in Ecuador, it should be noted that.

The data are KPIs of the daily and hourly performance of a radio base of third generation mobile telephony, these data were obtained through the operator's remote monitoring and management tool Sure call PRS. [13]

4.2. Selection Of Variables To Predict

The predictor variables that were selected for the elaboration from this job they were: VS.RAC.DL.EqvUserNum, VS.RAC.UL.EqvUserNum, PS TraficVolume_GUL, this set of
variables help us to have a general and statistical idea of the behaviour of mobile phone base radios with respect to the data traffic existing in it.

4.3. Statistic Analysis

First, a general analysis was carried out to determine the statistical properties of the data and especially of the variables to predict.

Using this information, it was determined that the type of data with those that were worked on, in this case the three variables to be predicted were of the type floating point and 64-bit meaning that they contained a decimal format.
Furthermore, what was found is that for the variables to be predicted there were a very big difference between their values because when comparing the maximum, minimum and mean it can be noted that there are values that can be very small with respect to others of the same variable. [14]

Moreover, simple graphics prints were also made of the data to visually analyse how the data are distributed and observe if there could be outliers or also known data as outliers.
Figure 9. Graph of the data distribution of the variable PS Trafic (Google Colaboratory)

Figure 10. Graph of the data distribution of the variable VS.RAC.DL.EqvUserNum (Google Colaboratory)

Figure 11. Graph of the data distribution of the variable VS.RAC.UL.EqvUserNum (Google Colaboratory)
4.4. Correlation

Since in the database with which we worked, there was a large number of variables, around a hundred, that could be used to estimate the target variables, to determine the ones with the most information that can contribute, an analysis of the correlation between all the variables with special emphasis on target variables.

![Variable correlation graph (Google Colaboratory)](image_url)
4.5. Data Normalization

Because the range of the values of the variables to be predicted is extremely broad, it was necessary to include a stage of data normalization in order to avoid a bias in the implementation of the model, after testing and analysing the results, the normalization method known as MinMaxScaler.

![MinMaxScaler normalization graph (Google Colaboratory)](image)

5. Models - Variable vs Traffic

5.1. Decision Trees

Using decision trees, the hyperparameters by increasing and decreasing depth, parameters with respect to the sheets and others, in order to find the best ones. [13] As we can see in the graph the result that is displayed is the value of r2 score, this value is a metric that tells me the accuracy in prediction calculations of variables that as we can see for this model is a value of 0.689107048890115

![R2 score graph for the Decision Tree (Google Colaboratory)](image)

5.2. Neural Network

In the same way, for the neural network model, various tests modifying the number of neurons in the hidden layer and the number of hidden layers, as well as their function of activation, its learning rate, its optimization algorithm, number of epochs and overtraining control, looking for optimize the value of your hyperparameters for better performance [15], the optimizer that was used was an LBFGS optimizer, the r2 Score was 0.6979385979700603
5.3. Random Forest

Finally, with the Random Forest technique what was done was a search using grid search to find your best hyperparameters, prior to this test were performed modifying the parameters manually and finding in which range is where better performance has the model similar to the process used for the other models, the r2 Score was 0.7162649923099472

Once this was determined, a finer adjustment was made. using grid search and using only parameters in ranges where better performance was found with an r2 Score 0.7196744018529605

A similar procedure was used for the other two variables. During the training and testing of the models, the only thing that changed is that in these no atypical data were found as in the case of the data traffic variable. [16]

5.3.1. Variable VS.RAC.DL.EqvUserNum

a) Decision trees

As we can see in the graph the result that is displayed is the value of r2 score, this value is a metric that tells me the accuracy in prediction calculations of variables that as we can see for this model is a value of 0.8324425441778565
b) **Neural Network**

R2 Score of 0.8883605358098641

Once this was determined, a finer adjustment was made, using grid search and using only parameters with ranges regulated, obtaining an R2 score of 0.8898856746512142

---

---
5.3.2. Variable VS. RAC.UL.EqvUserNum' 

a) Decision trees 

As we can see in the graph the result that is displayed is the value of r2 score, this value is a metric that tells me the accuracy in prediction calculations of variables that as we can see for this model is a value of 0.9710786186949242. [20]

![Figure 22. R2 score graph for the Decision Tree (Google Colaboratory)](image)

b) Neural Network 

Obtaining an R2 Score of 0.999414359403538

![Figure 23. R2 score graph for the Neural Network (Google Colaboratory)](image)

c) Random Forest 

R2 score was 0.9898875480445627

![Figure 24. R2 score plot for Random Forest (Google Colaboratory)](image)

Once this was determined, a finer adjustment was made, using grid search and using only parameters in ranges where a better performance was found, and an r2 Score of 0.9917941067924856
5.4. Model to estimate three variables

Once the experiments have been carried out with each variable separately, it was decided to carry out an additional experiment using random forest, since it was the one that best estimated all the variables, to estimate all variables at once and not having an independent model for each variable. In this case, for the selection of variables was chosen for the variables that have a correlation greater than 0.8 with respect to the variables to be predicted. [17]

6. RESULTS

6.1. Result of the Model and Testing Variable PS TRAFIC

Regarding the testing process, to validate the models, we used the test data set and the target variable was estimated. Then the exit of the model was compared with the real data using the metric of the $r^2$ score which is widely used in this type of model where regressions are performed, this metric allows us to identify how efficient is the estimate with respect to all the test data.
6.2. Outcome of the model and testing variable Vs. RAC.DL.EqvUserNum

Graphs were made of the results obtained and the real data for each model, for said variable, here it could be noted that the decision trees do not have the ability to fully estimate the objective variables, which does not happen with the other models.
6.3. Outcome of the model and testing variable Vs. RAC.UL.EqvUserNum

Graphs were made of the results obtained and the real data for each model, for said variable, here it could be noted that the decision trees do not have the ability to fully estimate the objective variables, which does not happen with the other models. [19]

![Graphs](image)

Figure 29. Plot of original and predicted data in each model (Google Colaboratory)

6.4. Discussion and Analysis of Results

As a final part of the development and implementation of the models applied Artificial Intelligence, the numerical analysis of values given in each of the tests, this in order to have a overview and summary of the values obtained, for each of the proposed models and depending on each of the variables of analysis, as detailed below: [18]

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>MODELO</th>
<th>NORMALIZACION</th>
<th>CORRELACIÓN</th>
<th>R2 SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS TRAFIC MB</td>
<td>Arboles de Decisión</td>
<td>MinMaxScaler</td>
<td>&gt;=0.72</td>
<td>0.6891097048890115</td>
</tr>
<tr>
<td>PS TRAFIC MB</td>
<td>Redes Neuronales</td>
<td>MinMaxScaler</td>
<td>&gt;=0.72</td>
<td>0.6979385979700603</td>
</tr>
<tr>
<td>PS TRAFIC MB</td>
<td>Random Forest</td>
<td>MinMaxScaler</td>
<td>&gt;=0.72</td>
<td>0.7162649923099472</td>
</tr>
<tr>
<td></td>
<td>Ajuste fino</td>
<td>MinMaxScaler</td>
<td>&gt;=0.72</td>
<td>0.719674018529605</td>
</tr>
<tr>
<td>VS.RAC.DL.EqvUserNum</td>
<td>Arboles de Decisión</td>
<td>MinMaxScaler</td>
<td>&gt;=0.8</td>
<td>0.8324425441778565</td>
</tr>
<tr>
<td>VS.RAC.DL.EqvUserNum</td>
<td>Redes Neuronales</td>
<td>MinMaxScaler</td>
<td>&gt;=0.8</td>
<td>0.8883605358098641</td>
</tr>
<tr>
<td>VS.RAC.DL.EqvUserNum</td>
<td>Random Forest</td>
<td>MinMaxScaler</td>
<td>&gt;=0.8</td>
<td>0.8915394414631109</td>
</tr>
<tr>
<td></td>
<td>Ajuste fino</td>
<td>MinMaxScaler</td>
<td>&gt;=0.8</td>
<td>0.8898856746512142</td>
</tr>
<tr>
<td>VS.RAC.UL.EqvUserNum</td>
<td>Arboles de Decisión</td>
<td>MinMaxScaler</td>
<td>&gt;=0.8</td>
<td>0.9710786186949242</td>
</tr>
<tr>
<td>VS.RAC.UL.EqvUserNum</td>
<td>Redes Neuronales</td>
<td>MinMaxScaler</td>
<td>&gt;=0.8</td>
<td>0.999414359403538</td>
</tr>
</tbody>
</table>
7. **CONCLUSIONS**

The initial analysis allowed defining which variables shared some type of relationship with the variables we wanted to predict, when using the correlation as a measure of similarity could be filtered to the variables of greater importance and thus use these for the models.

The results were analysed where it was found that the model that the best performance was the model based on random forest, with compared to the other models that were tested, the model based in neural networks was the second that worked best and that of trees decision-maker the one that had the worst performance compared to the others.

It was concluded that neural networks and random forests have had the best results because they have a structure with a greater ability to generalize knowledge.

In the model created to represent all three variables at the same time, the performance of the traffic variable was the one that could not be represented correctly, this behaviour was thought to occur because the other two variables between them share a higher relationship than with that of traffic.

It was concluded that the use of this type of technique is relevant as its use could be extended to applications such as sensors virtual variables, where variables that are complex of measure (due to sensor costs or difficult to access) through variables make them easier to measure.

**FUTURE LINES OF WORK**

As part of the improvement of this work, it is planned in the future to implement the ARIMA method for the prediction of this type of data, taking into account that ARIMA is a tool that allows working with time series, whether stationary or non-stationary, as we could see at the beginning of our work the data set that was used contains countless variables, in which the variable that relates times or schedules of greater data traffic in an RBS could also be inserted.

In the future this work may be very helpful in the optimization and monitoring of communications networks, whether mobile or fixed, determining their behaviour and performance more quickly.
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DEVELOPING E-LEARNING SYSTEM TO SUPPORT VISUAL IMPAIRMENT DURING COVID-19 PANDEMIC

Piya Techateerawat

Engineering Faculty, Thammasat University, Thailand

ABSTRACT

E-learning is a common tool to support the education in variety of scenarios. As the education content can be prepared by the group of specialists, but the skilled teachers are limited in remote area. Also, the contents in most curriculum are planned to distribute to limited skilled people. The gap of education can be full-filled with E-learning system. However, the conventional E-learning is high cost system and not appropriated for rural area. Also, open-source system is complicated to implement and configure in dedicated curriculum. This research is proposed the customized design of E-learning system for supporting visual impaired student with dynamic design during Covid-19 pandemic. The limitation has challenged the research to sharing and testing among the stakeholders. The system is designed and implemented from actual requirements from teachers and students in university level. As a result, the result show student involvement and deliver more content and knowledge to the visual impaired students. The feedback from actual usage also is evaluated.

KEYWORDS


1. INTRODUCTION

Electronic learning (E-learning) is a general system to support the learning process and assist the content delivering to the specified learner. The key features of E-learning are to let learner access contents promptly with less constraints e.g. remote area, limited time, lack of teacher and large number of learners. Since network performance and equipment are easily access currently, a number of learners’ request more of E-learning system. Also, learners expect to use E-learning for knowledge sharing and on-demand contents.

This paper shows the customized solution of E-learning system that can be implemented in adaptive content with specified need (visual impaired students) The solution also can be applied to other scenarios for other organizations.

2. E-LEARNING SYSTEM

E-learning is shown as critical system for content sharing in business, research and academic. Since the market share of E-learning system reached $2 trillions in 2001, many organizations implement the system for accessible and extra class support [1, 2].

The main benefit of E-learning system is cost effective, flexibility, accessibility and content distribution. As the system are content centralized and using the technology platform for access anywhere-anytime. Then overall, it reduced the cost of staff, operation task and open the opportunity to more people [3]. It also adds more features that can provide online chat, AI enquiry, reminder, online quiz and content suggestions.

In general, large system is approaching with framework [4-5]. As developing time can be reduced significantly by using the built-in library. The security is conformed by the framework library as well as updating regularly with framework update. The important key is maintenance as framework using the standard model following with guidance.

The one of challenge of implementing E-learning is cost that increased 83 percent from 1998-2003 [6]. This is a struggle for many organizations especially in education system. However, the need of E-learning also pushes to one of the largest share markets [7]. For, specific small organization and limited budget company are difficult to access to the commercialized platform as well as the open source system also required the skilled person to configure and understand that need follow the scheme of open source package.

3. Framework

Android framework is a structure that prepare for programmer to develop application. Adobe Illustrator and Figma are the of tools to design on UI and character based. SQLite is use for database of quiz and content storage. This assist for both user and backend side to communicate and interact and share contents over the network. Most of Android framework is based on JDK model, this scheme let programmer customize the framework to meet the requirement by using the universal programming language and layout organization that is compatible to designated devices. Also, most of the framework is based on open source, so it can minimize the cost of license and maintenance.

The advantage of using this framework is let the structure more robust and more secure from the prepared package compared to developing from bare bone. In addition, the framework has prepared the libraries and themes for developer to choose and apply. So, implementation can be rapid and more convenience to meet the requirement.

SQLite provides the up-to-date content structure that can add, delete and modify the content of application on the fly. These support the upcoming content update from the education curriculum. The special request is also to add the simple design features. The project designs the main character model of the simple page and support the handle the flexible of mobile device. This has been focussed for visual impaired student to handle the learning by themselves.

4. Planning & Development

This E-learning system is based on the actual case from Thammasat University. The group of students and teacher in 2020 is based on the research. The development and evaluation are also based on the actual activity that interacts with students.

The design must be compatible to the new mobile devices (e.g. smart phone and tablets). The contents in each screen should be simplified with one main idea.
The purpose of this E-learning system is to support the actual class and student has sufficient knowledge in using computer technology. The requirement and design of this system is survey from in-class students.

As this system need to support visual impaired students, the UI has brainstorm with the user and concluded the need to use the text-to-speech module. As text-to-speech has been developed for support need and assisted to deliver contents to audience [8] as shown in Fig 1. The method has been developed with support new equipment and software [9] as shown in Fig 2. In this system, all stakeholders are discussed in focus group and need to balance between instructor, student and family who support the student with lead to use the API to support the main content similar to strategy in fig 3 [10]. As a result, students are required to access to most standard contents as deliver in actual classroom.

![Fig. 1. Text-to-speech [8]](image1)

![Fig. 2. Text-to-speech System [9]](image2)

![Fig. 3. Text-to-speech API support [10]](image3)
4.1. Requirement

- The system must be convenient for visual impaired student or family to apply and access.
- Students which do not enrol may apply and register for the interest class.
- Every user can browse the contents in subject.
- The interface should be kids friendly.
- The objective must follow the core curriculum.
- The quiz must the task of activities in the class.
- The flow of application should let the student feel enjoy.

4.2. Application Design

This application is focused to deliver standard content to visual impaired students. As all stakeholder discussed in planning phase. The structure has been designed to support the need of all stakeholders. The ER diagram are also support from the need as shown in fig. 4. Next, the user interface is also break into small step for user to follow step-by-step guideline which replaced overall view information in modern design as shown in Fig. 5. Also, the main contents are brought to highlight focus which in main step e.g. lecture in audio file format and put in main focus of application and ready-to-play as shown in Fig 6.

Fig. 4. ER Diagram
In quiz section, the quiz is based on the learning knowledge by pulling up the question from SQLite and arrange by the selected topics. When the user finishes the quiz, simple mark output is given. The quiz allows the user to re-do in the case the gain the understanding. Fig 7 shows the instructor mode that teacher can create the quiz in standard mode to support all class students. However, fig 8 shows that in visual impaired student has quiz in text-to-speech and use voice command to do the quiz.
In quiz section, the quiz is based on the learning knowledge by pulling content from SQLite and using Genymotion to adjust the final result.

5. **RESULT**

The result of system is based on the actual testing in university students from Thammasat University. The group of visual impaired students are using this application along with class study and giving the test result and feedback as follows:

**Administrator mode:**

- Log-in to the system.
- Registering to the system.
- Access to E-learning contents & downloadable contents.
- Some E-learning subject provide optional quiz.
- Search function.
- Forum for learner to share/discuss knowledge.
- File organization Add, Modify, Delete.
- Profile management.
- History organization (Review Content).

**User mode:**

- Topic selective.
- Content Summary
- Quiz
- Simple UI
- Design from user requirements.

The test result is based on the given time allocation of teacher to the students where the two weeks allocation on everyday task. The average time per slot is 88 minutes as shown in table 1. Also, the support family also given the involvement and provide the feedback result for overall usage as shown in table 2.
Table 1. Summation of Usage Time

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average usage per week</td>
<td>9</td>
<td>9.7</td>
</tr>
<tr>
<td>Average Time per usage in class (minutes)</td>
<td>82</td>
<td>94</td>
</tr>
<tr>
<td>Willing to continue to use.</td>
<td>95.71%</td>
<td>97.5%</td>
</tr>
<tr>
<td>Average time per usage at home (minutes)</td>
<td>58</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 2. Feedback Result

<table>
<thead>
<tr>
<th>Feedback (out of 5)</th>
<th>Average</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of content</td>
<td>3.95</td>
<td>0.1</td>
</tr>
<tr>
<td>To support the class knowledge</td>
<td>3.95</td>
<td>0.1</td>
</tr>
<tr>
<td>Quality of application</td>
<td>3.93</td>
<td>0.15</td>
</tr>
<tr>
<td>Effective to learning process</td>
<td>3.97</td>
<td>0.07</td>
</tr>
</tbody>
</table>

6. Discussion

As this system is created based on the actual user (visual impaired students) requirement and reviewed by the same group student, our purpose is to gain more contribution of student. The objective is gaining more attention and support the in-class education.

As shown in Table 1, our objective is to evaluate the contribution of learner. As the learners does not intention to use the E-learning before this research. To motivate learners to contribute the new learning tools are shown in visual impaired students. The result also shows the continuous of the involvement for all study period in both school and home. This usage time includes both quiz and learning content based on 2020 students.

Many involvements also require network traffic and computer resource. With this need, in our research has a large scale of computer resource in research lab. However, in real case, the system requires implementation resource in the organization. Therefore, with limited resource and recent technology, cloud server is suggested for the proposed system.

The quality from feedback is shown as above average due to the design and requirement of their choices, however they suggest that the improvement on the next version of application would be expected.

Overall, the customized system shows the significant improved in main objective of E-learning system. This also provides the solution that new trend of users needs the information in their own need format and their own need. The alternative solution is served their task achieved in this area.
7. CONCLUSION

E-learning is challenged in every organization to customize for appropriate for each organization. The difference in objective, members’ background and knowledge leads to different expectation. The customization system is a solution with a high cost of out-of-the-box software.

This paper suggest the customized E-learning system based on Android framework. The specific learning group are based visual impaired students. The features of this system are content sharing, online quiz and feedback system to the responding teacher in school. The implementation of deployed system is based on user’s requirement that tend to meet with expectation.

The trend of user involvement is improving the participation in most of area especially support special need students.
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