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Preface

3rd International Conference on Data Mining & Machine Learning (DMML 2022) April 23–24, 2022, Copenhagen, Denmark, 11th International Conference on Software Engineering and Applications (SEAS 2022), 9th International Conference on Advanced Computing (ADCO 2022), 3rd International Conference on NLP & Information Retrieval (NLPI 2022), 8th International Conference on Signal Processing (SP 2022), 3rd International Conference on Big Data, Blockchain and Security (BDBS 2022), 11th International Conference on Control, Modelling, Computing and Applications (CMCA 2022), 8th International Conference on Computer Science, Information Technology (CSITEC 2022) was collocated with 3rd International Conference on Data Mining & Machine Learning (DMML 2022). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The DMML 2022, SEAS 2022, ADCO 2022, NLPI 2022, SP 2022, BDBS 2022, CMCA 2022 and CSITEC 2022. Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically.

In closing, DMML 2022, SEAS 2022, ADCO 2022, NLPI 2022, SP 2022, BDBS 2022, CMCA 2022 and CSITEC 2022 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the DMML 2022, SEAS 2022, ADCO 2022, NLPI 2022, SP 2022, BDBS 2022, CMCA 2022 and CSITEC 2022.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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ABSTRACT

Crowdsourcing is an online outsourcing mode which can solve the machine learning algorithm's urge need for massive labeled data. How to model the interaction between workers and tasks is a hot spot. We try to model workers as four types based on their ability and divide tasks into hard, medium and easy according difficulty. We believe that even experts struggle with difficult tasks while sloppy workers can get easy tasks right. So, good examination tasks should have moderate degree of difficulty and discriminability to score workers more objectively. Thus, we first score workers' ability mainly on the medium difficult tasks. A probability graph model is adopted to simulate the task execution process, and an iterative method is adopted to calculate and update the ground truth, the ability of workers and the difficulty of the task. We verify the effectiveness of our algorithm both in simulated and real crowdsourcing scenes.
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1. INTRODUCTION

With the rise of the Internet in the early 21st century, many traditional industries are undergoing changes, such is outsourcing. The first clear definition of crowdsourcing came in 2006, when Howe[1] defined it as: “Simple defined, crowdsourcing represents the act of a company or institution taking a function once performed by employees and Outsourcing it to an undefined (and generally large) network of people in the form of an open call.”

Early crowdsourcing work mainly come from the field of database. Researchers package crowdsourcing platform and workers into a virtual database, and query some open or abstract questions through SQL-like query language. These queries are eventually transformed into crowdsourcing tasks, which are completed by a large number of Internet workers and fed back to the inquisitors. In recent years, with the rise of machine learning, especially deep neural network, researchers have an increasing demand for massive labeled data, and crowdsourcing has also attracted a lot of attention from data mining and machine learning field. The famous ImageNet dataset [2] was crowdsourced by Google through Amazon Mechanical Turk (AMT), a general crowdsourcing platform. There are other online platforms like FigureEight (formerly named as CrowdFlower), InnoCentive, Upwork, etc.

Crowdsourcing has various task patterns. For example, according to the task granularity, crowdsourcing can be divided into micro and macro task, such as annotating an image and...
polishing a paper. Also, crowdsourcing could be classified into monetary, entertainment or voluntary services in terms of the incentive mechanism. Foldit [3] is an online game in which people match to optimize the 3d shape design of proteins, making people in the process of game also can contribute for biological sciences, and Wikipedia, for example, is enriched and maintained by volunteers. More, based on the purpose of crowdsourcing, individuals, collaborate and competition are three participation mode for workers in crowdsourcing. People solve independent sub-problems such as image annotation in parallel, collaborate on complex tasks such as writing a program system serially, and compete to win a creative design competition.

Crowdsourcing tasks that provide labeled data for machine learning include many forms, such as data collection, categorization, transcription, or relevance searching and sentiment analysis [4], etc. Our main focus is the data annotation task, which categorizes and annotates unlabeled data. That is, tasks contain several options from which workers choose the most appropriate one. The general process for crowdsourcing can be roughly divided into three steps: requester designs and submits tasks to the crowdsourcing platform, the platform assigns tasks to appropriate workers, then collects and aggregates workers' answers and feeds back to the requester [5]. All three stages contribute to the quality of the final result. In a word, clear and intuitive task design, reasonable task assignment strategy and appropriate truth inference algorithm are the three hot spots of crowdsourcing research [6], furthermore, the last two stages all rely on pertinent worker and/or task model that can reveal the real situation.

We get the inspiration for modeling workers and tasks from school exams. There are two basic indicators in the evaluation of test questions, difficulty and discriminability. Difficulty corresponds to the overall scoring rate (correct rate) of the question. A good question should be able to distinguish between students of different levels of knowledge, that is, the high scoring rate of the good student and the low scoring rate of the student who does not work hard. The difference between the two evaluating indicator is the degree of discriminability. In general, the discriminability is highest when the problem is of moderate difficulty. In this way, we should pay more attention to medium difficult tasks when inferring workers' abilities from task results, since tasks that are too difficult or too easy contain little information about workers' abilities.

In general, we use two positive decimals to quantify task difficulty and worker ability, a probability graph model to simulate the annotating process, and comprehensively consider the impact of difficulty and ability on worker's performance in the deduction process. In particular, when inferring worker ability from the annotating results, we focus more on the performance on moderate difficulty tasks, reducing the impact of simple and difficult tasks, thus making our model of worker competence more accurate and robust. Our innovations are included as the following:

1. We draw inspiration from actual exam, using difficulty to measure tasks, and ability to measure workers. A probability graph model simulates the annotating process, which is simple and intuitive.
2. We first point out the effect of task discriminability on inferring workers' ability, and design a set of computational inference process to infer more accurate and robust worker model.
3. We designed simulation experiment and real experiment to verify the effectiveness and practicability of our algorithm.

2. RELATED WORK

Data mining in crowdsourcing focuses more on truth inference algorithms, and good raw data is indispensable. However, with limited budget, we need to select some from a large number of not so reliable online workers to complete our tasks, so task assignment has also attracted a lot of
research work. In order to better assign tasks or infer ground truth, we need to have a full understanding of workers and tasks, thus the modeling of workers and/or tasks is also inevitable. The modeling of workers mostly focuses on their ability level, the difference lies in different granularity, such as overall ability, or abilities in different domains, and even use matrix to express the cognitive preference of workers in various domains/options. For task modeling, besides focusing on the nature of the task itself, such as difficulty or domain, some researchers also measure the degree of completion of a task, such as uncertainty, information entropy, and so on.

2.1. Task Assignment

The core of task assignment is how to allocate tasks to appropriate workers so as to maximize the overall return [7]. Workers should have enough ability and even interest to complete the tasks assigned to them. According to whether it is assumed to know the global information of workers and tasks, such as skill level, difficulty, domain, price, etc., task assignment algorithms can be divided into online and offline types. In the real crowdsourcing process, the information of workers and tasks is usually unknowable at the initial stage, so we mainly focus on online algorithms.

In the online algorithms, workers actively access the platform, and the platform has no prior information of the workers initially. The requester provides tasks to the platform, which allocates tasks when the workers arrive. Due to the lack of knowledge of the unknown workers’ abilities, the assignment may be random at the beginning, but after workers returning their answers, platform can infer and learn stage by stage. With the increase of workers’ answers, the platform can gradually grasp the characteristics of the workers and/or tasks, so that the subsequent task assignments can be targeted.

As far as we concern, there are the following typical work that focus on task assignment algorithms:

1. DTA [7]: It's a two-stage exploration-development assignment algorithm. In the exploratory stage, they used sampling methods to evaluate the ability of workers and the difficulty of the tasks. After obtaining enough information, the problem was transformed into the offline style, they further used the Primal-Dual Formulation to solve it.

2. AskIt [8]: A real-time application system for interactive crowd-data searching, which can effectively route questions to the due staff, and reduce the uncertainty of answers. The algorithm considers four constraints and two uncertainty measures of the workers and questions, and is used to solve the optimization problem. Entropy-like methods are used to quantify the uncertainty, while collaborative filtering is employed to predict the unseen answers.

3. QASCA [9]: It is an online task assignment framework that uses a confusion matrix to simulate workers’ preferences when giving answers, and uses Accuracy and F-score to measure the quality of task completion. It gradually infers the truth value of the task and updates the worker confusion matrix, thereby dynamically assigning the task to the worker with the highest probability of giving the correct answer in the next assignment.

2.2. Truth Inference

Worker and task model are also crucial in the truth inference (answer aggregation) stages. Because building these models requires the ground truth of the tasks, which are unknown, many algorithms iteratively perform truth inference and model update calculation.
The truth inference algorithm can be divided according to whether it needs to be calculated iteratively. Non-iterative aggregation uses heuristics to calculate a single result for each task. Commonly used techniques include weighted majority voting (WMV) and filter-based techniques [10]. (Weighted) Majority voting gives all answers the same (different) weight, then counts, and the majority wins [11]. Filter-based methods rely on other techniques (such as qualification test) to filter out unreliable answers first, and then perform majority voting. Typical works are HP [12], ELICE [23], BV [5], etc.

The iterative aggregation algorithm performs a series of iterations and finally produces high-quality results. It usually consists of two stages: truth inference and model update. The most typical representative is the Expectation-Maximization (EM) algorithm [13]. In the E-stage, the truth value of the tasks is inferred based on the existing worker model, and in the M-stage, the model parameters are adjusted to maximize the occurrence probability of the current inferred result. The performance of the iterative algorithm is greatly affected by the initial parameters of the model, and is usually better than the non-iterative methods. However, the iterative process will cost a lot of time and computing resources. You can refer to the following works: SLME [14], GLAD [15], ITER [16], etc.

3. Proposed Method

We will elaborate on our proposed model and method in this section. First of all, let's introduce some common terms in crowdsourcing and the notations in this paper.

3.1. Terms and Notations

People with crowdsourcing needs will hire a group of workers to work for their task through a website. We call them requester, crowdsourcing workers \( \mathcal{W} = \{w_1, w_2, \ldots, w_m\} \), crowdsourcing tasks \( \mathcal{T} = \{t^1, t^2, \ldots, t^n\} \) and crowdsourcing platform respectively. The term task refers to different granularity according to the context, such as the entire task, a single sub-task or a batch of sub-task, so does the term worker. Each task \( t^i \) has a potential ground truth label \( t^i \), and may receive some annotations \( A^i = \{a^i_1, a^i_2, a^i_3, \ldots\} \) from several workers \( \{w_1, w_2, w_3, w_4, \ldots\} \). At the same time, worker \( w_j \) may give out annotation set \( A_j = \{a^j_1, a^j_2, a^j_3, \ldots\} \) to tasks \( \{t^2, t^3, t^5, \ldots\} \). Please pay attention to the correspondence between serial numbers and subscripts in these two examples. In this paper, we prefer to use subscripts (letter \( j \)) to distinguish all \( m \) workers and superscripts (letter \( i \)) to mark total \( n \) tasks, a task may receive annotations from multiple (not all) workers, and a worker may also annotate multiple (not all) tasks. Due to the subjective or objective factors of tasks and workers, those annotations are not so reliable, we often need to annotate a task repeatedly to obtain more reliable results [17, 18]. We assume that each task gets \( r \) annotations on average, which is also the reason for the existence of truth inference algorithms.

Truth inference algorithm is used to infer the ground truth set \( \mathcal{L} = \{l^1, l^2, \ldots, l^n\} \) from annotation set \( \mathcal{A} = \sum_{i=1}^n A^i \) (or note as \( \mathcal{A} = \sum_{j=1}^m A_j \)).

As mentioned earlier, in data annotation task, workers need to choose one from several candidate labels which suits the task best. Intuitively, the more potential labels, the more difficult the problem will be. We assume the number of candidate labels is \( k \). \( e_j \) is adopted to represent the potential ability of worker \( w_j \), and \( d^i \) to represent the difficulty of task \( t^i \). \( \mathcal{E} = \{e_1, e_2, \ldots, e_m\} \) is chosen to denote the set of workers' abilities, and \( \mathcal{D} = \{d^1, d^2, \ldots, d^n\} \) to denote the set of tasks' difficulties. We use a probability graph model to simulate the generation process of a single annotation \( a^i_j \), as shown in Fig. 1. In the following sections we will analyse in detail the reason...
for the modeling of each step in Fig. 1 and derive the calculation formulas which we rely on to establish our truth inference algorithm. According to Fig. 1, we can get the joint probability density formula as Eq. 1.

$$p(\mathcal{A}|\mathcal{D}, \mathcal{E}, \mathcal{L}) = p(\mathcal{P}|\mathcal{D}, \mathcal{E})p(\mathcal{A}|\mathcal{P}, \mathcal{L}) \quad (1)$$

Figure 1. The probability graph model of proposed method. Above there are five elements: worker ability $e_j$, task difficult $d^i$, the probability $p^i_j$ indecis the confidence of worker’s annotation $a^i_j$ being the same as ground truth $l^i$. The element in shaded circle ($a^i_j$) is the only variable we know, in dashed circle ($p^i_j$) is the intermediate variable, what we need to infer are the elements in the remaining three circles.

3.2. Worker-Task Interaction Model

Due to the open nature of the Internet, crowdsourcing workers may come from all corners around the world. They have different ethnicity, nationality, educational background, work skill, cognitive inclination, personal personality, etc. [19]. In order to highlight and study the different inherent performance of these workers during crowdsourcing, many worker modeling methods have been proposed, such as methods based on ability level (accuracy), methods based on ability domains, and methods based on confusion matrix, from simple to complex. [19] further classified workers to five classes based on their ability and behaviours.

Since the annotation matrix of a worker in real crowdsourcing scene is usually sparse, too complex models will suffer more from data lacking, so we employ the simplest and intuitive but practical ability model to represent the worker’s ability. Each worker $w_j$ is associated to a decimal $e_j \in [0,1]$ indicating the ability to get task right. With reference to the work of [19] we pre-established four categories of workers based on their abilities and behaviours: expert, normal worker, sloppy worker and spammer. Expert and normal worker will do their best to get things right while sloppy workers tend to give out answers imprudently and there may be very few workers deliberately give out wrong answers for various reasons, trying to sabotage the current task.

Supposing you are taking an exam, besides your own knowledge and ability, the factors that determine your final score also include the quality of test paper, such as the difficulty of the test questions, the scope of investigation, the quality of the question description, and the length of the test duration, etc. Reasonable task design means a lot to the quality of crowdsourcing [6], but this is beyond the scope of this paper. We synthetically use a decimal $d^i \in [0,1]$ to quantify the difficulty of task $t^i$, from easy to difficult.
According to the experience in real life, a question may be too difficult for even experts to solve it well within limited time, identifying the authenticity of the porcelain in a picture, for example. On the other hand, even sloppy can easily answers the simplest problems, such as “Which mountain is the highest in the world?” Imagining what will happen if you encounter a question you don't know in an exam? picking an answer at random! The harder the question, the more difficult it is for workers to work out the correct answer, so the answers given tend to be chosen randomly. We use Eq. 2 to express this trend:

\[ p_j^i = f(d^i, e_j) = d^i \frac{1}{k} + (1 - d^i)e_j^d^i \]  

(2)

here \( p_j^i \) is the intermediate variable showing the possibility that the worker \( w_j \) chooses what he thinks the correct answer is to task \( t^i \) with \( k \) choices. We choose Eq. 2 because of the three important properties:

1. The function is concise, easy to calculate and understand. \( f(d^i, e_j) \) can be seen as a competition between two factors, random selection and worker effort, difficulty \( (d^i, (1 - d^i)) \) act as weights.
2. Fixing one of the two variables, the function \( f(d^i, e_j) \) basically changes monotonously with the other variable, which is in line with our intuition. Some special cases are shown in Fig. 2.
3. In two extreme cases, the function value meets our original assumptions. \( f(e_j|d^i = 0) = 1 \) and \( f(e_j|d^i = 1) = \frac{1}{k} \) regardless of the value of \( e_j \). Those mean that tasks that are too simple or too difficult are not enough to distinguish workers' ability difference.

When the difficulty of the task is 1 \( (f(e_j|d^i = 1)) \), Eq. 2 degenerates into the probability of random selection, in another extreme cases \( (f(e_j|d^i = 0)) \), Eq. 2 shows the all workers have full confidence to their answers. It can be seen from the Fig. 2 that when the task difficulty is moderate (about 0.5), the distance between the confidence curves of the three types of workers is the largest, meaning that the task can distinguish workers of different abilities well at this time.

![Figure 2](image_url)

Figure 2. The figure on the left shows the change curve of the answer quality on three typical difficulty tasks with the ability of the workers, and the right one shows the change curve of the answer quality given by the three typical workers with the difficulty of the task. Note that we set \( k = 4 \) in above cases and the effective value of the horizontal coordinates is in the range of \([0,1]\).

Intuition teaches us that the higher the credibility of the annotation given by the worker \( w_j \), the more likely his annotation is the same as the potential ground truth of task \( t^i \). Combining \( p_j^i \) and \( l^i \), we can easily get the probability density function of the distribution of \( a_j^i \) as Eq. 3.
\[ f(a_j^i = l^i) = p_j^i \]
\[ f(a_j^i \neq l^i) = \frac{(1-p_j^i)}{(k-1)} \]  \hfill (3)

We simply assume that all wrong options are equally confusing, so we use a simple equalization process to represent the probability distribution density of the wrong answers. Although the use of more accurate models such as confusion matrix will be closer to the real situation, the improvement they bring is limited when the amount of data and information is relatively scarce [20].

\[ f(a_j^i = l^i) = p_j^i = \frac{d_i^t}{k} + (1 - d_i^t)e_j^i \approx \frac{1}{k} \quad \text{s.t.} \quad d_i^t \approx 1 \]  \hfill (4)

3.3. Truth Inference Algorithm

In Fig. 1, there are four elements, of which only annotation \( a_j^i \) is what can be observed, how to infer the other three elements from the mere information becomes a problem. Generally speaking, when the value of \( a_j^i \) is given, \( l^i \) and \( p_j^i \) cannot be independent of each other. However, \( p_j^i \) is a hidden variable, and we have no idea about its value. In this case, \( e_j \) and \( d_i^t \) are independent of each other (see Eq. 5, 6, 7). These analyses are in line with our life experience. Therefore, when the value of \( a_j^i \) is observed, the three elements we are concerned with: task label, worker ability, and task difficulty have some correlations. \( l^i \) depends on \( d_i^t \) and \( e_j \) both, while the later two are mutually independent.

Joint probability formula:

\[ P(p_j^i, l^i, a_j^i) = P(p_j^i)P(l^i|p_j^i)P(a_j^i|p_j^i, l^i) \]  \hfill (5)

Bayesian hypothesis:

\[ P(p_j^i, l^i, a_j^i) = P(p_j^i)P(l^i)P(a_j^i|p_j^i, l^i) \]  \hfill (6)

Compare above we have:

\[ P(l^i|p_j^i) = P(l^i) \rightarrow P(l^i, p_j^i) = P(l^i)P(p_j^i) \]  \hfill (7)

Luckily, a task will usually be annotated by multiple workers and a worker will annotate a set of tasks. We assume that the ability of a worker is stable for a certain period of time, and the difficulty of the task is the attribute of the task itself, so we can transfer the ability of a worker on \( t^i \) task to \( t^j \) task, and the difficulty of a task inferred from the performance of worker \( w_p \) can also be used to predict the performance of worker \( w_q \).

We propose an iterative calculation method based on the EM algorithm to update the values of \( \mathcal{E} = \{e_1, e_2, ..., e_m\}, \mathcal{D} = \{d^1, d^2, ..., d^n\} \) and \( \mathcal{L} = \{l^1, l^2, ..., l^n\} \). In each iteration, we use the current values of two of the three sets to update the other one, one iteration ends when the values of all three sets are updated once. In the related work section, we mentioned that the quality of the initial value is very important for the iterative algorithm. Therefore, in the following steps, we will explain in detail how to set the initial value at the start-up and how to update the above three sets.
Generally speaking, researchers will use a certain strategy to initialize the worker and task model, like random initialization or uniform initialization, and then derive the truth label set. Few people will assume the ground truths of the task to start the iteration, because this is contrary to our common sense. So, in each iteration we always use $E$ and $D$ to update $L$ first, then $E$ or $D$.

### 3.3.1. Parameter Initialization

The work of [20] has summarized that when the amount of data is sufficient, simple models such as $MV$ or $WMV$ can also achieve good results, and have more stable performance and less calculation than complex models. In other words, simple algorithms such as $MV$ or $WMV$ tend not to be too bad and fluctuate less. So, we use simple $MV$ as example to explain how to set the initial value of our model, it contains the two steps:

**Count:** First, for each task, we count all the annotations it receives, accumulate the number of counts for each option, and the option with the highest score is treated as the label of the task. Then we use the error rate as the initial difficulty of the task.

**Weight:** After obtaining the labels of all tasks, we in turn count all the annotations given by each worker, and use the correct rate as the initial value of the worker’s ability.

$$d^i = 1 - \frac{\sum_{a_j^i \in A^i} j(a_j^i = l^i)}{|A^i|}$$  \hspace{1cm} (8)

$$e_j = \frac{\sum_{a_j^i \in A_j^i} j(a_j^i = l^i)}{|A_j|}$$  \hspace{1cm} (9)

In Eq. 8&9, $J()$ is the indicator function, $J(True) = 1$, $J(False) = 0$, the hat of $l^i$ denotes it is an approximate of the latent ground truth. If you want to get more accurate initialization parameters, or the number of annotations $r \leq k$, you can also use other iteration-based methods, such as $WMV$ to initialize the parameters to avoid the embarrassing situations where there is no option to win. The main difference in $WMV$ is that in the Count stage, when we count the score of each option, we will multiply the weight of each worker’s annotation, that is, the accuracy of the worker in the current iteration. Then iteratively perform the Count and Weight steps until it stabilizes. The error rate is treated as task difficulty and correct rate as the worker ability.

In the following update process, different from the previous meaning, we use superscript on a set to mark the iteration rounds, $L^{i+1} = f(D^i, E^i)$ means we use the task difficulty set $D$ and worker ability set $E$ obtained in round $i$ to update the task label set in round $i + 1$, for example.

### 3.3.2. Parameter Initialization

The term of the unobserved variable is called “latent variable”. Let $X$ denote the set of observed variables, $Z$ denote the set of latent variables, $\Theta$ denote the model parameters, and $LL()$ denote the log-likelihood function. If we want to do the maximum likelihood estimation of $\Theta$, we have Eq. 10. Since $Z$ is unknown, we can only maximize the logarithmic marginal likelihood of the observed variables $X$ by calculating the expectation of $Z$, as shown in Eq. 11.

$$LL(\Theta|X, Z) = \ln P(X, Z|\Theta)$$  \hspace{1cm} (10)
In E-step, we need to infer the distribution of latent variables \( Z \) under current model parameters \( P(Z|X, \Theta^i) \), and calculate the expectation of the log-likelihood function \( LL(\Theta|X, Z) \) for \( Z \), as in Eq. 12.

\[
Q(\Theta|\Theta^i) = E_{Z|X, \Theta^i} LL(\Theta|X, Z)
\]  

In M-step, we can solve Eq. 13 to update the model parameters \( \Theta^{i+1} \) to maximize the expectation of the likelihood function \( Q(\Theta|\Theta^i) \).

\[
\Theta^{i+1} = \max_{\Theta} Q(\Theta|\Theta^i)
\]  

**Updating \( L \):**

We first use \( (D^i, E^i) \rightarrow \mathbb{P}^i \) to get \( \mathbb{P}^i \), then take \( (\mathbb{P}^i, A) \rightarrow \mathcal{L}^{i+1} \) to get the distribution of \( \mathcal{L} \) in \( (i+1) \) turn. Those can be seen as the E-step.

**Updating \( D \) & \( E \):**

When we have the new distribution of \( \mathcal{L}^{i+1} \), we can calculate the difficulty of all tasks \( (D^{i+1}) \) by Eq. 8, showing as \( (\mathcal{L}^{i+1}, A) \rightarrow D^{i+1} \). But how to update the worker ability is a bit different from Eq. 9. Remember the core idea of this paper, more than ten years of examination experience tells us that questions with different difficulty have different ability to reflect the ability of workers, we also designed the worker-task interaction function as Eq. 2, based on this concept. So in \( (\mathcal{L}^{i+1}, D^{i+1}) \rightarrow E^{i+1} \), we modify Eq. 9 to Eq. 18. It is not difficult to find that we also weighted the contribution of different tasks to the ability of a worker, just like weighting the contribution of different workers’ annotations to a task label. Eq. 14 shows the probability difference between two workers subject to task difficulty and Eq. 15 is the derivative. From Eq. 16 & 17 we can see that tasks with moderate difficulty \( (d \approx 0.4) \) have the highest distinguishing ability, so we should reduce the interference of extreme tasks on deriving the ability of workers. Finally, the weight is set as Eq. 19.

\[
F(d) = f(e_1, d) - f(e_2, d) = (1 - d)(e_1^d - e_2^d) \text{ s.t. } 1 > e_1 > e_2 > 0
\]  

\[
F'(d) = e_2^d - e_1^d + (1 - \chi)(e_1^d \ln e_1 - e_2^d \ln e_2)
\]  

\[
E(e_1 - e_2) = E((e_2 + \frac{1-e_2}{2}) - e_2) = E(\frac{1-e_2}{2}) = 0.25 \text{ s.t. } 1 > e_1 > e_2 > 0
\]  

\[
F'(0.4) = 0 \text{ s.t. } E(e_1 - e_2) = 0.25
\]  

\[
e_j = \frac{\sum_{a_j \in A_j} \phi(d^i|a_j = l_j)}{\sum_{a_j \in A_j} \phi(d^i)}
\]  

\[
\phi(d^i) = \begin{cases} 
1 - \frac{d^i-0.4}{0.4}, & d^i \geq 0.4 \\
\frac{0.4-d^i}{0.4}, & d^i < 0.4
\end{cases}
\]
We iteratively perform the above steps until the predetermined number of iteration is reached or the parameters no longer change. The final outputted $\mathcal{L}$ is the result of the tasks we inferred.

### 3.4. Task Assignment

Task assignment strategy is affected by many factors [5], such as platform task allocation method, modelling method, whether the budget is sufficient, the average number of workers' annotations and the average number of repeated annotations on a task, etc. Since our model needs to understand the task and worker information at the same time, this requires more information to build the model. At the same time, we have carried out a two-way correction on the mutual derivation between task difficulty and worker ability, which can reduce the impact of random assignment. Therefore, when the budget is not sufficient ($r < 3$), we recommend using random assignment. When the budget is relatively sufficient ($r > 5$), we can first use random assignment to build the task-worker model, then sort the workers and tasks separately, and then use the remaining budget for matching assignment.

#### Algorithm 1: Worker-Task Interaction Model

| Input: task set $\mathcal{T}$, worker set $\mathcal{W}$, budget |
| Output: annotation set $\mathcal{A}$, task difficulty set $\mathcal{D}$, worker ability set $\mathcal{E}$, inferred label set $\hat{\mathcal{L}}$ |

1. $\textbf{while} (r < 3) \textbf{do}$
2. $\quad$ Random assign $\mathcal{T}$ to $\mathcal{W}$ to fill $\mathcal{A}$;
3. $\textbf{end}$
4. Initialize $\mathcal{D}^0$ and $\mathcal{E}_0$ using Eq. 8, 18, 19;
5. $\textbf{while} \text{ not converged } \textbf{do}$
6. $\quad$ Update $\mathcal{L}^{i+1}$: $(\mathcal{D}^i, \mathcal{E}_i) \rightarrow \mathcal{L}^{i+1}$ using Eq. 12;
7. $\quad$ Update $\mathcal{D}^{i+1}$ and $\mathcal{E}^{i+1}$ using Eq. 15;
8. $\textbf{end}$
9. Sort $\mathcal{T}$ and $\mathcal{W}$ for remaining assignment;
10. $\textbf{while} (\text{budget} > 0) \textbf{do}$
11. $\quad$ Assign tasks in corresponding order to update $\mathcal{A}$;
12. $\textbf{end}$
13. Re-derive $\mathcal{D}, \mathcal{E}, \mathcal{L}$ and output the final $\mathcal{L}$;

### 4. EXPERIMENTS AND ANALYSIS

Since we have proposed a fresh worker-task interaction model (note as $WTIM$), we intend to prove the effectiveness and practicability of our algorithm in three steps. We first verify the effectiveness of our model under ideal conditions through a series of simulation experiments, then we run our algorithm on two real crowdsourcing data sets to test its practical performance. Finally, we hired colleagues around us to complete a special test to test the correctness of our hypothesis. In the real world, the actual model of crowdsourcing workers is affected by time, place, task, platform, workers’ own situation and other random factors, and no worker model is confirmed to be universally correct [21]. Therefore, we believe that the method proposed by us is irreplaceable in some scenarios.

For single-choice tasks, the only evaluation indicator used is the correct rate or accuracy of the final answer. Since our truth inference method is based on an iterative calculation, in addition to the most common baseline algorithm $MV$ and $WMV$ in crowdsourcing, we also compared some classic iterative-based truth inference algorithms. Their brief introduction is as follows:

1. $MV$: $MV$ directly uses majority vote to integrate annotations, without modeling tasks and workers.
2. **WMV**: WMV models each worker a weight when aggregating answers, that is, their accuracy. By iteratively updating task labels and worker ability, WMV can finally output a much more accurate result than MV. Many other methods such as ZC [22] are based on WMV.

3. **ZC**: ZC [22] adopts a probabilistic graphical model to model the decision-making process of workers. In addition, its worker model uses the simplest accuracy and does not model the task. It also uses the EM algorithm to iteratively update the model parameters and task results.

4. **DS**: DS [13] is a classic worker model. It uses a confusion matrix to simulate the different tendencies of workers when choosing answers. The sum of each row or column in the matrix is 1, and the value of the $i,j$-th element represents the probability that the worker chooses item $j$ when the true value is item $i$.

5. **GLAD**: GLAD [15] extend WMV in task model. Instead of treating tasks equally, GLAD gives each task a difficulty $d_i \in (0, +\infty)$ (the bigger, the easier), it further models workers by accuracy and the annotation distribution as $Pr(a_i = l_i | d_i, e_j) = 1/(1 + exp(-d_i * e_j))$, some way the same like us.

### 4.1. Simulation Experiment Setup

In the simulation experiment, we simulate the random process of a certain group of workers annotating a certain set of tasks according to certain rules. We first determine some parameters about the task, such as the number of options $k$, then we generate tasks following the setting in Tab. 1. For workers, we refer to the work of [19] and set up four groups of workers with different behaviour models. Their specific settings and ratios are shown in Tab. 2. We generated a total of $n$ tasks and $m$ workers, and their difficulties or abilities randomly fluctuate within the ability fluctuation range of their respective groups in two tables.

<table>
<thead>
<tr>
<th>Worker Type</th>
<th>Difficulty Baseline</th>
<th>Fluctuation</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard</td>
<td>0.85</td>
<td>±5%</td>
<td>10%</td>
</tr>
<tr>
<td>Medium</td>
<td>$(1 + 1/k)/2$</td>
<td>±10%</td>
<td>60%</td>
</tr>
<tr>
<td>Easy</td>
<td>0.15</td>
<td>±5%</td>
<td>30%</td>
</tr>
</tbody>
</table>

Table 1. Task classification and corresponding difficulty range and proportion of the simulated tasks. $k$ is the number of options in the crowdsourcing task.

<table>
<thead>
<tr>
<th>Worker Type</th>
<th>Ability Baseline</th>
<th>Fluctuation</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert</td>
<td>0.85</td>
<td>±5%</td>
<td>30%</td>
</tr>
<tr>
<td>Normal</td>
<td>$(1 + 1/k)/2$</td>
<td>±10%</td>
<td>40%</td>
</tr>
<tr>
<td>Sloppy</td>
<td>$1/k$</td>
<td>+10%</td>
<td>20%</td>
</tr>
<tr>
<td>Spammer</td>
<td>0.15</td>
<td>±5%</td>
<td>10%</td>
</tr>
</tbody>
</table>

Table 2. Worker classification and corresponding ability range and proportion of the simulated workers. $k$ is the number of options in the crowdsourcing task.

In crowdsourcing research, a lot of works focus on binary classification task, or True-False task, such assumptions are relatively simple but without loss of generality, they will also claim that multi-classification task can also be obtained by combining several binary classification tasks. An interesting property of the binary classification task is that the accuracy of random guessing will not deviate far from 0.5, so we can easily classify workers and correct the answers from
unqualified workers. However, in practice, many tasks have multiple alternative options, and the native binary classification algorithm is not easy to handle them well, therefore, we set up two kinds of simulation experiments, \( k = 2 \) and \( k = 4 \) respectively. According to Tab. 1 and Tab. 2, we have simulated \( n = 100 \) tasks and \( m = 10 \) workers, and each task is annotated \( r = 5 \) times on average, which means that each worker will annotate 50 tasks on average.

4.2. Simulation Results & Analysis

The results of the simulation experiment are recorded in Tab. 3. We roughly recorded the running time of each algorithm and the accuracy of the results, and the best results are marked in bold. It can be seen from the table that the results of the methods (WMV, ZC, DS, GLAD, WTIM) with modeling of workers and/or tasks are far better than MV, and the differences between them are not obvious. Note that WTIM does not know the specific worker and task model in the truth inference stage. Because the model of our algorithm is the closest to the simulated worker-task model, we have achieved the best accuracy, which shows that our algorithm can indeed work well in certain scenarios. In addition, note that algorithms based on iteration and probabilistic graph models (GLAD, WTIM) often take a long time to stabilize, therefore, in actual crowdsourcing, quality, budget, and delay often need to be considered comprehensively [4].

Table 3. The performance of our method and various comparison methods on the simulated datasets. We calculate the algorithm accuracy and iteration time respectively. The result of the winning algorithm is highlighted in bold.

<table>
<thead>
<tr>
<th>Dataset &amp; KPI</th>
<th>MV</th>
<th>WMV</th>
<th>ZC</th>
<th>DS</th>
<th>GLAD</th>
<th>WTIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation data (( k = 4 ))</td>
<td>52%</td>
<td>&lt;1s</td>
<td>63%</td>
<td>&lt;1s</td>
<td>62%</td>
<td>&lt;1s</td>
</tr>
</tbody>
</table>

Table 4. The performance of our method and various comparison methods on the two selected real world data sets. We calculate the algorithm accuracy and iteration time respectively. The result of the winning algorithm is highlighted in bold.

<table>
<thead>
<tr>
<th>Dataset &amp; KPI</th>
<th>MV</th>
<th>WMV</th>
<th>ZC</th>
<th>DS</th>
<th>GLAD</th>
<th>WTIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM(( k = 2 ))</td>
<td>69.6%</td>
<td>&lt;1s</td>
<td>69.6%</td>
<td>&lt;1s</td>
<td>68.9%</td>
<td>&lt;1s</td>
</tr>
<tr>
<td>AC(( k = 4 ))</td>
<td>75.97%</td>
<td>&lt;1s</td>
<td>76.27%</td>
<td>&lt;1s</td>
<td>75.97%</td>
<td>&lt;1s</td>
</tr>
</tbody>
</table>

4.3. Dataset Experiment Setup

Thanks to the work of Sheng [17], Barzan Mozafari and Zheng [20], we have found some useful real world crowdsourcing dataset. Those datasets are available at here\(^2\). They are all about single-choice tasks, in which workers are asked to choose one label from four candidates. Brief introductions of the two data sets are as follows:

1. Barzan Mozafari’s (note as BM) dataset: It is a binary classification task data set that contains a total of 1000 tasks to which AMT workers provide a total of 5000 annotations. All of them have ground truth labels and each task has 5 annotations on average.
2. Adult Content (note as AC) dataset: It contains about 100k annotations assigned by AMT workers to identify the adult level of the website, choosing from four classes, \( G \) (General Audience), \( P \) (Parental Guidance), \( R \) (Restricted) and \( X \) (Porn). Only 333 tasks annotated by

---

1 As suggested in [15, 17, 20], the recommended value of \( r \) ranges in \([3 \sim 7]\), and for single choice task with four options, the results keep stable for \( r \geq 5 \).

2 https://github.com/ipeirotis/Get-Another-Label
workers have ground truth labels, so we only count the results of this part. Each task has around 10 annotations on average.

### 4.4. Dataset Results & Analysis

We run our algorithm and comparison methods on these two data sets until convergence, and their results are statistically in Tab. 4. As can be seen from the table, the difference between the various methods is not obvious for these two data sets, which may be explained by that the workers to complete the two set of tasks are all qualified and stable. For data set AC, our results and [20]'s are basically consistent, and the numerical differences may come from the inconsistency of the statistical standards on the number of annotated samples, we compare files containing gold truth and files containing labels, eventually only get 333 annotated tasks with ground truth label, the numbers of correct tasks in these true inference algorithms are all about 255. WTIM and GLAD are neck and neck in accuracy, but they both are the most time-consuming algorithms.

Another fact is that the results of WMV and MV are basically consistent on these two datasets. In other words, each task is well completed in the limit of workers' capabilities, therefore the improvement carried by various true inference algorithm is not obvious. On the other hand, this also shows that our method is feasible on real dataset, at least it does not deviate from the result of the mainstream algorithm too far.

### 4.5. Real World Test

We specially designed a quiz consisting of 20 four-option single-choice questions, including elementary mathematics content, computer science content and geography content, and their proportions are shown in Tab. 1. For students in the School of Computer Science, we think that the difficulty of these three parts is gradually increasing. We invite ten classmates to complete this quiz for free and give out scores and rankings. Interestingly, almost all the classmates successfully answered the first two parts of the quiz, and their scores on geography questions far exceeded the random choice (12/(2 * 10) > 1/4). From this point of view, in real crowdsourcing applications, in addition to task assignment and truth inference algorithm, how to attract higher-quality workers and maintain their enthusiasm by good task design and incentive mechanisms are also important factors to improve crowdsourcing quality.

### 5. Conclusions

In this paper, we extracted the model of worker-task interaction in the process of crowdsourcing from actual exams, and transformed it into a probabilistic graphical model. We believe that the difficulty of the task and the ability of the workers will both affect the quality of the final task, and there is an interactive relationship between the two. Through simulation experiment and experiments on real datasets, we have proved that our algorithm is better than existing algorithms to a certain extent, and has irreplaceable advantages in some characteristic scenarios. Finally, experiments and quiz show that, in addition to the later data mining efforts, the early task design, incentive settings design and other humanistic efforts are equally important in crowdsourcing, in fact, good raw data can make truth inference algorithms less important.

### References
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ABSTRACT

The paper includes research on discovering new methods for multilingual speech recognition and comparing the effectiveness of the existing solutions with the proposed novelty approaches. The audio and textual multilingual dataset contains multilingual sentences where each sentence contains words from two different languages - English and Kannada.

Our proposed speech recognition process includes preprocessing and splitting each audio sentence based on words, which is then given as input to the DL translator (using MFCC features) along with next word predictions. The use of a Next Word Prediction model along with the DL translator to accurately identify the words and convert to text. Similarly the other approach proposed is the use of cosine similarity where the speech recognition is based on the similarity between word uttered and the generated training dataset. Our models were trained on an audio and textual dataset that were generated by the team members and the test accuracies were measured based on the same dataset.

The accuracy of our speech recognition model, using the novelty method, is 71%. This is a considerably good result compared to the existing multilingual translation solutions.

Communication gap has been a major issue for many natives and locals trying to learn or move ahead in this tech-savvy English-speaking world. To communicate effectively, it is not only essential to have a single language translator but also a tool that can help understand a mixture of different languages to bridge the gap of communication with the non-English speaking communities. Integrating a multilingual translator with the power of a smart phone voice assistant can help aid this process.
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Natural Language Processing, Deep Learning, Multilingual Speech Recognition, Machine Learning, Speech to Text.

1. INTRODUCTION

In the developing country of India, it has become a common trait amongst the people, to speak in a mixture of their native language and English. The domain of recognising and translating multilingual speech is still a very less researched topic but there are a few top contenders who lead the market in translating and recognising monolingual sentences. Apart from the fact that these tools are not currently able to efficiently and accurately handle a mixture of multiple
languages in a single speech or text query, there are other drawbacks to the current models and tools.

In order to accurately solve the above issues and drawbacks, we have formulated a problem statement to tackle these limitations and solve the problem of multilingual speech recognition which is mentioned below.

- Recognizing the various languages used in a multilingual sentence and translating it into a single language sentence.
- Developing a model that comprehends multilingual voice navigation queries by recognizing the various languages used in a multilingual sentence and reply accordingly with a single language sentence.

India has 22 official languages and most of these are constrained to a specific state and are not spoken much outside these states. Hence, these languages are low-resourced and it is not easy to come across speech data for these languages. Adding to this, there does not exist any readily available multilingual dataset in combination with English for these languages.

One of the most popular translation and speech recognition tools currently available is the google api and its performance was tested on multilingual speech query containing Kannada and English. When the input language is chosen as English, the translator aims to translate the words using the English dictionary vocabulary. Thus, when another language (for example Kannada) is used in the sentence, that foreign word is mapped to the closest sounding English word irrespective of the meaning. For example: When the input speech is ‘How to go to Shaale’ all the English words are recognized correctly but the Kannada word ‘Shaale’ is mapped to the closest sounding English word ‘Charlotte’.

In our proposed approach, the model predicts each word based on the context and hence the entire sentence predicted so far is taken into consideration rather than recognizing each word as a discrete component.

The challenges of multilingual speech recognition include the scarcity of data set for effective training and testing of the model. Limited existing literature for understanding the domain of multilingual speech recognition. One of the main obstacles is to convert the audio query to multilingual text.

2. **LITERATURE REVIEW**

[1]The paper is related to Speech Recognition using the LAS model, which uses the internal representations of the languages learnt by the model during training. The paper describes this method to perform better than existing single language translation and recognition models, as it combines the inferences drawn from training each language separately and then combining them to recognize monolingual sentences of various languages.

Although the paper is not directly related to our problem statement of multilingual speech recognition, the methodology used for combining multiple trained model pipeline gives us an idea of how to use DL models to train and test based on multiple language sentences. The paper has scope with respect to research on performance and working of existing speech recognition tools like Google API, Python libraries, etc and can further extend the use case towards solving the problem of multilingual translation and recognition using the same described model with a few tweaks. One major drawback of the paper’s described method, is that the models use the internal representations of each language to recognize the words spoken, whereas in reality the
languages vary in script and dialogue which are more practically applied for differentiating and recognizing the words.

[2] The paper is related to dynamic language identification and focused on the use case of a software that will help in the text-to-speech feature for applications that are developed for people who are visually challenged or have reading disabilities. This helped us in formulating the use case for our model which is a regional voice assistant that can convert multilingual audio query to a single language query. In order to achieve this it was understood that language recognition is an important feature that is required for multilingual text-to-speech conversion. It is because the algorithms used in this process are different from those used in automatic language detection, since the recognition is done non-synchronously on a continuous stream of texts. It mainly focused on the software component of multilingual text-to-speech. The results further indicated that for language detection algorithms, fragmentation of a piece of text is an important parameter. Tri-grams provided better accuracy in language recognition as compared to single or bigram. But the limitation of this approach of changing language for another text is that since most of the users of this application are visually challenged, manually changing voice in the audio menu by following voice guidance was difficult and really time-consuming. So our proposed solution intends to build a single model that can understand the multilingual language queries.

[3] Paul Fogarassy and Costin Priebeau in their paper 'Automatic Language Identification Using Deep Neural Networks', explored the performance of deep neural networks on the problem of Language identification. This deep neural network model works on the features extracted from short speech utterances. It was found that the proposed model using extracted form of short speech utterances outperforms the current state-of-the-art i-vector based acoustic model. From the research it was found out that when the data-set is large, the deep neural networks perform the language identification better. The DNN outperforms the state-of-the-art models in most cases. This is when the training data for each language is more than 20 hours.

Similar approaches for our research problem may not work as desired as it is found that it is better to directly recognise the next word instead of trying to identify the language and then recognise the word.

3. Data Generation

184 most common English queries were first generated but only 131 navigation related queries are chosen for this research purpose. For each of these English queries, all the possible multilingual sentences were framed resulting in a total of 412 multilingual sentences which were then POS tagged with 7 classes from English and 7 classes from Kannada. Most commonly used sentences were identified from this set for generating the speech data. A total of 64 words are picked and were then recorded by 3 different individuals and each word is recorded 10 times by each individual resulting in a total of 1920 recordings.

4. Methodology

The approach used for recognition and translation of multilingual audio query is as follows:

- The input audio wav file containing the query is split into individual wav files each containing the individual words of the query.
These wav files are then passed to a predictive model that uses a deep learning model to map the audio to text and generate the text output for the corresponding words.

The accuracy of the speech-to-text model is further increased using a next-word prediction model and a POS tag prediction model.

Both these prediction models take in a sequence of words, tags respectively and use a RNN to generate the next possible ‘n’ words, tags that follow.

These words, tags are then used to decrease the search space for the speech-to-text conversion model for better results.

The multilingual text query is passed through to Google Translation API to get the corresponding monolingual query which is then passed to the Search Engine to get the appropriate output. The entire process of recording the audio query to display the results is integrated into a user-friendly application.

The main constraint of this method is that the training audio and textual multilingual query dataset needed for the speech-to-text conversion model is very high (in terms of hundreds of thousands), which is not feasible with the team size and the time constraint. But this can be overcome, by expanding the dataset by generating recordings of different age groups, gender and language dialects.

This methodology also depends on the performance of the Google translation API and the Search Engine for the accuracy of the translation and output. The application depends on the storage constraints of the Database used as well as the limit on the amount of audio and textual queries that can be stored.

5. IMPLEMENTATION

5.1. Preprocessing

The wav files were converted to a numpy array using librosa where each value in the array represents the amplitude and the array was normalised between values -1 to 1. The silence factor that existed due to delay in pressing the record audio start/stop button in the beginning and end of the audio file was removed. The speed of audio files were changed by changing its frame rate such that the size of each file is 20000 numpy array length when read by librosa since each user can speak a particular word at different speeds.

5.2. Splitting of sentence

After careful analysis of a few recorded sentences, it was found that each individual word utterance was between 15,000 and 25,000 array length. It was observed that the amplitude is low between each utterance of words. Hence amplitude is used as a factor to split the audio file. Moving Average with a window size of 10,000 is used to smoothen the wav file and to clearly identify the minimas. Then, minimas were found in the smoothened signal at a window size of 15,000 array length. Thus when the original signal is sliced at these minimas, individual word utterances are obtained.

5.3. Word Predictor

[5] The Word Predictor model uses the concept of LSTM to take bags of words as input and predict the next possibly occurring words. LSTM uses the memory of previously occurring words and learns the weights of next occurring words, thus using this knowledge the model is able to
deduce the next possible words from the trained vocabulary. Sentences were tokenized and all n-gram (n=4) sequences were generated. The first three tokens were considered as features which were used to predict the fourth word. These sequences were passed to the LSTM model as input to generate the next top ‘k’ models. Since there was an ambiguity of prediction of first and second word, similar LSTM models with n=2 and n=3 (bigram and trigram) predictors were also built.

5.4. Speech To Text

5.4.1. Methodology 1: Deep Learning

This module receives a set of next possible words (classes) from the word predictor model and classifies the input chunk into one of these words. Pre-processed wav files of these classes were selected to train the model. The extracted mfcc (Mel Frequency Cepstral Coefficient) features were used for training the model. The neural network contains an input layer, two hidden layers and an output layer. The input layer contains 100 layers, the first hidden layer contains 200 neurons activated with ReLU, the second hidden layer contains 100 neurons activated with ReLU and the final output layer contains five neurons which is equal to the number of next possible words (given by the next word prediction module). Softmax activation function is used on the final layer.

5.4.2. Methodology 2: Deep Learning

Cosine similarity is found between the input chunk and among all the recordings of next possible words and highest occurring class among the top 20 most similar recordings is then predicted as the next occurring word.

6. RESULTS AND DISCUSSIONS

6.1. Splitting of sentence

The splitting algorithm was tested on 30 sentences out of which 28 were correctly splitted into respective words as shown in the table. The incorrectly splitted sentences were re-recorded with sufficient gaps between words after which the splitting was done accurately.

6.2. Word Prediction

Word Predictor model gave 90% accuracy and when predicted top 5 possible next words for a current sentence, the desired word was present in this predicted possible words.

6.3. Speech to text

6.3.1. Methodology 1: Deep Learning

The average accuracy for each sentence was calculated by taking the accuracy of models while predicting each individual word of that corresponding sentence. Model Accuracy is the average accuracy of all the sentences tested. Prediction Accuracy is the number of words correctly predicted divided by the total number of words present.
6.3.2. Methodology 2 : Based on similarity of signal

Average similarity of each class is also found and the class with highest average is then predicted as the next occurring word. The second approach was to find similarity between the input chunk and among all the recordings of next possible words. Highest occurring class among the top 20 most similar recordings is then predicted as the next occurring word. The accuracy for both the methods is as shown in the table where it was calculated by taking the ratio of number of correctly predicted words by total number of words in the sentence.

The average accuracy of 0.59 was achieved when prediction was done using average similarity of each class and 0.64 was achieved when using the highest occurring class among the top 20 most similar recordings.

7. Novelty Approach

The concept of using a multilingual Next Word Prediction model in accordance with the DL translator is a novel approach used to tackle the problem of translation.

The input to the Word Predictor is a sequence of textual multilingual words, that is used to train the predictor to analyse and predict the next possible 5 words using the knowledge of prior occurrence of words in sentences. These 5 words are then provided as input to the DL method, which uses these 5 words to compare and figure out the word utterance rather than comparing it with the entire vocabulary.

This concept helps decrease the time for translation by reducing the DL translator search corpus and also increase the accuracy of the translation.

8. Figures and Tables

![Figure 1. wav file of audio query recording](image1.png)

![Figure 2. Wav file after smoothening which helps clearly identify individual words present in the audio query](image2.png)
Figure 3. Flow chart of proposed methodology

Table 1. Test results of splitting module

<table>
<thead>
<tr>
<th>Tested Sentence</th>
<th>Actual Number of Words</th>
<th>Predicted Number of Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>nanna next turn yenu</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>what is my next saradi</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>what is my mundina saradi</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>how is the datthane ahead</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>munde traffic hegidhe</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>how is the datthane munde</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>what are the nearby anila stations</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>what are the nearby gas kendragalu</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2. Test results of speech to text conversion using deep learning

<table>
<thead>
<tr>
<th>Actual Sentence</th>
<th>Predicted Sentence</th>
<th>Average Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>nanna next turn yenu</td>
<td>nanna next turn yenu</td>
<td>0.83</td>
</tr>
<tr>
<td>what is my next saradi</td>
<td>what is my next saradi</td>
<td>0.71</td>
</tr>
</tbody>
</table>
Table 3. Test results of speech to text conversion using similarity of signal

<table>
<thead>
<tr>
<th>Actual Sentence</th>
<th>Similarity Predicted Sentence</th>
<th>Weights Predicted Sentence</th>
<th>Similarity Accuracy</th>
<th>Weights Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>nanna next turn yenu</td>
<td>nanna next turn yenu</td>
<td>nanna next turn yenu</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>what is my next saradi</td>
<td>what is any next yenu</td>
<td>how is my next saradi</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>what is my mundina saradi</td>
<td>are is any mundina yenu</td>
<td>what is my mundina yenu</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>how is the datthane ahead</td>
<td>what is some yaavaaga ahead</td>
<td>what aagothe my nearest</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>munde traffic hegideh</td>
<td>are traffic hegideh</td>
<td>are traffic hegideh</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>how is the datthane munde</td>
<td>are is my nearest munde</td>
<td>what is some nearest</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>what are the nearby anila stations</td>
<td>what is the nearby gas stations</td>
<td>how is some nearby gas</td>
<td>0.67</td>
<td>0.17</td>
</tr>
<tr>
<td>what are the nearby gas kendragalu</td>
<td>what is some nearby gas</td>
<td>kendragalu</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>what are the nearby anila kendragalu</td>
<td>what is the nearby gas</td>
<td>kendragalu</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>hathira gas stations yavdu</td>
<td>what iro stations yavdu</td>
<td>what gas stations yavdu</td>
<td>0.5</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 4. Accuracy of pre-existing models

<table>
<thead>
<tr>
<th>Pre existing models</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMU Sphinx(HMM model trained and tested with our data)</td>
<td>57%</td>
</tr>
<tr>
<td>Similarity measure using Neural Network</td>
<td>64%</td>
</tr>
<tr>
<td>Google Translate(Kannada words recognition)</td>
<td>35.4%</td>
</tr>
</tbody>
</table>
Table 5. Accuracy of our deep learning and similarity models

<table>
<thead>
<tr>
<th>Our Proposed Models</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep learning model(using MFCC features)</td>
<td>71%</td>
</tr>
<tr>
<td>Deep learning model(using MFCC features, for kannada words recognition)</td>
<td>66.6%</td>
</tr>
<tr>
<td>Similarity model(using highest average similarity of each class)</td>
<td>0.59%</td>
</tr>
<tr>
<td>Similarity model(using the highest occurring class among the top 20 most similar recordings.)</td>
<td>0.64%</td>
</tr>
</tbody>
</table>

9. CONCLUSIONS

The methodology proposed in this paper is a completely novel approach which uses the self-learning abilities of a model to recognize and translate the multilingual queries to a monolingual query, as accurately as possible. The Deep Learning model uses the top predictions from the Word Predictor model to reduce the search space while identifying and translating each word input from the audio query. The new deep learning model, when tested on the generated multilingual dataset, gives an accuracy of 85%. And when it is tested live by the user, it gives an accuracy of 71%. For cosine similarity model the average accuracy of 0.59 was achieved when prediction was done using average similarity of each class and 0.64 was achieved when using the highest occurring class among the top 20 most similar recordings.

10. LIMITATIONS

The main drawback of our proposed method is that, the DL model runs every single time that a new word is predicted and given as input to the DL model, thus for recognising one sentence the model can be quite time consuming. Another limitation of our method is that it is heavily dependent on the performance and accuracy of the Word Predictor model, since the output of the next possible words is given as the input to the DL model. Since the predicted words do not have a probability attached to them, it is not possible to obtain a metric about the certainty of occurrence of the predicted words in the sentence.

11. FUTURE WORK

There are a few improvements that can be added which could further increase the accuracy of our proposed model:

- Increasing the data set, both audio and textual, with a variation in voice such as age, gender, noise level, etc.
- The similarity approach can be improved using similarity index comparison of the spectrograms of the words, instead of the previously mentioned method which compares the wav forms.
- The prediction of words and their parts of speech in a particular sentence by leveraging different and more useful language features
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GDGRU-DTA: PREDICTING DRUG-TARGET BINDING AFFINITY BASED ON GNN AND DOUBLE GRU
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ABSTRACT

The work for predicting drug and target affinity (DTA) is crucial for drug development and repurposing. In this work, we propose a novel method called GDGRU-DTA to predict the binding affinity between drugs and targets, which is based on GraphDTA, but we consider that protein sequences are long sequences, so simple CNN cannot capture the context dependencies in protein sequences well. Therefore, we improve it by interpreting the protein sequences as time series and extracting their features using Gate Recurrent Unit (GRU) and Bidirectional Gate Recurrent Unit (BiGRU). For the drug, our processing method is similar to that of GraphDTA, but uses two different graph convolution methods. Subsequently, the representation of drugs and proteins are concatenated for final prediction. We evaluate the proposed model on two benchmark datasets. Our model outperforms some state-of-the-art deep learning methods, and the results demonstrate the feasibility and excellent feature capture ability of our model.
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1. INTRODUCTION

So far, due to the bottleneck of technological development, the development of new drugs is more difficult, and the exploration of new uses of developed drugs has become a new hot spot. Discovering new associations between drugs and targets is critical for drug development and repurposing. However, the traditional study of drug-protein relationships in the wet laboratory [1][2] is time-consuming and expensive due to the huge range of chemical spaces to be searched, to solve this problem, some virtual screening (VS) has been proposed to accelerate the experimental drug discovery and reposition studies in silico [3], some of the more commonly used VS methods, like structure-based VS, ligand-based VS and sequence-based VS have contributed to drug development to a large extent [4][5]. However, these VS methods have their own defects in application. For example, if the structural information of the protein is unknown, the structure-based approach cannot play its role. There is still a long way to go before accurately constructing the structure of proteins, to this end, some structure-free methods have sprung up.

In recent years, with the development and maturity of deep learning technology and its great breakthroughs in the field of computer vision (CV) and natural language processing (NLP) [6][7], many people in the field of drug research have begun to turn their attention to deep learning. Moreover, with the advent of more and more biological activity data, a great deal of work based on these data has been carried out to investigate the relationship between drugs and targets. These works are usually divided into two categories, one is a binary classification-based approach, that...
is, to determine whether a drug and a target interact, and the other is a regression-based approach, which describes the relationship between the drug and the target by binding tightness. In binary classification-based drug-target (DT) prediction tasks, deep learning technologies seem to be used by more researches to deal with drug-target interactions (DTIs) problems. When doing DTIs prediction tasks in the past, compounds and proteins are represented using manually crafted descriptors and the final interaction prediction is made through several fully connected networks [8][9]. The problem with this approach is that the descriptors are designed from a specific perspective, that is, the design angle is too single, in addition, it remains fixed during the training process, so it cannot learn and adjust according to the results, and thus cannot extract task-related features. Therefore, some end-to-end models are proposed. Du et al. proposed a model called wide-and-deep to predict DTIs [10]. A generalized linear model and a deep feed-forward neural network are integrated to enhance the precision of DTIs prediction. Molecular structural information is also of great significance for feature extraction, to learn the mutual interaction features of atoms in a sequence, Shin et al. proposed a Transformer-based DTI model [11], which uses multi-layered bidirectional Transformer encoders [12] to learn the high-dimensional structure of a molecule from the Simplified Molecular Input Line Entry System (SMILES) string. Some researchers obtain structural information of compounds or proteins from another perspective, they represent the corresponding compounds or proteins as graphs and use graph neural networks to extract their spatial features, related work such as GraphCPI [13], Graph-CNN [14], etc.

However, the above methods have common defects, since it is a binary classification problem, the result is only yes or no, and so the distinction between compound-protein pairs is indistinguishable. In addition, many binary classification-based methods are based on setting a specific threshold as the basis of whether the drug and target interact or not. If the predictive value is higher than the threshold, it is considered interactive, otherwise it is not interactive. The deficiency of this design method is that the interaction information of many DT pairs is ignored and a proportion of these neglected information are actually significant for drug repurposing and discovery. In addition, the rationality of the threshold setting is also a factor that needs to be fully considered. Compared with the binary classification model, it seems more convincing to describe the relationship between drug and target through a regression task, the use of regression model can provide us with more information about the relationship between compounds and proteins, since continuous values can tell us how strongly the two are bound. What’s more, the development of deep learning has also largely facilitated the affinity prediction of DT pairs. Related studies include KronRLS [15] and SimBoost [16], both of which based on regression and utilized the similarity information of drugs and targets to predict DTAs. DeepDTA [17] is the first framework for predicting drug and target affinity based on deep learning, which utilizes two CNN blocks to process SMILES strings of drugs and amino acid sequences of proteins, respectively. Works related to DeepDTA include WideDTA [18] and AttentionDTA [19]. The improvement of WideDTA over DeepDTA is that it combines several characters as words and proposes a word-based sequence representation method. The novelty of AttentionDTA compared to DeepDTA lies in that it proposes an attention mechanism for learning important parts of each other's sequences. In order to better capture the topological structure features of compounds, Nguyen et al. proposed GraphDTA [20] to predict drug and target affinity which utilizes RDKit technology to represent drug string sequences into graphs that could reflect its structural characteristics, and uses graph convolutional neural network to extract its spatial features. Furthermore, Lin proposed a similar approach called DeepGS [21], which uses advanced techniques to encode amino acid sequences and SMILES strings. DeepGS also combines a GAT model to capture the topological information of molecular graph and a BiGRU model to obtain the local chemical context of drug.
In this paper, we proposed a novel framework to predict DTAs. In most of the current DTA prediction research, the feature extraction of protein sequences is still dominated by CNN, this method considers the local correlation of sequences. However, most protein sequences are very long, so there are context dependences [22] in the sequence, and if we want to use CNN to capture these dependencies, then we need to use a large number of network layers. In contrast, GRU/BiGRU can capture the context dependencies of long sequences without using a large number of network layers due to its properties. Therefore, in the processing of protein representations, we interpret proteins as context-dependent time series and use GRU/BiGRU to capture the long-term dependencies of it. In the process of drug feature extraction, like GraphDTA, we still use graphs to represent drugs, and use two new graph convolution methods, namely GatedGraph and Transformer, to extract structural features of drugs. Of course, the four graph convolution methods mentioned in GraphDTA are also included for comparative experiments. Experimental results demonstrate that our model greatly improves the performance compared to previous models.

2. MATERIALS AND METHODS

2.1. Datasets

In our experimental evaluation, we used the two datasets most commonly used in DTAs prediction, namely Davis [23] and KIBA [24]. The Davis dataset contains 72 compounds and 442 proteins, along with their corresponding affinity values, where the affinity values are measured by $K_d$ values (kinase dissociation constant) and the average length of SMILES strings for compounds is 64 and that of amino acid sequences is 788. There are a total of 30056 affinity values in Davis, and they range from 5.0 to 10.8. We convert $K_d$ into the value of the corresponding logarithmic space, $pK_d$, as follows:

$$pK_d = -\log_{10}\left(\frac{K_d}{10^9}\right)$$

(1)

The KIBA dataset contains 2116 compounds and 229 proteins, as well as 118,254 drug and target affinity values, where the affinity values range from 0.0 to 17.2. The average length of SMILES strings for compounds in KIBA is 58 and the average length of amino acid sequences is 728. The data information is summarized in Table 1.

Table 1. Summary of the benchmark datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Compound</th>
<th>Protein</th>
<th>Affinity</th>
<th>AC</th>
<th>AP</th>
<th>DTAsRange</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davis</td>
<td>72</td>
<td>442</td>
<td>30056</td>
<td>64</td>
<td>788</td>
<td>(5.0,10.8)</td>
</tr>
<tr>
<td>KIBA</td>
<td>2116</td>
<td>229</td>
<td>118254</td>
<td>58</td>
<td>728</td>
<td>(0.0,17.2)</td>
</tr>
</tbody>
</table>

In Table 1, AC means the average length of compound strings, AP means the average length of protein amino acid sequences.

2.2. Overview of the proposed model

In this section, we will introduce an overview of our model. As mentioned earlier, GDGRU-DTA consists of three parts: GNN block, GRU/BiGRU block, and prediction block. After the SMILES strings of the drugs and the amino acid sequences of the proteins are given, these data are
preprocessed and converted into the corresponding graph representation and feature matrix. Subsequently, the GNN block is used to extract the features of the graph representation of the drug, and the GRU/BiGRU block is used to extract the feature matrix of the protein. Finally, the extracted features of drugs and proteins are concatenated and input to the prediction block for final prediction. The overall flow of GDGRU-DTA is depicted in Fig. 1.

In Fig. 1, the drug and target are converted into corresponding feature representations, which are then input to the corresponding feature extraction model for feature extraction. Finally, the two extracted features are concatenated for final prediction.

2.2.1. Data Preprocessing

The feature extraction of drugs and targets are two independent input channels. Before drugs and targets are input into their respective feature extraction blocks, data preprocessing is required for drugs and targets, respectively. The implementation details are as follows.

2.2.1.1. Drug representation

For data preprocessing of drugs, we use the same method as GraphDTA, we use the open source technology RDKit to convert the SMILES strings of drugs into corresponding 2D molecule graphs. The molecule graph is denoted as $G = (V, E)$, and the vertexes $V$ are represented as atoms and the edges $E$ are represented as bonds, where $|V| = N$ is the number of nodes in the graph and $|E| = N^e$ is the number of edges. Each atom is embedded with 78-dimensional features such as the atom's type, degree, implied valence, aromaticity, and the number of hydrogen atoms attached to the atom. The feature of the node is encoded as a one-hot vector of shape $(N, 78)$. The chemical bonds index is encoded as $(2, E)$ vector, which is used to store the edges of the undirected graph. The schematic diagram of the SMILES string of a drug converted into a two-dimensional molecule map by rdkit technology is as follows:

Fig. 2. Convert SMILES string to graph.
2.2.1.2. Target representation

The sequence length of each protein is different and varies greatly. For uniform feature representation, we fix the length of all protein sequences as 1000 according to the average length of protein sequences, if the sequence length of the protein exceeds 1000, the part more than 1000 will be cut off, and otherwise, the part less than 1000 will be padded with 0. In addition, since protein sequences are represented by different combinations of 25 amino acids, each represented by the one-letter code. We map each amino acid to an integer, and each integer is embedded as a 128-dimensional feature.

2.2.2. GNN Blocks

In the graph neural network block, we use two graph convolution algorithms to extract the 2D molecular graph features of drugs, namely GatedGraph and Transformer, and their details are as follows.

2.2.2.1. GatedGraph

GatedGraph [25] is a feature learning technique that studies graph-structured inputs, it modifies previous graph neural network work using gated recurrent units (GRU) and modern optimization techniques, and then extends to output sequences, so this method can make full use of long-distance information and fit well with our model of extracting protein features. In addition, GatedGraph has favorable inductive biases relative to purely sequence-based models when dealing with graph structure problems, and thus is a flexible and widely useful class of neural network models.

The features of the node are updated as follows:

\[ h_i^{(0)} = x_i \| 0 \]  
\[ m_i^{(i+1)} = \sum_{j \in N(i)} e_{j,i} \cdot \Theta \cdot h_j^{(i)} \]  
\[ h_i^{(i+1)} = \text{GRU} \left( m_i^{(i+1)}, h_i^{(0)} \right) \]

Where in formula (2), \( h_i^{(0)} \) is the input state, \( x_i \in \mathbb{R}^\ell \) is the feature of node i, \( x_i \| 0 \) represents padding 0 after feature \( x_i \) to the specified dimension. In formula (3), \( \Theta \) is the parameter matrix to be learned, that is, the aggregation information of surrounding nodes. Formula (4) is to use a GRU unit to take the above two formulas as input and get an output, which can be functioned as a new feature of node i.

2.2.2.2. Transformer

Transformer [12] is a model proposed by Google researchers for seq2seq tasks, the special feature of Transformer is that it uses a lot of special layer such as self-attention in the model. Transformer breaks through the limitation that RNN models cannot be computed in parallel. Compared to CNN, Transformer does not grow with distance in the number of operations required to compute the association between two locations, and finally, self-attention can lead to more interpretable models. TransformerConv is a graph convolution method based on transformer idea [26], which takes into account the case of edge features by adopting Transformer’s vanilla multi-head attention into graph learning and achieves ideal results. The feature extraction of the node is as follows:
\[ x'_i = W_1 x_i + \sum_{j \in W(i)} \alpha_{i,j} W_2 x_j \]  

(5)

Where the attention coefficients \( \alpha_{i,j} \) are computed via mult-head dot product attention:

\[ \alpha_{i,j} = \text{softmax} \left( \frac{(W_3 x_i)^T (W_4 x_j)}{\sqrt{d}} \right) \]  

(6)

### 2.2.3. GRU/BiGRU Blocks

#### 2.2.3.1. GRU block

When CNN is used to extract the context dependences of long sequences, the field of view is limited due to the influence of the size of convolution kernel, and multiple CNN layers need to be used, which makes the model bloated and complex. In order to overcome the inability of CNN and RNN to deal with long-distance dependence, LSTM (Long-Short Term Memory) [27] is proposed. GRU is a very successful variant of LSTM, both of them can capture the long-term dependencies of the sequence and have comparable performance on many tasks, but GRU has a simpler internal structure and fewer parameters than LSTM, so it is more efficient when dealing with the same task, therefore, using GRU to process the time series of proteins is an obvious choice. Compared to LSTM, GRU has only two gates, namely update gate and reset gate, so it is more efficient in handling the same task. The update gate is used to control the extent to which the state information of the previous moment is brought into the current state. The larger the value of the update gate is, the more state information of the previous moment is brought into the current state. Reset gate is used to control the degree of ignoring the state information of the previous moment. The smaller the value of reset gate is, the more state information is ignored. GRU is to make a prediction in the current time step by controlling the operation of these two gates and then realizing the selection of sequence context information. The update gate \( z_t \) and reset gate \( r_t \) in GRU can be expressed as follows:

\[ z_t = \sigma \left( x_t U^z + h_{t-1} W^z \right) \]  

(7)

\[ r_t = \sigma \left( x_t U^r + h_{t-1} W^r \right) \]  

(8)

Where \( \sigma \) is the sigmoid function, through which the data can be transformed into a value in the range of 0–1 to act as a gating signal. \( x_t \) is the input of the current node, \( h_{t-1} \) is the hidden state passed down by the previous node, and this hidden state contains the relevant information of the previous node. \( U \) and \( W \) are the corresponding weight matrices, respectively. When GRU is used to extract protein features, the feature extraction process of GRU/BiGRU blocks can be shown in Fig. 2.
In Fig. 2, the output of each stage is jointly determined by the hidden state of its previous stage and the input of the current stage.

### 2.2.3.2. BiGRU block

For some specific tasks, the information at a certain moment is not only related to the previous state, but also has some connection with the later state. When dealing with such problems, the traditional unidirectional GRU is obviously not competent, therefore, the bidirectional GRU is introduced. For protein sequences, we consider that the features of a certain part of the protein sequence are not only related to the previous part, but also related to the later part. Therefore, we also use a bidirectional GRU to extract the amino acid sequence features of the protein. BiGRU is composed of two unidirectional GRUs with opposite directions. At each moment, the input will fuse the outputs of the two opposite GRUs at the same time, and the output is jointly determined by these two unidirectional GRUs. The feature extraction process of BiGRU is as follows:

\[
\begin{align*}
\bar{h}_t &= \text{GRU}(\bar{x}_t, \bar{h}_{t-1}) \\
\tilde{h}_t &= \text{GRU}(\tilde{x}_t, \tilde{h}_{t-1}) \\
h_t &= w_t\bar{h}_t + v_t\tilde{h}_t + b_t
\end{align*}
\]  

Where the function \( \text{GRU}() \) represents converting the corresponding input to its hidden layer state. \( \bar{h}_t \) and \( \tilde{h}_t \) represent the hidden layer state in the corresponding direction, respectively, \( w_t \) and \( v_t \) represent the weights corresponding to the forward hidden layer state \( \bar{h}_t \) and reverse hidden layer state \( \tilde{h}_t \) of the bidirectional GRU at time \( t \), respectively. \( b_t \) represents the bias corresponding to the hidden layer state at time \( t \). When BiGRU is used to extract protein features, the feature extraction process of GRU/BiGRU blocks can be shown in Fig. 3.

### 2.2.4. Prediction block

The features of the drug and the features of the protein are concatenated after being extracted and then fed into the prediction block. The prediction block consists of two fully connected layers, each of which is followed by a Dropout of rate 0.5 to prevent over fitting. The activation function of fully connected layer is the Rectified Linear Unit (ReLU). The output of the last layer identifies the final predicted affinity value for the drug and protein.

### 2.3. Implementation

GDGRU-DTA is implemented in Pytorch. We use the Adam optimizer with the default learning rate of 2e-4. The SMILES string for each drug is converted into 2-dimensional molecular graph where each node of the molecular graph is embedded with 78-dimensional features. GNN block consists of three stacked GNN layers with 78, 156 and 312 output features, respectively, which followed by a global max pooling layer to get the most striking features. The protein input embedding is of size 128, which means that we represent each character in amino acid sequence with a 128-dimensional dense vector. The GRU block is made up of 2 GRU layers, the first of which is followed by a Dropout of rate 0.2 and the output dimension of each layer is 8. For the BiGRU block, the number of layers of GRU is set to 1, and the output dimension is also 8. The prediction block is made up of three fully connected layers, in which the numbers of neurons are 1024, 512 and 1, respectively. The dropout rate is set to 0.5 and for the Davis dataset, the batch size is set to 128, while for the KIBA dataset the batch size is set to 512 because it is much larger than the Davis dataset, about four times larger than the Davis. Each drug and protein are converted into a 128-dimensional vector after their respective feature extraction, and are concatenated into a 256-dimensional vector for the final prediction. In this experiment, we
divided the dataset into five equal parts, four of which were used as training set and one was used as test set, we deal with over fitting problem by setting up cross-validation. The number of training epochs is set to 1000. Our experiments are run on Windows 10 professional with Intel(R) Core(TM) i5-10400F CPU @ 2.90GHz and GeForce GTX 1660Ti(6GB).

![BiGRU structure diagram.](image)  

In Fig. 3, the output of each stage is jointly determined by the hidden states of its previous and subsequent stages and the input of the current stage.

3. **Experiments and Results**

3.1. **Evaluation Metrics**

MSE (Mean Squared Error), CI (Concordance Index) and r^2m (Regression toward the mean) are the most commonly used evaluation metrics in regression tasks to study drug-target interactions [15-21]. Since our research is also in this field, we continue to use these evaluation metrics, the details of each metric are as follows:

MSE is the mean square error, which is used to measure the gap between the predicted value of the model and the actual label value. The smaller the gap is, the better the performance of the model is; otherwise, the worse the performance of the model is.

\[ \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (P_i - Y_i)^2 \]  

(12)

Where \( P_i \) is the prediction value, \( Y_i \) corresponds to the label value and \( n \) is the total number of samples.

CI is the Concordance Index, which is a measure of whether the order of predicted binding affinity values for two random drug-target pairs is consistent with their true values, which value exceeds 0.8 indicates a strong model.

\[ \text{CI} = \frac{1}{Z} \sum_{p_i > p_j} h(p_i - p_j) \]  

(13)

\[ h(x) = \begin{cases} 1, & x > 0 \\ 0.5, & x = 0 \\ 0, & x < 0 \end{cases} \]  

(14)
In (13), sample \( i \) has a bigger label value than sample \( j \).

\( R_m^2 \) index is the regression toward the mean, which is used to evaluate the external predictive performance. The metric can be described as follows:

\[
R_m^2 = r^2 * \left( 1 - \sqrt{r^2 - r_0^2} \right)
\]

(15)

Where \( r^2 \) and \( r_0^2 \) are the squared correlation coefficients with and without intercept, respectively. A value of \( r_m \) above 0.5 is considered an ideal model.

3.2. Results

3.2.1. Performance comparison of GRU/BiGRU and CNN

To demonstrate that the GRU model we use is more efficient than the CNN model in extracting protein sequence features, in this section, we compare the above two. Our experiments were carried out on the Davis database and modified on GraphDTA. We changed the way of extracting proteins from the four models of GraphDTA from CNN to GRU and BiGRU to observe their experimental results. The results are shown in Table 2, from which we can conclude that GRU/BiGRU is facilitating to capture context dependencies in sequence.

<table>
<thead>
<tr>
<th>Method</th>
<th>CI</th>
<th>MSE</th>
<th>CI</th>
<th>MSE</th>
<th>CI</th>
<th>MSE</th>
<th>CI</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>0.899</td>
<td>0.896</td>
<td>CNN</td>
<td>0.880</td>
<td>GRU</td>
<td>0.211</td>
<td>BiGRU</td>
<td>0.220</td>
</tr>
<tr>
<td>GAT</td>
<td>0.902</td>
<td>0.903</td>
<td>0.892</td>
<td>0.218</td>
<td>0.220</td>
<td>0.232</td>
<td>0.712</td>
<td>0.705</td>
</tr>
<tr>
<td>GCN-GAT</td>
<td>0.895</td>
<td>0.897</td>
<td>0.881</td>
<td>0.223</td>
<td>0.232</td>
<td>0.245</td>
<td>0.697</td>
<td>0.699</td>
</tr>
<tr>
<td>GIN</td>
<td>0.901</td>
<td>0.896</td>
<td>0.893</td>
<td>0.214</td>
<td>0.218</td>
<td>0.229</td>
<td>0.726</td>
<td>0.714</td>
</tr>
</tbody>
</table>

As can be seen from the table, after the extraction method of protein is changed from CNN to GRU and BiGRU, both MSE, CI and \( r_m^2 \) are improved to varying degrees. For using the GRU model, the CI of GCN, GAT, GCN-GAT and GIN increases by 2.2%, 1.1%, 1.6%, and 0.9%, respectively, and the MSE decreases by 16.9%, 6.0%, 9.0%, and 6.6%, respectively. For using BiGRU model, the CI of GCN, GAT, GCN-GAT and GIN increases by 1.8%, 1.2%, 1.8%, and 0.3%, respectively, and the MSE decreases by 13.9%, 5.2%, 5.3%, and 4.8%, respectively. Besides, except for GCN-GAT, the \( r_m^2 \) values of the other methods using these two models all exceed 0.7, which indicate its excellent linear correlation and acceptability.

3.2.2. Comparison with other models

The GDGRU-DTA model combines GNN and RNN, and we conduct experiments on two different datasets, Davis and KIBA. The experimental results demonstrate that compared with other DTA methods, GDGRU-DTA has a huge improvement in performance. For each DTA model, we use its optimal data for comparison, the results on Davis and KIBA dataset are shown in Table 3 and Table 4 respectively.
Table 3. Results of various DTA prediction models on the Davis dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>Protein</th>
<th>Compound</th>
<th>CI</th>
<th>MSE</th>
<th>( r_m^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KronRLS[15]</td>
<td>S-W</td>
<td>Pubchem</td>
<td>0.871</td>
<td>0.379</td>
<td>0.407</td>
</tr>
<tr>
<td>SimBoost[16]</td>
<td>S-W</td>
<td>Pubchem</td>
<td>0.872</td>
<td>0.282</td>
<td>0.644</td>
</tr>
<tr>
<td>WideDTA[18]</td>
<td>CNN</td>
<td>CNN</td>
<td>0.886</td>
<td>0.262</td>
<td>—</td>
</tr>
<tr>
<td>DeepDTA[17]</td>
<td>CNN</td>
<td>CNN</td>
<td>0.878</td>
<td>0.261</td>
<td>0.630</td>
</tr>
<tr>
<td>DeepGS[21]</td>
<td>GAT+Smi2Vec</td>
<td>CNN(Prot2Vec)</td>
<td>0.882</td>
<td>0.252</td>
<td>0.686</td>
</tr>
<tr>
<td>GraphDTA[20]</td>
<td>CNN</td>
<td>GNN</td>
<td>0.893</td>
<td>0.229</td>
<td>—</td>
</tr>
<tr>
<td><strong>Proposed model – GDGRU-DTA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transformer-BiGRU</td>
<td>BiGRU</td>
<td>GNN</td>
<td>0.902</td>
<td>0.214</td>
<td>0.697</td>
</tr>
<tr>
<td>GatedGraph-BiGRU</td>
<td>BiGRU</td>
<td>GNN</td>
<td>0.904</td>
<td>0.214</td>
<td>0.708</td>
</tr>
<tr>
<td>Transformer-GRU</td>
<td>GRU</td>
<td>GNN</td>
<td>0.903</td>
<td>0.212</td>
<td>0.730</td>
</tr>
<tr>
<td>GatedGraph-GRU</td>
<td>GRU</td>
<td>GNN</td>
<td>0.906</td>
<td>0.207</td>
<td>0.711</td>
</tr>
</tbody>
</table>

Table 4. Results of various DTA prediction models on the KIBA dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>Protein</th>
<th>Compound</th>
<th>CI</th>
<th>MSE</th>
<th>( r_m^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KronRLS[15]</td>
<td>S-W</td>
<td>Pubchem</td>
<td>0.782</td>
<td>0.411</td>
<td>0.342</td>
</tr>
<tr>
<td>SimBoost[16]</td>
<td>S-W</td>
<td>Pubchem</td>
<td>0.836</td>
<td>0.222</td>
<td>0.629</td>
</tr>
<tr>
<td>DeepDTA[17]</td>
<td>CNN</td>
<td>CNN</td>
<td>0.863</td>
<td>0.194</td>
<td>0.673</td>
</tr>
<tr>
<td>DeepGS[21]</td>
<td>GAT+Smi2Vec</td>
<td>CNN(Prot2Vec)</td>
<td>0.860</td>
<td>0.193</td>
<td>0.684</td>
</tr>
<tr>
<td>WideDTA[18]</td>
<td>CNN</td>
<td>CNN</td>
<td>0.875</td>
<td>0.179</td>
<td>—</td>
</tr>
<tr>
<td>AttentionDTA[19]</td>
<td>CNN</td>
<td>CNN</td>
<td>0.882</td>
<td>0.155</td>
<td>0.755</td>
</tr>
<tr>
<td>GraphDTA[20]</td>
<td>CNN</td>
<td>GNN</td>
<td>0.891</td>
<td>0.139</td>
<td>—</td>
</tr>
<tr>
<td><strong>Proposed model – GDGRU-DTA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GatedGraph-BiGRU</td>
<td>BiGRU</td>
<td>GNN</td>
<td>0.892</td>
<td>0.137</td>
<td>0.775</td>
</tr>
<tr>
<td>GatedGraph-GRU</td>
<td>GRU</td>
<td>GNN</td>
<td>0.894</td>
<td>0.136</td>
<td>0.781</td>
</tr>
<tr>
<td>Transformer-BiGRU</td>
<td>BiGRU</td>
<td>GNN</td>
<td>0.894</td>
<td>0.134</td>
<td>0.780</td>
</tr>
<tr>
<td>Transformer-GRU</td>
<td>GRU</td>
<td>GNN</td>
<td>0.895</td>
<td>0.132</td>
<td>0.785</td>
</tr>
</tbody>
</table>

The models in the above two tables are arranged in descending order of MSE. The data for the baseline model is obtained from [15-21]. For the proposed model, two methods of drug feature extraction and two methods of protein feature extraction are randomly combined. It is not difficult to conclude from the table that the four methods of the proposed model outperform some current DTA methods to varying degrees in three indicators. In the table above, italics represent the best data of the baseline model, and bold represent the data that is better than the baseline model. In the above baseline method, KronRLS and SimBoost are traditional machine learning
methods which based on similarity. DeepDTA and WideDTA are sequence-based feature extraction methods, and AttentionDTA introduces an Attention block based on it to learn mutual features. DeepGS and GraphDTA are novel in that they both use graph structure and graph convolution network to extract features.

In the analysis based on Table 3, the four approaches of the proposed model outperform the baseline model on all data, with the lowest MSE of 0.207, a 4.2% reduction compared to the lowest baseline method, and the highest CI of 0.906, compared to the highest baseline method improves by 1.5%, and the highest \( r_m \) is 0.730, which is 6.4% higher than the highest baseline method. In addition, it can be seen from table 3 that the CI values of four methods of the proposed model all exceed 0.9, which proves that they have strong consistency, moreover, the \( r_m \) values are all over or close to 0.7, indicating that they have strong external prediction performance. To sum up, among the above four methods of the GDGRU-DTA, the combined method of GatedGraph and GRU shows the best performance in comprehensive consideration of MSE, CI and \( r_m \), while the combination of Transformer and BiGRU is relatively poor. The data in Table 4 shows that the performance improvement of our model on large data sets is not so obvious compared to small data sets, which indicates that our model is insufficient in some aspects, and this is a problem that we need to consider and solve.

Combining the above results of Table 3 and Table 4, we can conclude that our model has better performance than some other DTA models and has great significance for the research of DTA, and thus will greatly promote its development.

4. CONCLUSION

In this paper, we describe our model in detail earlier, which is an end-to-end bio-inspired deep learning-based model for DTA prediction. In this work, Since the graph structure of the drug can better represent the structural features of the drug, we represent the SMILES string of the drug as its graph structure, and use two graph convolution methods different from those used by GraphDTA, these two new graph convolution methods exhibit excellent performance on the one hand, and also demonstrate the generalization ability of the GRU/BiGRU model on the other hand. To address the feature extraction problem for long amino acid sequences, we use GRU and BiGRU to capture the long-term dependencies, in order to confirm that the model is better in protein feature extraction, we change the protein extraction method of the four models in GraphDTA to the method we used, and the results of the four models have been improved to varying degrees. GRU and BiGRU also show excellent performance when combined with our two new graph convolution methods, which demonstrate their excellent generalization ability. Finally, we combine the two newly proposed graph convolution methods and two GRU models, and compare them with the previous DTA methods and some state-of-the-art DTA methods, and the results show that our method outperforms the previous methods. Our model can greatly facilitate the affinity prediction of drugs and targets, and provide a good reference for future research.

However, there is still room for improvement in our work. For example, for the feature extraction model of drugs, our structural innovation of the model is not very large. In addition, the attention mechanism is currently widely used in the model of drug and target interaction prediction. Therefore, our next work is to investigate how to improve the structure of drug feature extraction and add attention to the proposed model to better improve its performance.
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ABSTRACT

Contract Driven Development formalizes functional requirements within component contracts. The process aims to produce higher quality software, reduce quality assurance costs and improve reusability. However, the perceived complexity and cost of requirements formalization has limited the adoption of this approach in industry.

In this article, we consider the extent to which the overheads of requirements formalization can be netted off against the reduced quality assurance costs arising from being able to auto-generate functional test interceptors from component contracts. Test-interceptors are used during testing to verify that component contracts are satisfied. In particular, we investigate the impact of contract-driven development on both the quality attributes of the software development process and the quality of the software produced by the process.

Empirical data obtained from an actual software project using contract-driven development with test interceptor generation is compared to that obtained from similar projects that used a traditional software development process with informal requirements and manually written functional tests.
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1. INTRODUCTION

Contract driven development (CDD), also known as Design by Contract (DbC), Contract Programming and Programming by Contract, is a development methodology that aims to improve the quality of the produced software by formalizing functional requirements in the form of component contracts [10]. The benefits of CDD have been demonstrated [6], yet the methodology has never really gained significant traction. One of the main reasons for this is the perception that the added effort and complexity of formalizing component requirements in component contracts is tedious and does not deliver "enough bang for your buck" [14, 17].
There are a number of modern software development methodologies that are used by companies in their efforts to produce quality software. The two most popular methodologies today are:

- **Test Driven Development (TDD)** which requires software requirements to be converted into test cases before development starts, and then testing the developed software repeatedly against these test cases as it is being developed. TDD is primarily used to test units of code (like methods and classes) and aims to ensure a set of operations is performed correctly.

- **Another popular methodology is Behaviour Driven Development (BDD)** which is similar to TDD in that it requires tests to be written first, but in the case of BDD, the tests describe software behaviour by using a domain specific language (DSL). The DSL uses natural-language constructs that describe the required behaviour and expected outcomes, and is converted into executable tests by specialised software. BDD is also sometimes referred to as Story Test Driven Development (STDD), Acceptance Test Driven Development (ATTD) or Example Driven Development (EDD). [19]

The main disadvantage of TDD and BDD is that it requires a great amount of extra effort from developers to write tests. In the case of BDD, developers additionally have to learn and use the DSL and specialised software, resulting in extra time and costs on a project. Another major disadvantage is that the tests need to be updated and maintained when the code is updated.

In this study we investigate whether the cost benefits of generating functional test logic from component contracts is sufficient to nett off the cost of requirements formalization, whilst preserving the benefit of improving the quality of the produced software. In particular, we consider an approach where the process of formalizing requirements is simplified by encoding component contracts within the programming language used for the project (in this study we used the Java programming language) and generate test interceptors, which monitor contract compliance of wrapped components. These test interceptors are used for unit testing, integration testing and operational testing.

Empirical data is obtained from an actual software development project by using a contract-driven development methodology to specify component contracts. We empirically assess the impact on both quality attributes of the software development process and quality attributes of the software produced by the process. Process qualities include development productivity (the rate/cost at which software is produced), development reliability (the ability of the process to reliably produce software at a given rate and quality), process usability (the ease with which CDD can be introduced) and process scalability (the ability of introducing CDD to large development teams).

We also assess the impact of contract-driven development on selected quality attributes of the produced software. In particular the impact on correctness (the software meets the requirements), re-usability (whether contract-driven development leads to components that are more reusable), and simplicity are considered.

Section 2 examines related work and other frameworks that utilizes CDD. In Section 3 we discuss the details of our solution and exactly how test interceptors are implemented and how they function. Section 4 describes the results we obtained by using our solution in a real-world software developments project, and in Section 5 we discuss the conclusions we have drawn from the results. Finally, in Section 6 we look at future work.
2. RELATED WORK

Nebut et al describe a requirement-based testing technique that leverage use-cases in order to create functional and robustness test objectives [11]. Requirements are specified as UML use cases, which are annotated with contract specifications attached as notes. The contracts are specified using a custom language to construct predicates for pre- and post-conditions from state assertions (e.g., open(\text{door-1})) and standard logical operators. In addition, they support two use case relationships: includes and generalization, which they effectively use for requirements aggregation and refinement. In order to facilitate automated test generation, the authors narrow down the differentiation between use cases and services by supporting parametrized use cases and assuming that there is a mapping of use cases onto system services.

The authors then use pre- and post-conditions of use cases to construct a graph of all possible transitions between use cases. Any system process can then be related to a path through the graph. Test processes (called test objectives) are constructed as specific finite paths through the Use Case Transition System (UCTS) graph to satisfy certain test criteria. The authors found that selecting a set of test paths (test objectives) that ensures that each use case is instantiated by at least one path and that each scenario for which all pre-conditions for a use case are satisfied, is included on one of the test paths.

Finally, test scenarios are constructed by setting the system into specific states and providing particular user inputs, i.e., each test scenario is a combination of system state and system input. Strengths of the approach is that both test processes (test functions) and test scenarios (test data) are generated and that the tests are generated from a semi-formal requirements specification, without taking design considerations into account. But even though the proposed framework provides automated requirements-based functional and robustness testing from contract-annotated requirements models, it has not been widely adopted for automated requirements testing. Possible reasons for this failure include:

- Lack of Scalability: The framework was demonstrated in a very simple academic project. The approach does not test across levels of granularity. Instead, the entire requirements specification for the system is flattened into a single UCTS graph across which finite test processes are found using a breadth-first search algorithm. For industrial systems, this approach is unlikely to be feasible as the search space will explode with increasing system size and complexity. The approach investigated in this paper aims to manage scalability through automated contract-based test function generation for services across levels of granularity.

- Incompleteness: The authors propose the use of a custom language for the specification of pre- and post-conditions. These are attached via notes to UML Model elements. The expressiveness of the language is very limited and does not support the specification of non-trivial constraints. For specifying constraints against an object graph, UML has included the Object Constraint Language (OCL) as part of the standardization of the UML. The OCL enables one to specify UML model constraints using first-order predicate logic with quantifiers on finite domains. Furthermore, although the ability to generate test scenarios is one of the strengths of this approach, the authors have shown the generated test scenarios to be incomplete. If testing completeness is required (e.g. for certifiable projects) a manual process needs to identify scenarios that need to be added to achieve completeness.
Limited usability: The use of a custom language for constraint specification requires new tools for validating constraint syntax and correctness. These tools are not available. Furthermore, the proposed approach is only usable in the context of model-driven engineering. Only a very small fraction of industrial projects is based on model-driven engineering. The approach analysed in this study uses code annotations of contract specifications in the programming language (e.g. against Java interfaces), using the programming language itself to specify the pre-condition, post-condition and invariant constraint predicates. Users thus need not learn a new language and the compiler tools can themselves be used to verify the constraint specification. Furthermore, the approach can be used for non-model-driven engineering projects.

Evolving service providers and consumers present a number of challenges, particularly when they change their document schemas (contracts), Robinson has found. He identifies two strategies for mitigating such issues: performing "just enough" validation of received messages and adding schema extension points [12]. Robinson notes that both of these strategies help to protect consumers when the provider changes the contract, but they are of little help to the provider to know how the contract is being used and what obligations it must preserve as it evolves. Robinson continues to discuss the "Consumer-Driven Contract" pattern which addresses this shortcoming by drawing on the assertion-based language of the "just enough" validation strategy, which imbues the provider with insight into its obligations towards consumers.

By observing contracts between providers and consumers, Robinson expresses the following insights: The business function capabilities of a service provider are expressed by a provider contract in terms of the collection of exportable elements that are necessary to support that functionality. The main characteristics of provider contracts are:

- Closed and complete: Provider contracts show the business function capabilities of a service as a complete set of exportable elements available to consumers. As such they are complete and closed regarding the functionality of the system.

- Singular and authoritative: Provider contracts are singular and authoritative in their expression of the business functionality of the system.

- Bounded stability and immutability: Provider contracts are stable and immutable for a bounded period and/or locale. They typically use a form of versioning to differentiate differently bounded instances of a contract.

Consumer contracts on the other hand, are entered into when a provider accepts and adopts the reasonable expectations expressed by a consumer. The characteristics of such a contract are:

- Incomplete and open: A consumer contract is incomplete and open regarding the business functionality of the system. It shows a subset of the capabilities of the system in terms of the expectations that the consumer has of the contract of the provider.

- Non-authoritative and multiple: Each consumer contract is non-authoritative regarding the total set of contractual obligations placed on the provider, and they are multiple in relation to the number of service consumers.

- Bounded stability and immutability: Similar to provider contracts, consumer contracts are valid for a particular location and/or period of time.
Robinson concludes that consumer contracts, by showing and asserting expectations of a provider contract, allow us to know precisely which parts of the provider contract presently support business value by the system, and which parts do not. He further suggests that services might benefit from being specified in terms of consumer contracts from the start. In this way, provider contracts emerge to meet the demands and expectations of consumers - consumer-driven contracts or derived contracts.

The characteristics of Consumer-driven contracts are:

- Complete and closed: A consumer-driven contract is complete and closed with respect to the complete set of functionalities required of it by its existing consumers. The mandatory set of exportable elements is represented by the contract, which is required to support consumer expectations for the period in which those expectations are required by their parent applications.

- Non-authoritative and singular: Provider contracts are non-authoritative because they are derived from the union of existing consumer expectations, and singular in their expression of the business functionality available to the system.

- Bounded stability and immutability: In respect of a particular set of consumer contracts, a consumer-driven contract is stable and immutable. That means the validity of a consumer-driven contract can be determined according to a specified set of consumer contracts, thereby binding the backwards- and forwards-compatible nature of the contract in space and time. The compatibility of a contract remains immutable and stable for a specific set of consumer contracts and expectations, but it is subject to change as expectations change.

Robinson identifies two significant benefits of consumer-driven contracts in terms of evolving services. Firstly, the focus is on the delivery and specification of functionality around key business value drivers - the value if a service is determined by the extent to which it is consumed. And secondly, consumer-driven contracts provide the fine-grained insight and rapid feedback needed to plan changes and assess their impact on applications currently in production. However, there are certain liabilities: in the context of a closed community or a single enterprise (an environment in which providers can exert influence over how consumers establish contracts with them), the consumer-driven contract pattern is applicable. Consumers and providers must accept, adopt and know about an agreed-upon set of channels and conventions. This adds a layer of protocol dependence and complexity on an already complex service infrastructure.

Although the pattern allows for better management of breaking changes to contracts, it is not a cure. At best, it provides better insight into what constitutes a breaking change, and as such may serve as the foundation of a versioning strategy.

Consumer-driven contracts do not necessarily reduce the coupling between services, but it does identify "hidden" couplings, which allow providers and consumers to better manage them. Finally, there is a risk that when the specification of a service provider is driven by consumer contracts, the conceptual integrity of that service provider could be compromised. Services are identifiable, discreet and reusable business functions whose integrity should not be undermined by demands that fall outside their mandate.

Pact [13] and Spring Cloud Contract [16] are popular testing frameworks that utilise Consumer Driven Contracts.
Belhaouari et al created an experimental platform known as Tamago-Test for software analysis and automated testing [2]. They focus on the automation of test-case generation from specifications written as Design by Contract and rely on First-order logic assertions to express contracts between components in the generation of test-cases. The pre-conditions are used to infer the relevant values to provide as input parameters to methods, and the post-conditions are then used as natural oracles (an oracle determines whether the test results are correct [3]). The creation of values for method input parameters which are correct with regards to the specification, corresponds to a constraint-satisfaction problem (CSP) [8]. Initially, the variable domain is defined by the type, and the CSP reduces the range by the various constraints represented by each atomic term extracted from the contract. This term is obtained in the disjunctive normal form [4] of assertions and is included in the pre-conditions. When the CSP must instantiate a variable, it draws a random value from its reduced domain. Finally, the CSP architecture the authors propose does not restrict the constraint language to finite-domain and predefined types - they came up with a "type builder" that enables the framework to be extended in a flexible way.

The most important characteristics of the Tamago platform created by the authors, are the provision of a specification language, a runtime, and a set of tools for analysis and support. Their approach also emphasizes the Separation of Concerns principle: The client provides the specifications for components, and the providers implement those specifications. The runtime and tools are responsible to realise the contract between these two parties.

The specification language is similar to the grammar of assertions in Java Modelling Language (JML) and the authors use only a subset of the features currently available. The resulting language is abstract, and based on a model of co-algebraic observable properties with first-order logic assertions (pre-conditions, post-conditions and invariants). It also includes descriptions of service behaviours based on finite-state automata with conditional transitions.

The authors believe the contract language that they have designed is a good compromise between expressiveness and tractability. For tractability, they have developed a set of tools to analyse the contract specification at design time. The first tool performs structural analysis by doing type-checking and using finite-state automata techniques to detect unreachable states or unused functionalities in the contract. The second tool attempts to uncover inconsistencies in the dynamics of the contract by utilizing a symbolic interpreter to generate a set of scenarios from the service behaviour. Using the effective pre-conditions, invariants and the guard of the predecessor transition in the behaviour automaton, the constraints to be enforced are partially evaluated. With this conjunction of assertions, a CSP-based minimization algorithm is used to narrow the domains of observable properties. Complementary to the conjuncts of the effective post-conditions, the invariants and the guards of the next transition (if any) is able to expand/reduce the domain of properties. If a domain becomes empty, there is no more solution and another branch is inspected. This analysis uses various fixed point detection heuristics to ensure the termination of the analysis.

Leitner et al recognizes that unit testing is a resource-intensive and time-consuming activity [9]. They introduce Contract Driven Development as a method to solve this problem by extracting the contracts that are present in code, and use those contracts to generate test cases. This is achieved by taking advantage of the activities that developers normally perform during the development process: when a new feature is being developed, the developer will run the application in such a way so that the new feature is used. By placing assertions along the way, the developer verifies that the new feature works as expected. This is done by triggering the new feature with the correct input, and also with incorrect input (by changing parts of the application) to ensure that error-handling is done correctly.
These implicit human-generated tests are easy to create and run, and they don’t require any maintenance since they are not permanent. Other advantages over automated tools are that the automated testing strategies cannot make up for the insights that a human tester has into the semantics of the software and the relationships between different components. Automated tools also cannot distinguish between meaningful and meaningless input data, and although the quality of the automated tests can be estimated using certain measures or combinations of measures (such as code coverage, number of bugs found, mutation testing, proportion of fault-finding tests out of total tests, etc.), the characteristics of the project under test make it difficult if not impossible for a tool to determine automatically which measures to use.

The drawback of the implicit human-generated tests is that they only exist for one or very few runs and are not kept for later execution. This is because the developer manually provided specific inputs, and if the application was changed to force a certain path to be tested, that change was undone after the tests.

Leitner proposes a method to capture these implicit tests and to make them explicit and persistent. They created a tool called Cdd (which expands to Contract Driven Development), which targets Eiffel code since Eiffel natively supports contracts, and is installed into the Eiffel Studio IDE. Cdd monitors program executions and, when a failure occurs, Cdd detects the last safe state and takes a snapshot of this state. It then recreates this snapshot, which serves as the starting point of the extracted test case. Cdd determines the time to take this snapshot so that it is early enough for the state not to be infected but also late enough to reduce execution time. Furthermore, in order to make the test case more robust relating to system change, the snapshot excludes that part of the state that is not relevant for reproducing the failure.

Since Cdd employs continuous testing, these test cases will be evaluated on every run. The IDE will show the tests as failed, until the developer has implemented the relevant methods and they work correctly, in which case the IDE will show that the tests have passed.

Kramer created iContract, a freely available source-code pre-processor that instruments Java source-code with checks for class invariants, as well as pre- and post-conditions that may be associated with methods in classes and interfaces [7]. His inspiration came from the Eiffel language, which has native support for design by contract. In iContract, special comment tags (@invariant, @pre, @post, added to the Javadoc of the classes and methods) are interpreted and converted into assertion check code that is inserted into the source code. It also caters for the four hierarchical type relations in Java: class extension, interface implementation, interface extension and inner classes (collectively referred to as “type extension”).

To use iContract, Java source code is annotated with formalized functional requirements in the form of three specific comment paragraph tags:

- @invariant, to specify class- and interface-invariants;
- @pre, to specify pre-conditions on methods of classes and interfaces;
- @post, to specify post-conditions on methods of classes and interfaces.

iContract is run as a pre-processor over annotated source code files. It instruments the methods in these files with assertion check code that enforces the specified functional requirements. In the background, a repository of contract related information about the classes, interfaces and methods is built up. This information is used to support subcontracting, which propagates functional requirements among interface-implementation, multiple interface-extension, class-extension, and
inner class relations. The instrumented files are compiled instead of the originals, resulting in the same classes, interfaces and methods except that the functional requirements are being enforced by means of automatically generated specification checks. Despite being annotated with functional requirements, the original files remain fully compliant to standard Java due to the annotations being a part of the (optional) comment paragraphs.

It is not clear when work on iContract stopped, but an attempt was made to resurrect it in the form of Java Contract Suite (JContractS) which is available on SourceForge (https://sourceforge.net/projects/jcontracts/). However, at the time of writing, the last update to this project was made in April, 2013.

3. IMPLEMENTATION

A common approach to requirements analysis and design is incremental refinement of requirements and design across levels of refinement or granularity [15]. At each level of refinement, one identifies the services required to assess the pre-conditions and address the post-conditions, and categorize them to responsibilities, which, in turn are assigned to components representing responsibility domains.

We represent component contracts in Java as Java interfaces, which are annotated with the component’s functional requirements, i.e., the pre- and post-conditions and, in the case of stateful components, invariance constraints specifying enforced symmetries. A class implementing the Java interface is required to meet the component contracts and will be tested against the functional test logic generated from the component contract.

From component contracts we generate test interceptors, which are interface compatible with the component and which, in the context of service provision, verify that the wrapped component fulfils the functional requirements specified in the component contract. In particular, test-interceptors intercept service requests in order to verify that:

1. if all pre-conditions are met, the service is provided (no exception is raised) and all post-conditions hold after service provision;
2. if one or more pre-conditions is not met, that an exception specified for one of the pre-conditions that are not met is raised;
3. that all invariant constraints hold when the service is requested (if not, then the system was in a broken state already); and
4. that all invariance constraints hold after service provision.

In order to achieve this, the generated test interceptors perform the following steps:

1. assess any invariance constraints and raise an invalid state exception (which is not a component error) when any invariance constraint is violated;
2. assess and store the truth value of each pre-condition on service request;
3. delegate, within a try block, the request to the underlying component for processing;
4. upon catching an exception:
   a. verify that the pre-condition associated in the component contract with the caught exception did not hold upon service request;
5. If no exception has been caught, verify that:
   
   a. All pre-conditions were met, and that
   
   b. All post-conditions hold.

6. In either case that all invariance constraints hold.

Note that invariance constraints fall away if one follows a service-oriented analysis and design method [15]. In this case components are stateless and serve solely to package services within responsibility domains.

Some programming languages like Eiffel natively support the concepts required for contract specification, i.e., pre- and post-conditions and invariance constraints. Other languages like Java, C# and Python natively support language extensions via mechanisms like annotations and attributes. For programming languages that do not provide a syntax for extending the language one may need to either use an external framework for this purpose, or embed contract annotations within comments. In Java, we define the concepts and syntax for specifying functional requirements as pre-condition, post-condition, and invariance annotations. These annotations are processed using custom annotation processors that are bound into the compilation step.

The following annotated pseudo-code illustrates a Java interface with a method that is annotated with pre-conditions and post-conditions:

```java
@Invariant(constraint="invariant boolean expr")
public interface the_interface
{
    @Precondition(constraint = "boolean expr //pre-assessment //", raises = Exception.class)
    ... repeat for multiple pre-conditions
    @Postcondition(constraint = "boolean expr")
    ... repeat for multiple post-conditions
    public returntype methodName(param1, param2, ...) throws Exception;
}
```

The pseudo-code of the interceptor class that is generated from the annotations, looks as follows:

```java
public class className_TestInterceptor implements the_interface {
    private the_interface counterpart = null;

    public className_TestInterceptor(the_interface counterpart){
        this.counterpart = counterpart;
    }

    /*
    Test the invariants
    */
    private validateConsistency() throws ExceptionRaisedDuringInvariantCheck,
    InvariantViolatedError {
        boolean invariantHolds = false;
        try {
```
invariantHolds = invariant boolean expr;
}
catch (Exception e){
    throw ExceptionRaisedDuringInvariantCheck("Message","<invariant boolean expr>");
}  
if (!invariantHolds) {
    throw InvariantViolatedError("Message","<invariant boolean expr>");
}

@Override
public returntype methodName(param1, param2, ...) throws Exception {
    /*
    Evaluate the pre-conditions
    */
    boolean _pre_1 = boolean expr == true;
    ... repeat for every pre-condition

    /*
    Evaluate the pre-assessments
    */
    int _preAs_1 = pre-assessment expression;
    ... repeat for every pre-assessment

    /*
    Validate the invariants before the method call
    */
    validateConsistency();

    returnValue = 0;
    try {
        /*
        Call the wrapped method of the counterpart component to be tested
        */
        returnValue = counterpart.methodName(param1, param2, ...);

        /*
        If method was implemented correctly, it would have thrown exceptions if any of the
        pre-conditions were false.
        */
        if (!_pre_1) {
            /*
            The method above did not throw an exception but pre-condition 1 is false. This
            means there is a problem with the implementation of the method.
            */
            throw new PreconditionNotEnforcedException("boolean expr", "methodName");
        }
        ... Repeat check for all pre-conditions.
    */
/* Evaluate post conditions and their pre-assessments */
if (!(post-condition boolean expr)){
    throw new PostconditionNotMetException("post-condition boolean expr", "methodName");
}

if (!(post-condition expr == _preAs_1)) {
    throw new PostconditionNotMetException("post-condition expr == //pre-assessment expr//", "methodName");
}

/*
Validate the invariants after the method call
*/
validateConsistency();

/*
The wrapped method threw an exception, catch different types of exceptions
*/
catch (InvalidArgumentException iae) {
    if (!_pre_1) {
        /* Pre-condition 1 is false, so the method was supposed to throw this exception. This means it implemented the check for this pre-condition correctly. Rethrow the valid exception. */
        throw iae;
    }
    ... repeat for all preconditions with this type of exception

    /* If this point is reached, it means that the pre-conditions are valid, but the method still threw an exception. So there is a problem with the implementation of the method. */
    throw new PreconditionsHoldButServiceRefusedException("InvalidArgumentException", "methodName");
}
catch (InvalidStateException ise) {
    if (!_pre_3) {
        /* Pre-condition 3 is false, so the method was supposed to throw this exception. This means it implemented the check for this pre-condition correctly. Rethrow the valid exception. */
        throw ise;
    }
    ... repeat for all preconditions with this type of exception

    /* If this point is reached, it means that the pre-conditions are valid, but the method still threw an exception. So there is a problem with the implementation of the method. */
A working example is available on GitHub: https://github.com/JustusPosthuma/example

The test-interceptor wrapped components are used in the following scenarios:

**Unit testing:**

In the case of unit testing, the component is meant to be tested in isolation, assuming that any components it depends on perform their tasks correctly. To this end, one substitutes any dependencies of the component under test with mock objects for these dependencies, which (under the scenarios for the given test data) behave as would be expected from the components they are mocking. Dependency injection [18] can be used to inject mock objects instead of actual components for the component dependencies.

**Integration testing:**

In the case of integration testing the component is tested within its actual environment. In this case, one injects real components for component dependencies.

**Operational testing:**

For operational testing or testing on the live system, one can dependency-inject test-interceptor wrapped components for those aspects of the system one wants to monitor for contract compliance.

Our annotation processor is invoked as a pre-compilation step by the Java compiler. Apart from the initial set-up and configuration of the project to use the annotation processor (in the project build-scripts or in the Integrated Development Environment (IDE) that is used), there are no extra steps required. This results in interceptor classes being automatically generated each time the project is built.

For unit and integration testing the test-interceptor wrapped component is called with test data sets, which are systematically created from an analysis equivalence partitions for the problem. Future work will look at augmenting the CDD tool suite with tools that automatically generate test data sets [5]. It is the clean separation of test logic and test data which facilitates the reuse of test logic which also applies for operational testing.
Generating the interceptor classes is trivial in terms of speed and resources, and even in extreme cases where large numbers of annotations are processed, the build process is not noticeably affected. An interceptor can process any contract as long as it is expressed as a valid Boolean expression.

4. RESULTS

In January 2021, work started on a Covid-19 vaccination project at one of our clients. The goal of the project was the creation of software components that enable the client to:

- gauge the interest of students and staff to get the vaccine via a short survey;
- enable students and staff to make appointments to receive the vaccine;
- sign digital waivers;
- push-notifications with reminders for vaccine appointments and other important information;
- report symptoms and side-effects; and to
- provide digital certificates as proof of vaccination.

The system also provides additional admin functionality for officials to create appointment slots, record a medical history for each person, and generate statistics.

The system was developed using an Amazon Web Services (AWS) “serverless” infrastructure for the back-end. This infrastructure hosted a MySQL relational database and provided AWS Lambdas, (event-driven computing services that run code in response to events from clients that connect to it via a Representational State Transfer (REST) protocol). The types of clients that connect to the back-end include Android mobile applications, iOS mobile applications, and web-applications (see Figure 1).
Different teams were responsible for each of the different components: One team focused on the back-end, another on the web front-end, and two other teams focused on the iOS and Android applications respectively. An informal Agile development process with the following elements was followed:

- Continuous software delivery through the use of sprints. At the end of each sprint, workable components were delivered for testing;
- Changing requirements were accommodated;
- Frequent meetings with stakeholders were organised;
- Online face-to-face interactions were common;
- The teams were self-organizing;
- After each milestone was delivered, reflections (retro-actives) were held to discuss what worked, what didn’t work and how things could be done better.

The back-end team was responsible for setting up and maintaining the AWS environment, creating and maintaining the database and creating and maintaining the REST endpoints via AWS Lambdas. The web front-end team created web-based applications that run inside a browser, and the iOS team and Android team implemented the same functionality for the respective mobile platforms. Contracts were informally discussed between the back-end team and the other teams to determine what data the REST endpoints expected and what they provided.
The Android application was created with Domain Driven Design (DDD) in mind. The “domain” in this context is the sphere of knowledge and activity around which the application logic revolves [1]; in this case, all the activities around the Covid-19 vaccine roll-out. And keeping to the principles of DDD, the application was architected using four layers:

1. A **User Interface layer**, which contains both, the user views (forms) as well as the user work-flows around assembling the information required for service requests and the information provided with responses.

2. An **Application adapter layer**, which maps user requests from the user interface layer onto the infrastructure layer and service responses back onto response domain objects provided to the user interface layer.

3. An **Infrastructure layer**, which implements the application services API (also implemented on the server side) and maps the Java requests onto REST requests using data transfer objects (DTOs) and responses back onto Java responses. This layer is responsible for communication with external systems and persistent storage.

4. A **Domain layer**, containing objects from the user domain as objects encapsulating the request and response data. This layer does not have technical details like database connections and should be understandable to those who do not have technical knowledge.

Normally, contract validation should happen on the back-end (in this case, the AWS Lambdas), since it is the service provider for three different types of clients. But due to the following factors this was not possible:

- The AWS Lambdas are written in TypeScript. Our interceptor-generator is written in Java;
- The author was a member of the team that focused on Android.

However, implementing contract validation via interceptors in the infrastructure layer of the Android application that communicates with the AWS Lambdas, does in theory, have, from the perspective of the Android application, the same effect as if it were implemented on the back-end itself because the contracts are the same. The only difference is that the validation happens before the data leaves the client instead of when it arrives on the server.

To determine the impact of our approach, we compare the Covid-19 project (with contracts and interceptors) to a different project called Travel (with no contracts or interceptors). The Travel project allows users to book personal or business trips, upload digital copies of their passports and visas, notify the user if the destination is high-risk (Covid-19 infections or other reasons like unrest) and provide digital waivers for business trips. Although the Travel project is functionally completely different, it was developed on the exact same architecture as well as the same four layers relating to DDD. We analysed the requirements specification, UI interfaces, number of REST calls and project plans to ensure that the projects are as similar as possible in scope:
Table 1. Project properties

<table>
<thead>
<tr>
<th></th>
<th>Covid-19</th>
<th>Travel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activities (screens)</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>REST API calls</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>Planned scope (in days)</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

The following measures were used to quantify the impact:

- **Number of man-hours to develop.** This includes requirements specification, requirements refinement and design, test and bug fixing.

- **Correctness of the produced software.** This is the rate at which the produced software meets the client requirements. It entails producing correct results and handling exceptions properly, and can be measured by counting defects over a period of time with bug-tracking software.

- **Bug Density.** This measure is defined as defects per thousand lines of code (KLOC) and measured by dividing the size of the module by the number of confirmed defects.

**Number of man-hours to develop**

The number of hours were very similar between the project with contracts and interceptors, versus the project without contracts and interceptors. This result shows that the introduction of contracts does not significantly impact the duration of a project (Figure 2).

![Figure 2. Man-hours to develop](image-url)
**Correctness of the produced software**

The average bugs per day was significantly less in our project with contracts and interceptors versus a project without contracts and interceptors. We did not include cosmetic bugs in this measurement (Figure 3).

![Figure 3. Correctness of the produced software](image)

**Bug density**

There was a significant improvement in the bug density of the project that utilized contracts and interceptors, compared to the project without them. This was especially true for integration and logic bugs. Cosmetic bugs are high in both projects due to the fact that the client is notorious for always requesting layout, label and graphical changes, and these changes are logged as bugs (Figure 4).
4.1. Limitations and Deficiencies

Contracts are defined as Boolean expressions in annotations. These Boolean expressions are written as strings in the annotations, for example:

```java
@Precondition(constraint = "itemPrice > 0", raises = InvalidStateException.class)
```

Since the expressions are strings, the compiler will not evaluate the syntax of the Boolean expression and return an error if it is incorrect – the compiler will simply evaluate the string as any other string. Only once the interceptor has been generated and the Boolean expression has been converted into code, will any syntax errors be discovered by the compiler, and will an error be reported in the interceptor class. Unfortunately, due to how Java annotations and Reflection work, the Boolean expressions (contracts) have to be written as strings.

Modern Integrated Development Environments (IDE) show syntax errors in code as you are typing, and it would have been ideal if any syntax errors related to the Boolean expressions (contracts) could have been identified similarly.

An important function that the interceptors cannot do (yet) is to test for errors or exceptions as part of a contract - a good example of this is date or time formats: it is common practice in Java to use a date parser (for example `SimpleDateFormat`) which throws an exception when a date or time is not in the expected format. It would be a very powerful feature if date and time formats can be specified in contracts.

5. CONCLUSION

We have found the Java programming language to be very suitable for contract driven development - language features like annotations and reflection were extensively used to define
contracts and generate interceptors. The fact that interceptors are generated as a pre-compilation step also makes the process easy and seamless from the perspective of a developer.

Developers were able to easily implement contracts since the learning curve was not steep at all – everyone was familiar with annotations already (since it is an existing Java language feature) and everything else (interceptor generation, evaluation of contracts) happens automatically. It was easy to convince the team to try our implementation of CDD since it had so little impact on the normal development routine.

Our empirical measurements show that providing a tool suite for CDD enabling developers to specify syntax-checked component contracts and generate test interceptors used for unit, integration and operational testing, significantly improved the quality of the software produced by the software development process without increasing the cost significantly. In particular, logic and integration errors were reduced by approximately 50%, whilst the reduction of cosmetic errors and the increase in number of man-hours were both less than 5%. Further efficiency benefits can be obtained by automating the generation of test data for unit testing.

We expect that having components that perform rigorously specified functionality (in the form of component contracts) would improve re-usability. The scope of the current study is, however, too small to assess this quality attribute and this is left for future work.

Based on the results obtained so far in this study, we are confident that we are on the right track to rekindle a renewed interest in CDD in industry and we feel that this study also demonstrates that a developer-centric approach and tool suite for CDD does deliver “enough bang for your buck!”

6. Future Work

Further efficiency benefits can be obtained by automating the generation of test data from the contracts for unit testing, in particular generating unit test templates which require only the population of data structures with test data.

We also feel that these results warrant a CDD approach in other programming languages, especially Javascript which is very popular on the server side. One would have to scrutinize the specific language features to decide how best to implement contracts, because not all languages have built-in annotations. But in the case of Javascript, early investigations show that comment blocks can be used to define pre-conditions and postconditions for methods, and interceptors can be generated by launching an external process that parses the comment blocks and generate interceptors.
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ABSTRACT

During daily studying and working, people have to research massive amounts of information on the internet and download numerous files. Some of these files can be easily categorized to relevant files. However, there are always some files left unorganized due to their difficulty in categorization [1]. Such files pile up in the download folder as time passes, making the folder extremely messy. Many people do not have the motive to clean up the folder as it requires a lot of energy and time. Based on this common problem, my group developed an app that can clean the messy folder up. After applying our program which is based on machine learning, the files will firstly be divided into five general parts – document, video, music, photos and package. Then the files will be further categorized based on the contents they present. For example, photos are divided into animals, families and so on. In order to achieve the content-categorizing function, several powerful apis were introduced in our program, and they helped us to achieve the optimal results.
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1. INTRODUCTION

I am a high school student who was previously annoyed by the messy download files on my computer. Everyday I download many files from websites, but I do not have enough time and energy to clean up these files one by one -- I just leave them there. Files gradually piled up and messed up my computer, so I wanted to find a way to clean up the files [8]. My first action was to find a suitable app in the app store. However, many of them were way too expensive and they were not personalized enough to achieve my wish – categorizing the files perfectly as if they were done by myself. Thus, I decided to create a personalized program that can help me clean up the files automatically. The first version of my program could only fit the environment on my computer as it was based on my personal preferences. It was indeed powerful when I tested it on my laptop – every file went to the most desirable place as I wished. However, it was not general enough to cater for others’ needs to organize their files [3]. Thus, I made several amendments on the original code to reach the second version, which had a larger range of applications and could be used for the public. As a result, others encountering the same problem can also apply my program and then clean their folders up effectively.
There are numerous related methods on this topic. One example is the system developed decades ago to classify emails by scanning over their bodies, senders, receivers, and the titles. The results come from the comparisons between the preset keywords and the features extracted from the emails. Therefore, such classification can be unreliable in many cases. For example, if none of the preset keywords matches perfectly with the features, then the system will not be able to classify the documents, inhibiting its capability. Another example is using machine learning to detect the contents of images [9]. Such techniques have become very mature. By feeding the computer with numerous sample images, the computer can learn the features of nearly every commonly-used item such as cars and desserts, and its accuracy is quite high – higher than 85% in most cases. Thus, I will apply such techniques to achieve parts of my project. Another example is the concept of a new file organization system. Different with the traditional system that follows a tree structure, such systems import ‘concepts’ to replace the folders. One single file can be placed under numerous concepts so that the paths to the file vary. However, such a new idea has not been widely adopted yet, and the majority of the operation systems are still using the traditional organization methods. Thus, the new concept, though providing some novel approach to organization, is yet to be widely used.

In this paper, we follow the same line of research by adopting existing mature techniques into our system and develop the rest parts by using our own logic and algorithms. Our goal is to develop a system that can automatically clean up the messy download folder and then transfer each file to the proper place of the computer. Some of our methods are inspired by the well-researched methods such as the use of machine learning on classifying the pictures. Based on the results given by the system developed by such a classifying technique, our system is able to place each image into a proper place under the image folder, depending on the content of the image. Another strength of the program is its capability to categorize the files missing key information. For example, if there is an untitled audio under the download folder, the program is able to detect the content of the audio and then transfer it to the right place. It may find out that the audio is a song by a famous singer. As a result, the audio will be placed under the singer’s folder, which is rational and effective.

In order to prove my results, I first operated the program on my laptop. The results were satisfying: all the documents and files went to the ideal places. My first experiment proved the effectiveness of the program on my laptop. However, when I ran the program on some of my friends’ laptops, the results were not very good initially. One main reason was that they had different organizing habits with me: my categorizing methods did not match up with theirs. As a result, the program simply created several new folders in their laptops and directly transferred the files from the Download folder to the new ones. This was really bad as it actually further messed up their laptop. My friends still had to do the categorization work on their own, and they had to drag each file from the new folders rather than the download folder to the optimal ones, which was more tiring [2]. Despite detecting this problem, I was not able to solve it due to the fact that every person has unique habits. Fully personalizing the program requires techniques that are far beyond my abilities. Thus, I could just make some amendments on the program to make the logic of my categorization more reasonable at the current stage.

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we met during the experiment and designing the sample; Section 3 focuses on the details of our solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the relevant details about the experiment we did, following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this project.
2. **CHALLENGES**

In order to build the project, a few challenges have been identified as follows.

### 2.1. Choosing an appropriate categorization method

The first challenge that I needed to confront is choosing an appropriate categorization method. This problem was crucial and was required to be tackled before entering the code developing stage: it directly determined the structure of the program [10]. Numerous aspects had to be considered carefully in order to deal with this challenge perfectly. Firstly, the first layer of the categorization system was to be set up, dividing the files into several general parts, for instance, videos, pictures and documents. After that, a second layer was to be built, further categorizing each part in reasonable ways. For instance, the picture part could contain family, pet, travel and other sections. The categorization work was somehow difficult as the system was supposed to be reasonable for every user. Therefore, many considerations had to be taken into account to develop a general system that could cater for everyone’s basic needs.

### 2.2. How to realize the categorization system designed in the last stage

The second challenge was how to realize the categorization system designed in the last stage. Firstly, I tried to develop the system based on the names of the file. However, I soon found that I could only complete the first layer of the system. This was because even though I could have a general categorization of the files by detecting the differences between their extensions, I could not further divide them up in most cases as the majority of their names did not contain useful information. Therefore, in order to make further categorization possible, I needed to enable the program to scan over the contents of files and make categorizing decisions based on the results. This was difficult to me as it required the application of deep learning, which I hardly knew anything about [11][12]. Thus, in order to achieve this, I searched numerous apis on the internet and fitted the most proper and powerful ones into my project, maximizing the rationality of my categorization.

### 2.3. Compatibility

Compatibility was the third challenge after resolving the last problem. For example, one particular api used for detecting the contents of pictures could work pretty well on my computer, whereas it could not run properly on my laptop as my laptop did not have a discrete graphics card. This problem could happen on many other laptops, weakening the power of my program. Thus, I needed to find apis that were not only powerful but also could be applied by the majority of the computers. This was somehow difficult. Even though some apis were powerful and were supposed to be compatible with every computer, running them successfully could use a lot of memory, leading to crashes on weak computers [13].

3. **SOLUTION**

In order to categorize the files, X Cleaner will firstly examine all files in the download folder. Based on the extensions of their names, the files will then be divided up to five general parts – Documents, Musics, Images, Videos, and others. If the file name contains enough information for the program to complete the categorization (it may include the author's name, subject name, etc.), then the program will directly use the existing information and transfer the files to proper places. Otherwise, the program will use additional tools to make up key information. For the music, documents, and images, the program will upload the files to the internet and use existing
algorithms to recognize related information. For example, information can cover the name (if missed in the file names), the album and the artists of different musical files. The existing online algorithm can also recognize the general contents of images and put them into various groups based on the results. Additionally, we have set numerous key words for each commonly used subject. Thus, by comparing the highest frequently used words in the documents and the existing key-word base, the program can make a precise judgment on the related subjects of documents, finally transferring the files to the right places. However, a different categorizing method is applied on the videos. Since examining the contents of videos is too difficult at the current stage, videos lacking crucial information will be directly transferred to a folder named ‘other videos’ under the video folder. Finally, the rest of the files like zip files will be moved to the other folder.

In order to achieve the first step, firstly five general parts are given with frequently used extensions respectively. For example, extensions like ‘jpg’, ‘jpes’, and ‘png’ are under the image part. After assigning the extensions, the program will then loop through the whole download folder, as shown in the picture abode, and finish the first step up with all files flowing into five general sections. Further categorizing work will then take place.

A crucial part of the second step is the disposal of images. The code abode is used to upload the files assigned to the image section to the existing online api. Then, the well-trained online program will go through each file and compare its features with the past information, determining
the type of its content. After that, the result will be sent back to the program. Based on the result, the program will transfer each image file to the appropriate place under the image folder.

```
try:
audio_file = eyed3.load(source_file_path)
    if audio_file.tag == None:
        pass
    else:
        if audio_file.tag.album_artist == None:
            audio_file.tag.album_artist = 'unknown_artist'
        else:
            audio_file.tag.album_artist = change_forbidden_filename(audio_file.tag.album_artist)
        if audio_file.tag.album == None:
            audio_file.tag.album = 'unknown_album'

Figure 3. Screenshot of code 3
```

Another crucial part is processing the music files. The logic behind this part is very similar to the one of image section. Online api is applied again to get the necessary information. However, the result will be more precise and detailed this time. By examining the features of the audios and making comparisons to the audios around the world, the api can not only send back information about the general type of the music but also the name, the album, and even the author of the music. This is very beneficial for further categorization. If an artist has never appeared on the laptop, the program will create a folder using his name and then move the file to a minor folder named by the album under the artist name. Otherwise, if the artist folder exists but the album folder is absent, the program will create the minor folder again. Such a categorizing method is very detailed and effective.

The program will categorize each file one by one, according to their sequence in the download folder. After the last file entering the right place, the program will print out a line, notifying that the categorizing work has been finished. The notice will also include the number of files categorized. The whole process follows a simple but rigorous logic: recognizing the type of the file and then further categorizing it by examining its features and content [4]. In order for the program to run successfully, having a reliable network connection is indispensable. This is because the online apis take an important role in examining the contents of the files. Otherwise, every laptop using the program has to be trained properly long before starting the program to acquire the ability of recognizing contents offline.

4. EXPERIMENT

4.1. Experiment 1

In order to test the usefulness of our program, I borrowed five laptops, which showed some variety between the samples, from my friends and then ran the program on them. The process of the first experiment is very simple. Firstly, the program will be run on a laptop with multiple documents in its download folder. After that, we will check if the program crashes during the previous process. If the program does not crash, we will check if all files are cleaned up from the download folder and moved to the proper places. The time taken to clean up the files will also be measured.

The experiment went through quite well. All files from five laptops were cleaned up and were moved to ideal places. The average time taken to clean up each file was estimated to be around 2.5 seconds — — this was not very fast but still acceptable. Thus, a simple conclusion could be drawn: the program was powerful enough to cope with daily problems for a high-school student.
However, one thing worth mentioning was that 4 laptops, taking up 80% of the samples, were macbooks. Therefore, even though the program ran smoothly on the only laptop with a windows system, the program had yet been proven to be strong and stable enough in such a system.

4.2. Experiment 2

In order to test the effectiveness of the results, I designed a survey for 20 of my friends and asked them about the feeling of running my program. The survey had two parts: the first part was about the attitude towards the general categorization idea behind the program and the second part was their feeling about the final results.

The results showed that 17 people, taking up 85% of the samples, deemed the logic behind the program was reasonable. However, only 10% of them, which were 2 people, were satisfied with the final categorization results. The results of the survey were reasonable. Firstly, the general logic of categorizing matched up with the general needs and habits of the majorities – putting files of the same type together. However, as the categorizing work moved into more detailed parts such as the separations between document files, the effectiveness of the program was significantly limited. Since everyone has unique detailed habits and requirements, the unsatisfactory results were reasonable and predictable.

The results matched up with previous challenges to a large extent. The first experiment shows that the program could work smoothly in the majority of the environments. This means that the third challenge has been tackled successfully with the environment becoming compatible with numerous devices. In addition, the second experiment shows that the general logic behind the categorizing method is rational while it will encounter problems when dealing with more detailed parts. This matched up with the first and the second challenge. The first challenge has been successfully solved – we have created a categorizing system that could properly function. The difficulty of solving the second challenge is further addressed. Even though we could use the program to clean up the download folder, the result is still not personalized enough to cater to the customer’s specific needs and habits.

5. RELATED WORK

In the first reference work, Kendrick the author has created a system to categorize the emails by using a nearest-neighbor classifier [5]. Such a classifier will compare the features extracted from the emails and the given target message, and then move the emails to the most matching group based on the result. Such a structure is similar to my approach to categorizing the documents: both having preset key words for classification. Kendrick’s system is more powerful than mine as it will consider more features of the emails. While my work only extracts the features from the body of a document, Kendrick’s system also takes the author and other parts into account. This can further increase the reliability of the classifier with more information provided.

In the second reference work, a new file management method, called CMF, is introduced [6]. Unlike traditional hierarchical file systems that follow a ‘tree structure’, CMF contains two essential parts, concepts and containment, which are converted from a folder. Like being assigned to a folder in a traditional system, a file is assigned with concepts in CMF. However, rather than being limited in a single place, a file can be under multiple concepts in such a system. The concepts all contain paths to the file, and users can access to the file through various paths. CMF is very different from my approach as my system follows the traditional way. The biggest advantage of CMF is that it can create quick access to files and maximize personalization. Once I
introduce such a system effectively to my existing system, the problem of lack of personalization can be tackled.

In the third reference work, the method of analyzing the content of images is introduced [7]. The model is trained numerous times to acquire the features of various groups of images. The api used in our program for image categorization shares the same concept with the reference work – training the model with a large number of preset images. Unlike the reference work in which the model is trained directly in the computer, my program does not download the model. When there is a need for image categorization, my program will send the image to the online api and retrieve the result. The advantage is that the users will not have to download the picture-categorizing system that can take up much space in their laptops.

6. CONCLUSIONS

In conclusion, we developed a system that can categorize different types of files and make further classification within the same type [14]. Machine learning is applied in the program, enabling it to identify the contents of pictures and audios. In addition, in order to categorize documents lacking key information, the program can extract features from their bodies and make comparisons with preset key words, reaching final results. Based on the classification results, the program is able to create branches under each type and then transfer the files to proper places. Two experiments have been conducted to test the effectiveness of the program. The first experiment showed that the program can run quite steadily on different devices. And the results matched perfectly with the assumptions. Thus, the first and second challenges were solved. A rational categorization system was built, and the program perfectly realized such a system. The second experiment further proved the rationality of the system — the majority of the users agreed with the logic behind the categorization system. However, the second experiment also revealed the fact that the third challenge is yet to be solved. Almost all the users deemed that the system is not personalized enough. Though the overall structure is reasonable, the system cannot be altered by users to satisfy their special needs and habits. Thus, the system is not very effective when it comes to details, and more personalized parts need to be created.

The accuracy of my method is proved to be very high — almost all the files are transferred to the most ideal places on the laptops. However, its practicability is relatively low. As mentioned before, the method does not contain choices for personalization. Therefore, all users have to follow the exact categorization structure designed by me. This is not practical enough as every person has different habits and needs. The users may find their personal needs unsatisfied in places where my habits conflict with theirs. In short, the program still has room for further optimization.

In order to improve the practicability of the program, I will add parts for personalization to the program [15]. As a result, the users can enter their special needs and habits for the program to follow. In addition, I will improve its capability of classifying the contents of pictures. Currently, the program is able to classify the pictures into over twenty types based on their contents. A refined training can help the program make further categorization within existing types, maximizing its effectiveness.
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ABSTRACT

Data privacy in the cloud is a big concern for all of its users, especially for public clouds. Modern trends in studies utilise multiple clouds to achieve data privacy protection. Most of the present studies focus on business-oriented solutions, but current study aims to create a solution for individual users which would not increase the cost of ownership, and provide enough flexibility and privacy protection by combining password protection, key-derivation, multilayer encryption and key distribution across multiple clouds. New design allows to use single cloud to store protected user data, meanwhile use free plans on other clouds to store key information on others and thereby does not rise a cost of the solution. As a result, proposed design gives multiple layers of protection of Data Privacy while having a low cost of use. With some further adaptation it could be proposed as a business solution.
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1. INTRODUCTION

Increasing demands in processing data, quick service deployments with high-availability and at low costs resulted in forming a cloud computing model, also known as clouds, where separate users are sharing common resources, maintained by the cloud provider. Cloud storage is one of the services provided by cloud providers which allows users to store data on the provider’s servers.

As the amount of data increases [1], [2], more and more data ends up uploaded to the cloud storage. Despite cloud providers does not provide direct statistic of data volume inside cloud storages, trend could be seen through growth of both revenue and user base, like in Drop box reports: [3], [4], [5], [6], [7], or can be found in analytics reports, such as [8]. In many cases, especially in public clouds, the cloud provider is an independent organisation or person which means that data uploaded to the cloud is maintained and accessible not only by the end user itself, but by the cloud provider and its affiliated organisations or persons. These raise concerns over data privacy in the clouds. Past occurrences [9], [10], [11], [12], [13], [14], [15] have shown that this concern is not groundless, and some incidents with data leakage, business espionage and even government spying over the data confirms that.

The most effective solution to maintain data privacy is local side encryption performed shortly before data would be send into cloud storage. Meanwhile, modern times have shown that data located in cloud storage is required to be accessible at any time from any device. This is
especially stimulated by the Bring Your Own Device (BYOD) trend in businesses where employees can access data from their own mobile devices. On the other hand, individuals or small business users can have only a single device to access the data and still want to maintain their data privacy. It also needs to be considered that this device can be stolen, lost or severely broken (further referred to as lost). However, encryption requires an encryption key. As a result, the questions are raised: where to locate a key; how to keep it secret and perform its safe sharing and recovery in cases of loss.

The first simple solution is to use a password-based key generation, for example, described in [16]. This approach solves the issues where data would be inaccessible from another device or in case of device loss. But from the other point of view it needs to be considered that this way opens attack on brute forcing passwords (including usage of password dictionaries) and entire crypto strength fully relies on the password. Furthermore, it needs to considered that typically users are not using strong passwords or reusing their passwords so that making such attacks are a real issue. Finally, it also needs not to be forgotten about possible social engineering attacks on the end user. Altogether, these facts making this approach vulnerable to the end user behaviour.

Another solution is to save the encryption key on some end user’s device such as a computer or smart-card. This way increases the cost of infrastructure and limits the list of devices from where access is available. Also, in case of device loss the data becomes unrecoverable. On the other hand, lack of proper infrastructure or improper actions with keys can lead to encryption key leakage [17]. As a result, this way is more oriented for some business applications rather than for individual users.

Next generation solutions no longer rely on single cloud provider and use the “divide and conquer” idea, but applied to data privacy security. The basic concept is to slice data into separate chunks and store them in multiple cloud storages from different providers. This opens a new promising paradigm in data security and privacy – multi cloud storage [18]. Since multiple cloud storages from different providers are used, one provider can no longer have full access to the data and that makes the end user the only person who is able to get all the data. From the intruder’s perspective, access to the full data is also becoming problematic, with the exclusion of MITM and end-user device attacks, they need to gain access to several cloud providers. But this basic concept is still vulnerable to data guessing and is still able to disclose some part of the original data. Although those issues could be resolved by using data encryption, there arises 2 more issues which need to be resolved: (i) how scheme stores/derives the encryption key; (ii) the rising cost of the overall solution, due to the requirements in applying for multiple subscriptions.

In order to answer those issues and guarantee data privacy in cloud storage, this paper proposes a new design of using a multi-cloud environment and encryption which on one hand will utilise a single cloud to store the actual data and use password protection, but on the other hand involves a multi-cloud paradigm to prevent password brute force attacks. The proposed design provides multiple levels of protection while having low cost of use, because data is actually stored in a single cloud. This work mainly aims at maintaining privacy of individual or small business users, although with some further adaptation it could be proposed as a business solution. That achieved by combing existing well-known solutions (encryption, key-derivation) in specific order boosting security by using multiple clouds to store keyed information. New scheme compared with existing solutions from perspective of complexity crypto operations and from perspective of resistance on existing threads.

The remainder of the paper is formed as follows. Section 2 describes the overview of the related work in the field. Section 3 describes proposed scheme. Section 4 discussed implementation
aspects and performing threat and complex assessments. Section 5 concludes the report and future work.

2. LITERATURE SURVEY

A performed literature survey has shown a lot of research studies in a field of data security and privacy in a cloud throughout the past 2 decades. Although research studies have progressed especially in introducing using multiple clouds to reach the goals of data security and privacy, they avoid scenarios for personal usage purposes ([18], [19], [20], [21], [22], [23]). The survey results shown that only two studies have aims in design to reach individual users and another one has the perspective of being used as a possible solution, but with different intentions.

Studies [24], [25], [26] have performed state-of-art surveys and outlined possible threats, issues and ways of protecting data. Possible threats which were listed in those works are the following: Password cracking or Brute Force; Inconsistent Use of Encryption; Catastrophic Hardware Failure; Malware; DDoS; Man in the middle attack; Data leakage/Side channel attacks; Data Disclosure;

In [25], [26] also highlighted main aspects of data protection in clouds such as: Data Confidentiality; Data Integrity; Data Availability; Non-repudiation of Actions; Fine-Grained Access Control; Secure Data Sharing in Dynamic Group; Leakage-Resistance; Complete Data Deletion; Privacy Protection.

Study [26] declares Data Confidentiality as the ability to prevent the active attack of unauthorized parties on users’ data, and ensure that the information received by the data receiver is completely consistent with the information sent by the sender; Data integrity as the reliability of the data, that is, the data cannot be arbitrarily tampered with and replace; Data Availability as Data availability emphasizes that data can be accessed normally at any time and Privacy protection as the ability to guarantee sensitive data protection under curious adversaries and malicious employees of cloud service providers. [25] describes Non-repudiation of Actions as (aspect which) ensures that neither party will be able to deny the occurring transaction.

A discussion about possible solutions (in-terms of fully backwards recoverable data) to these threats in [24] - [26] contains the following: use of strong passwords; hierarchical role-based access control; data encryption; using security level and data classification; tokenisation; Identity-Based Encryption; Attribute-Based Encryption; Homomorphic encryption; Searchable Encryption. Despite this, from a mathematical perspective, strong passwords represent a good enough solution and have the ability to protect data, [24] states that choosing and the proper usage of such kinds of passwords became not just a technical issue, but a behaviour one.

Other solutions mainly propose ways of how to perform Secure Data Sharing and building access systems. And the last is raising questions about the ability to find documents through performing confidential cloud searches.

Study [1] demonstrates one of the possible scenarios of usage – data collection from sensors located on/in factory’s equipment. Individual users can experience similar scenarios of use with heavy growth of the Internet of Things. But this proposed solution requires installing an intermediate server which could not being suitable for individual usage.

Study [27] proposes a way of building cloud storage, but it also includes a proposal of using “boot code” technology, which uses a password and file name to generate an encryption key.
However, this method is equally vulnerable as just using passwords, because the filename is not hidden in this case.

Studies [18], [19], [20], [21], [22], [23] use a new paradigm – multiple clouds. Some of the works are just slicing files and then storing chunks in different clouds [20], the rest of the works include encryption of data chunks. Study [19] described an implemented prototype for eGovernment purposes in a conference. As one of suggestion was proposed to look into the field of mix networks and the security modelling used there. But none of the work is responding to the question about how shall the encryption key be located.

Study [28] addresses an issue about availability of such a solution for individual users. The basic idea is pretty similar as outlined in [18] - [23] – original file encrypting, splitting, compressing and storing in multiple clouds, but small pieces of the beginning and the end of files are stored locally at the end user device. This approach allows protecting data in the cloud, because in cases of using streaming symmetric ciphers there would no ability to properly decrypt a file, but this way placed restrictions on data accessibility and in cases of losing users’ devices the data will be lost.

Study [29] suggests using a single location for encrypted data and later sharing information of the key by using Shamir’s secret sharing and later storing it in different locations. But this work is not aiming at providing an end solution for individual users. Also, study [30] stated that this scheme is partially trusted and has a high computation cost.

Study [31] proposes using biometry, an identity server and user’s auxiliary devices in order to protect the encryption used for encrypting backups from end-users’ mobile devices. The main aim of the scheme is to provide safe backups of users’ IDs and payment information and later the ability to restore them in case the device is lost.

Study [32] discusses issues of providing secure access to the file and meanwhile changing the encryption key. This solution is inventing proxy-servers which are performing re-encryption.

Study [33] provides the opportunity to protect secrets with distribution parts of the secrets in several servers, but the algorithm binds to private and public keys which is not suitable for public clouds where servers are not maintained by the end user.

3. PROPOSED DESIGN

3.1. Design Overview

Data security and privacy, as it was shown in 2. Literature Survey section of this work, are widely discussed. Different studies are proposing different approaches to cover different aspects of data protection. But as it was shown, mainstream studies are concentrated on providing business-oriented solutions. Some of them have potential issues with data availability due to introducing additional intermediate or end-users’ servers which could not be as scalable as a cloud provider’s infrastructure. Those approaches can also increase networking round-trip times due to ineffective network routing.

This work proposes a fully-multi-cloud solution where the password is left outside of the cloud and must be remembered by user. Meanwhile, protection of end users’ privacy is boosted by using a multiple cloud solution. From another perspective, the current proposal only requires a single cloud to store protected data.
In addition, with proper configuration, current design allows protection against a broken encryption algorithm by allowing usage of several independent algorithms in a row.

3.2. Design Requirements and Notation

This section describes a list of features and requirements for the proposed scheme and introduces notations used later in the study. The proposed scheme shall:

- Use single cloud storage to store the main data;
- Use multiple cloud storages to enhance security;
- Provide the ability for the end-user to access data from new devices only by specifying a password and granting access to all clouds;
- Provide the ability to choose different encryption algorithms in order to protect data.

Used notation is described in Table 1.

3.3. Initialisation and Input Data

This section covers the initial and input data required for the scheme. To begin its operation, the scheme requires to be specified:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>Payload to protect</td>
</tr>
<tr>
<td>$S_j$</td>
<td>Cloud Storage</td>
</tr>
<tr>
<td>$T$</td>
<td>Amount of cloud storages</td>
</tr>
<tr>
<td>$M$</td>
<td>Master password</td>
</tr>
<tr>
<td>$N$</td>
<td>Amount of encryption layers</td>
</tr>
<tr>
<td>$E_i$</td>
<td>Symmetric encryption algorithm for protecting payload</td>
</tr>
<tr>
<td>$R_l$</td>
<td>Symmetric encryption algorithm for protecting key gamma sequences$^1$</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Session encryption key used in payload encryption</td>
</tr>
<tr>
<td>$K_m$</td>
<td>Encryption key based on master password</td>
</tr>
<tr>
<td>$G_i$</td>
<td>Random transformation gamma sequence$^1$</td>
</tr>
<tr>
<td>$G_{ki}$</td>
<td>Random key-deriving gamma sequence$^1$</td>
</tr>
<tr>
<td>$G_{Gi}$</td>
<td>Transformed $G_{ki}$ with set of $G_i$</td>
</tr>
<tr>
<td>$B_i(G,G)$</td>
<td>Gamma-sequence reversible blend function</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Key-extraction function from gamma sequence$^1$</td>
</tr>
<tr>
<td>$C_{pi}$</td>
<td>Encrypted payload</td>
</tr>
<tr>
<td>$C_{ki}$</td>
<td>Encrypted gamma sequences$^1$</td>
</tr>
<tr>
<td>$A_i$</td>
<td>Salt</td>
</tr>
<tr>
<td>$h(x,A)$</td>
<td>One-way password transformation function</td>
</tr>
</tbody>
</table>

$^1$In this study Gamma Sequences is considered as a random sequences of bytes.
• List of $B_i (G_i, G)$ with size of $N$
• List of $X_i$ with size of $N$

Although the list contains more than just payload, password and cloud storages, the rest of the things could be implemented as settings and could be shipped with factory-prepared values. As a result, for the end user it would not be mandatory to specify those values.

For the first launch, the scheme is also required to randomly generate $G_i$ and $G_{K_i}$. In other cases, the system needs to extract and decrypt $C_{K_i}$. This step is described later in Key Information Decryption and Recovering section.

All blend functions must be reversible, i.e. if $X = B(Y, Z)$ then $Y = B(X, Z)$ shall be true.

### 3.4. Protecting Payload

Payload protection basically represents layered encryption of the original payload as shown in Figure 1. The steps are performed as present the equations 1-3 by their numbers.

1. Extracting encryption keys $K_i$ from key-deriving gamma sequences $G_{K_i}$ with extraction function $X_i$, as in equation 1.

   $$ K_i = X_i(G_{K_i}), i \in [1, N] $$

2. Encrypting the payload $P$ several times to form layered encryption with extracted keys $K_i$ with encryption function $E_i$, as in equations 2 and 3 respectively.

   $$ C_{P_1} = E_1(P, K_1) $$
   $$ C_{P_i} = E_i(C_{P_{i-1}}, K_i), i \in [2, N] $$

3. Store the encrypted payload $C_{P_N}$ to the main cloud storage $S_1$.

![Encryption sequence flow](image-url)
3.5. Protecting key information

Key information is protected by (i) blending them together and (ii) encrypting it with a master password given by the user. Later this key information could be stored into different cloud storages. The part of the scheme is illustrated in Figure 2.

1. Blend key-deriving gamma sequences $G_{K_i}$ with a transformation gamma sequences $G_j$ with blend function $B$, as in equations 4 and 5 respectively

$$G_{C_i} = G_{K_i}, \forall i \in [1,N]$$

$$G_{C_i} = B(G_{C_i}, G_j), \forall j \in [1,T]$$

2. Encrypt transformed key-deriving $G_{C_i}$ and transformation gamma sequences $G_j$ with the master password $M$, one-way password transformation function $h$ and encryption function $R_l$, as in equations 6 and 7 respectively.

$$K_{M_l} = h(M, A_l)$$

$$C_{K_l} = R_l(G_{C_l}, K_{M_l})$$

where $l$ is either $j \in [1,T]$ or $C_i$, $i \in [1,N]$; the salt $A_l$ is a randomly generated sequence of bytes, which, in the current scheme, is different for each gamma sequence; $K_{M_l}$ is gamma’s sequence’s generation’s encryption key based on password $M$ and salt $A_l$.

3. Store encrypted gamma sequences and their salts into different clouds $S_i$.

Figure 2. Gamma Sequence transformation and encryption flow
3.6. Key Information Decryption and Recovering

Keys recovering and decryption basically represents backward action presented in equations 4-7. The process of key reconstruction of following steps:

1. Read encrypted $C_k$ and salt $A$ from the cloud storages.

2. Generate an encryption key $K_{M_l}$ from the master password $M$ for each gamma sequence $G_l$ as described in equation 6.

3. Decrypt gamma sequences $G_l$ with given keys $K_{M_l}$ by encryption function $R_l$ as in equation 8.

$$G_l = R_l(C_k, K_{M_l})$$ (Equation 8)

4. Perform backward blending with the transformed gamma sequences $G_{C_l}$ with a transformation gamma sequences $G_j$ by blend function $B$ to get key-derived gamma sequences $G_{K_i}$, as shown in equations 9-10.

$$G_{C_l} = B(G_{C_l}, G_j), \forall j \in [T, 1], i \in [1, N]$$ (Equation 9)

$$G_{K_i} = G_{C_l}$$ (Equation 10)

3.7. Payload Decryption

Payload decryption simply consists of (i) loading the encrypted payload from the cloud; (ii) extracting encryption keys by equitation1 and (iii) performing decryption in reverse order for each $E_i$.

4. DISCUSSION

4.1. Implementation Aspects and Considerations

Some security aspects of the scheme depend heavily on the chosen implementation details and this section intends to highlight possible facts and aspects which need to be considered for the scheme implementation.

The best suited symmetric algorithm mode for this scheme is streaming mode, such as CBC mode at least [34]. The ECB mode is not recommended to use due to its ability to contain vulnerabilities and because it can lead to possible information disclosure [35]. The cryptography strength is dependent on the strength of the strongest used algorithm.

As function $h$ could be considered function PBDDKF2 which makes brute forcing the password hard due to its high computational cost. This function is required only in cases of either encryption or decryption keyed information, but does not directly involve generating keys for payload encryption and therefore has little computational cost impact in terms of payload encryption.

Blend function $B$ could just be XOR. Since gamma sequences are random, XOR would be enough to provide a proper XOR cipher scheme.
Extraction function \( X \) could be a function which just slices the first bytes from key-deriving gamma sequences, although it could be any other function, including PBDKF2. Since keys are static for all payloads they would be needed to be extracted only once and this shall not significantly increase computational burden.

Also, for the purposes of increasing unpredictability, cipher Message Authentication Code (MAC) could be considered to discard and, instead, implement one’s own MAC at the top level before the encryption process starts. This increases the difficulty to guess encryption keys for each layer independently and will require decrypting all layers in order to confirm that all keys and the decrypted payload are valid, meanwhile it still confirms data integrity. As an alternative approach to implementing own MAC, the MAC from the first algorithm could be left in encrypted stream, while the rest of them are discarded.

Meanwhile for gamma sequences, the MAC could be omitted and instead of it, a test file could be used which would be encrypted with multi-layered encryption as a usual file. This makes it impossible to guess a derived key from one stolen set of gamma sequences. The intruder would have to combine all sequences, generate \( N + T \) gamma keys, decrypt all sequences, generate \( N \) payload keys, decrypt the test payload and check it in order to confirm success.

An additional measure of increasing unpredictability could be considered using randomised start indexes in gamma sequences, which makes it hard to know which section of bytes need to be targeted. Example of such approach shown in Figure 3.

![Figure 3. Gamma sequence container with randomised start index](image)

Gamma sequences could be cached in end user devices which reduces risks that this information could be stolen. Additionally, this information on end user devices could be protected by biometric sensors.

The other measure which could be applied to encrypted key-deriving gamma sequences is to avoid/deprioritise using main cloud to store them.

### 4.2. Threats and Data Protection Aspects Analysis

Current section of present study intends to analyse threats and data protection aspects discussed in this study. Meanwhile it also needs to be considered that providing security at end-user device is out of scope for current research study and this study assumes that end user devices is secure.
4.2.1. Password Brute Force

As was discussed earlier some of the solutions are vulnerable to password brute forcing. It is obvious that full password brute forcing is complex and typically impossible with good length and alphabet, but using password dictionaries makes this task much easier to do. In this case, even if the password was brute forced, the intruder needs to collect all gamma sequences from different cloud storages in order to extract all encryption keys.

Also section 4.1. Implementation aspects and considerations proposes an implementation technique where just owning encrypted keys on the one hand gives no ability to brute force passwords, and, in another significantly slows that process by proposing to use [16] and different salts for each key. Therefore, from this perspective of this threat, the scheme provides Data Confidentiality.

4.2.2. Inconsistent Use of Encryption

The proposed scheme itself could contain such vulnerability, but it was discussed in section 4.1. Implementation aspects and considerations. If proposals would be implemented, those issue would be mitigated.

Furthermore, this scheme allows mixing different algorithms which enables taking the advantages of each algorithm and in case of algorithm cracking still provide security for its content.

Therefore, from this perspective of this threat, the scheme provides Data Confidentiality.

4.2.3. Catastrophic Hardware Failure, DDoS

In terms of hardware failure, studies consider that cloud storages typically have strict policies [36], [37], [38] about good hardware redundancy, and most of them store data across several data centres, therefore it very unlikely to that cloud storage will have such enormous failures. Besides, it needs to be acknowledged that individual users typically use a single cloud to store their data and this way does not introduce additional risks, especially if the key cache scheme was implemented on end users’ devices providing the ability to recover them - or end users’ can duplicate some keyed information inside cloud storage groups (instead of saving keyed information directly to the cloud – save it into group, like RAID disk groups).

Failure of intermediate communication lines also does not introduce more risks in data loses. Most of them are temporary and won’t cause big issues for individual users. Meanwhile, permanent connection loss to keyed information could be mitigated with same ways as cloud storage failure.

The most likely scenario of catastrophic hardware failure would be the end-user’s device’s unrecoverable inoperability for example device loss. In this case, the user would be able to access their data by accessing their cloud storage accounts and entering their master password. From this perspective, this scheme provides the end-user high Data Availability, even in cases of device loss or an immediate need to access from a new device.
4.2.4. Man in The Middle Attack

Currently all communication between end-user and the cloud storage provider are secure, typically by using the TLS protocol. From this perspective, this study is not considering that a MITM attack could have taken place near the end-user’s device.

A MITM attack could be performed inside a cloud provider’s data centre, but this does not provide any advantages for the intruder since they need to access keyed information across different cloud providers thereby continuing to provide Data Confidentiality.

4.2.5. Data Leakage/Side Channel Attacks and Data Disclosure

As discussed above, to actually provide an intruder with any advantages of stolen data they need to access several cloud storages. Meanwhile it’s very unlikely that several cloud data storage providers will leak information at the same time and it has the same applications on Data Confidentiality as discussed above.

Also, post-incident mitigation measures could be applied – generating new gamma sequences and re-encrypt all content in the background in order to protect it with new keys.

4.2.6. Malware

Malware could be on either the cloud provider’s side or end-user device.

Cases of malware on the cloud provider’s server are similar to sections 4.2.4. Man in the middle attack and 4.2.5. Data leakage/Side channel attacks and Data Disclosure a scenario that is very unlikely to occur at the same time in different clouds. Cases of malware on the end-user device is out of scope for this study and relates to more specific security tools such as anti viruses.

4.3. Assessing Scheme Complexity

For the purposes of assessing scheme complexity, hereinafter it will be assumed that: (i) proposals from “4.1. Implementation aspects and considerations” are implemented; (ii) single password test iteration is a pair of one key-deriving and decryption operations; (iii) single key test iteration is a decryption operation. In opposition to the current scheme used, simple scheme consists of: (i) key-deriving from the password; (ii) decryption; (iii) MAC/integrity check. Both schemes are equally likely to use same key-derivation and decryption functions and, hereinafter, it is assumed that they are using the same set of functions for each layer independently (if applicable). This section is looking into scheme complexity from two perspectives: (i) password brute forcing; (ii) key brute forcing.

4.3.1. Password Brute Force Complexity

This assessment calculates the amount of password test iterations $I$ which needs to be done to traverse through the entire list of passwords with length equal to $L$. $L$ is an input value and its calculations are out of scope for this study.

It is obvious that simple schemes take one password test iteration per single password and the overall amount can be found as in equitation 11.

$$I = L$$ (11)
The proposed design takes $N + T$ password test iterations to decrypt gamma sequences; $N$ iterations to decrypt payload (if consider $B$ and $X$ functions as a key-deriving function) per single password. The overall amount of password test iterations can be found as in equitation 12. As the proposed design takes $2N + T$ times more iterations. Because of the possibility to choose different algorithms, the actual taken time could be more than that, but, in the worst case, it would not be less than $N + T + 1$ times more. This time can be improved by performing $Q$ layered encryption for gamma sequences, where each single layer will have its own salt, presented in equitation 13.

$$I = L(2N + T)$$  \hspace{1cm} (12)

$$I = L(N[Q + 1] + QT)$$  \hspace{1cm} (13)

With an example setup of $T = 3$ clouds and $N = 2$ layers of encryption, password brute forcing will take 7 times more password test iterations than simple scheme and for $Q = 2$ layered encryption of gamma sequences it will be 12 times more iterations.

It is worthwhile to say that this advantage is possible by implementing the following proposals: custom implementation of MAC at top level; removing MAC from gamma sequences. Without them, the complexity could be decreased as specified in equitation 11, but not less than that.

### 4.3.2. Key Brute-Force

This attack is much harder to be performed, because of the amount of combinations, but due to key information distributed across different cloud services it could be hard for the attacker to get all the necessary information in order to perform a password based attack. In this assessment, the amount of key test operations $U$ would be calculated with overall key amount $W$.

Simple scheme takes one key test operation per each key. This is shown in equitation 14.

$$U = W$$  \hspace{1cm} (14)

The proposed design offers $N$ layered encryption and requires to individually pick an encryption key for each encryption level. Also, it need to be considered that it is unlikely that 2 random keys would have identical values (for example, the probability of 2 identical random keys for AES-256 is equal to $P(K_1K_2) = \left(\frac{1}{2^{256}}\right)^2 = \frac{1}{2^{512}}$) and thereby it can be considered that keys are not reused. As a result, the overall amount of iterations would be calculated as k-permutation of n and shown in equitation15.

$$U = A_W^N = P(W,N) = \frac{W!}{(W - N)!}$$  \hspace{1cm} (15)

With an example setup of $N = 2$ layers of encryption this way will have $W - 1$ times more key test operations in order to reach content.

### 4.4. Known Limitations of the Scheme

The proposed scheme significantly boosts Data Privacy protection inside cloud storages, there exist some limitations of the scheme:

- Requirement of accessing to, at least, 2 cloud storages;
- Scheme itself does not offer resilience against access loss of one cloud, but mitigation strategy was briefly discussed;
- File search became much harder due to computation cost and network delays;
- Inability to share data with another user.

5. **CONCLUSIONS**

This work showed that Data Confidentiality in the cloud storage is still experiencing lack of solutions for individual or small business users. To resolve this issue, current study proposed a new scheme which is offering a solution for protecting user’s data privacy, while not increasing the cost of such protection and utilising advantages of the multiple cloud paradigm. This solution uses a combination of well-established security techniques, such as password-based key deriving, symmetric encryption functions, simultaneously involving multiple clouds to place key information across them in order to enforce privacy protection and as a result offer multiple levels of Data Privacy protection in the cloud storage. Performance analysis of possible threats and data protection aspects has shown that the scheme offers high levels of protection and mitigates listed threats; analysis of scheme complexity has shown improved complexity against brute force attacks. Also, the study proposes some considerations for possible implementations which can further enhance protection.

Although, this study proposes a ready-to-use scheme and some possible enhancements were discussed earlier in the paper, there still exists the question of implementing a group sharing scheme to allow users to safely share their files.
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ABSTRACT

Nowadays, one of the most important problems for financial companies is fraud related to online transactions. It is becoming increasingly sophisticated and advanced, leading to financial losses on the part of both customers and companies. Based on this, my company was tasked with creating a fraud detection system that is scalable and adaptable to change. This research aims to create a solution that can be used to identify differences in customer behavior patterns and detect fraud. The artificial immune system model proposed in this article, combined with certain informative features, is simple to implement and can describe customer behavior patterns.
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1. INTRODUCTION

A fraud transaction detection system, a fraud monitoring or antifraud system, is a system designed to evaluate financial transactions on the Internet for suspicion of fraud and offer recommendations for their further processing. Currently, a significant number of monitoring systems are aimed at detecting certain fraud signatures. This approach detects only fraudulent operations described in the signatures, and for a fairly short period of time - attackers adapt, find new vulnerabilities and use new tools for the next attacks.

The most pressing and significant problem in building a fraud detection system is the imbalance of classes. The array of analyzed data is very large, assorted, and imbalanced, so there is a problem of processing a very large volume of data. According to statistics, the number of fraudulent transactions per total number of transactions does not exceed 0.01%. Such a huge imbalance significantly complicates the detection of fraudulent operations. It follows that the problem of detecting such operations (the problem of classification) should be solved in the context of anomaly detection.

In anomaly detection, we assume that there is a "normal" distribution of data points, and anything that sufficiently deviates from this distribution is an anomaly. If we transform the classification problem into an anomaly detection problem, we can consider the majority class as a "normal" distribution of points, and the minority as anomalies.

The anomaly detection problem is a complex problem and belongs to the class of poorly formalized. Various heuristic algorithms, including bioinspired algorithms, are used to solve such
problems. Heuristic algorithms do not guarantee finding the optimal solution, but they allow one to obtain solutions of acceptable quality quite fast. Bioinspired algorithms are based on the use and modeling of the principles of organization and functioning of various natural systems, such as neural networks of the brain, the immune system, the evolution of living organisms, the genetic laws of heredity and variability, and swarm intelligence.

Artificial Neural Network (ANN) models are some of the most common bioinspired algorithms nowadays. ANNs allow to solve very complex data processing problems, so their application in the context of anomaly detection was considered first. In "Credit Fraud. Dealing with Imbalanced Datasets"\(^1\), the author implements a neural network with three fully connected layers, describes in detail various errors connected with the class imbalance, and shows the necessity of data preprocessing before feeding into a neural network. This means that using the ANN model is not the most preferable solution for our problem.

Alternatively, we can consider a relatively new class of bioinspired algorithms, the Artificial Immune Systems (AIS) class. AIS continue to be actively studied and are increasingly used in various fields, including information security. Some AIS models, such as the negative selection model, show high efficiency in finding anomalies.

One of the main differences between AIS models and ANN models is their learning. ANN learning is implemented by a special algorithm focused on the type of task and the type of a given ANN, by presenting images of different classes followed by adjusting the weights of the links. In AIS learning is implemented by creating recognition elements - detectors, by positive or negative selection of information units of images of only one class "of their own". Thus, the AIS model can work well in conditions of strong class imbalance.

In the general case, the negative selection model is limited by the possibility of binary classification "friend or foe". However, the task of monitoring fraud involves the use of a degree of confidence in the prediction, which characterizes the probability that a given transaction is fraudulent.

While using the AIS model to create a fraud detection system, the following questions arose:

- How to implement a confidence analysis of the prediction made by the AIS;
- How to identify informative features based on customer transaction information.

This article considers the selection and creation of informative features for the AIS model within the frame of solving the task of fraud transactions detection.

2. **Literature Survey**

The literature review showed that a significant number of publications have been devoted to AIS, noting the successful application of AIS in various application areas. Although research is moving forward, detailed information on the application of AIS in fraud detection is currently insufficient, as financial companies do not disclose specific details of the implementation of antifraud systems.

The article "Artificial immune systems: review and current state"\(^2\) reviews the current state of artificial immune systems. Their problems, advantages and disadvantages, current developments in the field of artificial immune systems, and their areas of application are considered. This article also provides a comparative table of the following heuristic bioinspired algorithms:
• Genetic algorithms
• Neural networks
• Artificial immune systems

For each of the algorithms, the corresponding components are listed. The table shows that the main families of algorithms from the class of biological algorithms that are used have a lot in common. The article notes a significant advantage of AIS over genetic algorithms and artificial neural networks is the ability to learn and the availability of memory.

The article "How to choose the antifraud system?" considers the main principles of modern antifraud systems, actual problems of antifraud systems, the efficiency of different methods of fraud detection, as well as the most popular and effective machine learning algorithms. The following problems are cited as the most significant problems:

• The imbalance of legitimate and fraudulent transactions;
• The necessity of detecting fraudulent activities in real-time;
• Dynamically changing fraudulent behavior;
• Significant differences in customer behavior patterns.

The article notes the particular effectiveness of machine learning methods compared to signature rule-based approaches, noting the widespread use of machine learning-based antifraud systems in recent years. A comparative table of key machine learning algorithms is provided. Algorithms were compared based on their frequency of use and the following evaluation criteria:

• The algorithm should have high accuracy in detecting fraudulent actions when processing large amounts of data - "accuracy";
• The algorithm must cover the maximum number of possible fraud scenarios - "coverage";
• The algorithm must be the least expensive in terms of both time and money - "cost".

The article "Machine learning against fraud in banking" describes the historical approach and practical experience in detecting fraudulent transactions, describes the basic principles that must be followed when solving the problem of creating a fraud detection model. In addition, the main problems encountered in solving this problem are considered. According to the cybersecurity service practice described in the article, in order to build an effective fraud detection system, it is necessary to create additional features describing customer behavior in addition to existing transaction data. It is noted that a wide range of different aggregations and mathematical functions are usually used when creating features: percentiles, averages and deviations, sliding windows, and many others. Part of the article is devoted to metrics for estimating model efficiency.

The article "Credit card fraud detection using neural network and geolocation" proposes a system based on a neural network that facilitates the detection of fraudulent transactions by analyzing the location of the customer, while taking into account the structure of his expenses. The main value in the article is the classification and description of various fraudulent schemes.

The article "A Survey of Credit Card Fraud Detection Techniques: Data and Technique Oriented Perspective" describes current technologies in credit card fraud detection, lists and compares a large number of different machine learning techniques (including most AIS algorithms), and classifies these techniques into two main approaches to fraud detection: abuse detection (using teacher learning) and anomaly detection (using teacherless learning).
3. **PROPOSED DESIGN**

3.1. **Implement a Confidence Analysis**

The analysis of the prediction confidence of the AIS is associated with the use of numerical features, which leads to the expediency of using the appropriate detectors - numerical detectors. In this case, the numerical features of the analyzed data are represented by points in the feature space, which can be interpreted as vectors emanating from the origin of the feature space. Numerical detectors are characterized by the coordinates of their centers in feature space and radii. The comparison of the features of the analyzed data with the detectors is carried out on the basis of proximity measures between the corresponding vectors in the feature space.

The information units that the AIS algorithm characterizes as representatives of the “foreign” class must fall into the area of one of the detectors, and the representatives of the “own” class must not fall into any detector. Then the probability that the transaction is fraudulent should be greater than 0.5 if the point is inside the detector. If the point is at the detector boundary, then the probability will be equal to 0.5. We need a function that will match the received number with another number from 0 to 1 (this is what we will interpret as a probability). As such a function, you can use the sigmoid function. When working with detectors, the algorithm will operate on the distances between the test point (the current transaction) and the center of the detectors. Let’s define the extreme cases: if the point hits the center of the detector directly, then the result is 0, that is, the sigmoid argument is $-\infty$. When hitting the boundary of the detector, the argument is 0, and when moving away from the detectors, the argument is $+\infty$. Thus, the closer the point is to the center of the detector, the lower the degree of transaction reliability.

The general formula will be as follows:

$$p = \text{sigmoid} \left( (1 - y) \times \frac{1}{k} \sum_{i=1}^{k} \text{abs}(R_i - r_i) \times r_i + y \times \frac{-(R - r)}{r} \right)$$

where $y \in \{0, 1\}$ is a binary identifier of a point belonging to some detector.

![Figure 1. Point entering the detector area](image)
A common example of a sigmoid function is the logistic function defined by the formula:

\[ S(x) = \frac{1}{1 + e^{-x}} \]

When the behavior of the function changes, the end result will also change: when the point approaches the center of the detector or moves away from the detector boundary, the decrease or increase in the degree of prediction confidence will change more sharply. For the logistic function, you can enter the parameter \( \alpha \), which affects the nature of the function, making it flatter.
or sharper. This approach makes it possible to perform a more precise adjustment of the detector parameters, which is optimal for a specific task.

The formula will be as follows:

3.2. Creating Informative Features

The application of AIS in the field of fraud detection is described quite often, but the bulk of the information falls on the comparison of AIS with other algorithms, excluding the details of system implementation, in particular, the selection and creation of informative features. We will consider the features for the AIS model in more detail.

Denote the information about the transaction that comes into the system. The data structure representing information about a transaction includes the following fields:

- id (string) - unique identifier of the transaction
- merchant_id (string) - unique merchant identifier
- service (string) - unique service name (mobile bank, PayPal, etc.)
- amount (floating point number) - transaction amount
- currency (string) - currency code
- createdAt (date and time) - date and time of transaction initiation
- customer_id (string) - unique identifier of the client
- status (string) - unique identifier of the current transaction status
- history (history object array) - contains the history of the transaction statuses

Figure 4. Sigmoid curve of the logistic function with different $\alpha$
History object includes the following fields:

- status (string) - unique identifier of the current transaction status
- date (date and time) - date and time of the status assignment

Of the presented data fields, the following ones are informative features:

- merchant_id
- service
- amount
- currency
- time

Some of the already extracted features are of the string type, and some are of the numeric type. The AIS algorithms can handle both the first type and the second, but for simplicity, it would be reasonable to convert the initial and further obtained features into a numeric format. Such a conversion is justified by the fact that it is not important for us, for example, what specific currency or service was used, what matters is the presence of anomalous behavior: that is, the same currency (or service) is used for this particular transaction as before, or it is the first time this happens.

The practice described in the articles shows that in addition to the existing transaction data, it is necessary to create additional features describing the client's behavior. Many new features can be generated from the existing source features by applying various techniques.

To begin with, we have to condition ourselves on the existence of such a concept as time periods. There will be several of them, they are usually needed for the sliding window. Suppose there will be 4:

\[ t_{p1} = 1 \text{ hour}, \ t_{p2} = 24 \text{ hours}, \ t_{p3} = 7 \text{ days}, \ t_{p4} = 30 \text{ days}, \ t_p = \text{unspecified period}. \]

Based on the information from the articles, we propose some new features computed on the basis of the original ones.

**Amount**

- The average value of \( amount \) for \( t_{p1} \) during \( t_{p2} \) (\( t_{p3} \)), divided by the total value of \( amount \) for a year (or other long period);
- The average value of \( amount \) for \( t_{p2} \) during \( t_{p3} \) (\( t_{p4} \)), divided by the total value of \( amount \) for a year (or other long period).

**Service**

Percentage of transactions with this *service* for period \( t_p \).

**Amount + Service**

- Percentage of \( amount \), spent using this *service* for the period \( t_{p2} \);
- Average value of \( amount \), spent using this service in period \( t_p \), divided by the annual total value of \( amount \) (or other period).
Currency

Percentage of transactions using this particular currency for the selected period.

Currency + Amount

For each currency used you can add the features from the Amount section.

Tnx (transactions)

The average number of transactions in period $t_{p1}$ ($t_{p2}$) during $t_{p2}$ ($t_{p3}$). This value can be normalized if the variation of transaction frequency is too different from client to client.

Tnx + Amount

The average number of the amount per transaction during the period $t_p$, divided by the total amount per year (or other long period).

Time

For time, the following feature is suitable: whether the time of transaction initiation falls into the confidence interval. To do this, you need to do a little preprocessing of the data: calculate the average, deviation, and set the probability for the interval. The peculiarity is that in this case the mean and deviation are calculated in a different way because for the time it is necessary to calculate the periodic average by the following formula:

$$
\mu_{vM}(D) = 2 \tan^{-1} \left( \frac{\sum t_{j} \epsilon D \sin(t_j)}{\left( \sum t_{j} \epsilon D \cos(t_j) \right) \left( \sum t_{j} \epsilon D \sin(t_j) \right) + \sum t_{j} \epsilon D \cos(t_j)} \right)
$$

Then the deviation is calculated:

$$
\sigma_{vM}(D) = \sqrt{\ln \left( \frac{1}{N} \sum t_{j} \epsilon D \sin(t_j) \right) ^2 + \left( \frac{1}{N} \sum t_{j} \epsilon D \cos(t_j) \right) ^2}
$$

The calculated values are substituted to calculate the von Mises distribution as follows:

$$
x_i^{time} \sim vonmises \left( \mu_{vM}(S_{per}), \frac{1}{\sigma_{vM}(S_{per})} \right)
$$

The final formula for calculating the von Mises distribution will be as follows:

$$
f(x \mid \mu, k) = \frac{e^{k \cos(x-\mu)}}{2\pi I_0(k)}
$$
Then, by setting the probability, we find out whether the time of initiation of the given transaction is within the confidence interval. To perform mathematical operations, the time is converted to floating point numbers.
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Figure 5. A visual representation of the described case. The red line is the periodic average, the purple outline is the resulting distribution. The columns represent transactions.

![Figure 6](image2.png)

Figure 6. A visual representation of the described case. The transaction columns inside the green sector fall within the confidence interval

4. DISCUSSION

For the above features, it is assumed that the number of transactions in the history of each client is sufficient. However, in cases where the user has a small number of transactions, false triggers of the system become possible. For some features, this problem is solved by rationing, for example, in the case of the amount. However, for some features, there are separate cases, for example, for such a feature as the percentage of transactions with use (which is already a normalized value). If the user's history contains four transactions using one service, and a new transaction will use a different service, in this case, the percentage of use for the new service will be zero, which can affect the model prediction, although obviously there is a short history of
transactions. In this case, an additional summand can be introduced for such values. An example is shown in the following table.

Table 1. Example with an additional summand

<table>
<thead>
<tr>
<th></th>
<th>0.01</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$tnx$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>service</td>
<td>$s_1$</td>
<td>$s_1$</td>
</tr>
<tr>
<td>$% s_1$</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$s_1$ count</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$% s_2$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$s_2$ count</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$% s_1'$</td>
<td>99.9500</td>
<td>99.9750</td>
</tr>
<tr>
<td>$% s_2'$</td>
<td>4.9500</td>
<td>4.9750</td>
</tr>
<tr>
<td>$softmax s_1$</td>
<td>0.7211</td>
<td>0.7211</td>
</tr>
<tr>
<td>$softmax s_2$</td>
<td>0.2789</td>
<td>0.2789</td>
</tr>
</tbody>
</table>

Table 2. Description of the used variables

<table>
<thead>
<tr>
<th>tnx</th>
<th>Number and quantity of transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>service</td>
<td>Type of service</td>
</tr>
<tr>
<td>$s_1$ count</td>
<td>Number of transactions with the first service type</td>
</tr>
<tr>
<td>$s_2$ count</td>
<td>Number of transactions with the second service type</td>
</tr>
<tr>
<td>$% s_1, % s_2$</td>
<td>Initial current percentage of transactions with this service</td>
</tr>
<tr>
<td>$% s_1', % s_2'$</td>
<td>Recalculated current percentage of operations with this service</td>
</tr>
<tr>
<td>$softmax$</td>
<td>Normalized recalculated current percentage of operations with this service</td>
</tr>
</tbody>
</table>

The formula for recalculation from $s_i\%$ to $s_i\%'$:

$$s_i^{\%'} = s_i^{\%'} \frac{k \cdot s_{top} - s_{curr} + a}{tnx}$$

Where $s_{top}$ – is the number of operations with the most frequent view, $s_{curr}$ – is the number of operations with the current view, $tnx$ – total number of transactions, $k, a$ – constants less than one. Strictly speaking, after recalculating the percentage, it is no longer percent, since its sum is not equal to 1, so it should be further normalized in some way. In this case, this function $softmax$ was given as an example.
5. FUTURE ENHANCEMENT

In order for the AIS to be more accurate, it is possible to select the optimal parameters for calculating the degree of confidence. For example, by sorting through various options for the sigmoid parameter, you can find the optimal value at which the degree of prediction error will be minimal.

When training AIS, you can change the size of the window that analyzes the data, which affects the distribution and size of the detectors. It is also possible to reduce the degree of prediction error by examining different window sizes. For a more detailed analysis of the transaction, you can enter learning for different time periods, such as a regular day for a certain time, a regular day of the week, a day of the month, and so on. The AIS can be retrained over time so that more recent data is used and outdated data no longer affect the prediction result.

In addition to the listed features, we can add another group of features with merchant_id by analogy with the previous features. For example, Tnx + Amount, taking into account transactions with a specific merchant.

6. CONCLUSION

Fine-tuning of detectors and the proposed methods of obtaining informative features necessary to build a fraud detection system allow to describe the client’s behavior in detail. The use of additional features helps to identify complex or previously unknown fraud patterns using all available parameters, as well as to adapt to changing fraud schemes.
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SENTIMENT ANALYSIS OF CYBER SECURITY CONTENT ON TWITTER AND REDDIT
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ABSTRACT

Sentiment Analysis provides an opportunity to understand the subject(s), especially in the digital age, due to an abundance of public data and effective algorithms. Cybersecurity is a subject where opinions are plentiful and differing in the public domain. This descriptive research analyzed cybersecurity content on Twitter and Reddit to measure its sentiment, positive or negative, or neutral. The data from Twitter and Reddit was amassed via technology-specific APIs during a selected timeframe to create datasets, which were then analyzed individually for their sentiment by VADER, an NLP (Natural Language Processing) algorithm. A random sample of cybersecurity content (ten tweets and posts) was also classified for sentiments by twenty human annotators to evaluate the performance of VADER. Cybersecurity content on Twitter was at least 48% positive, and Reddit was at least 26.5% positive. The positive or neutral content far outweighed negative sentiments across both platforms. When compared to human classification, which was considered the standard or source of truth, VADER produced 60% accuracy for Twitter and 70% for Reddit in assessing the sentiment; in other words, some agreement between algorithm and human classifiers. Overall, the goal was to explore an uninhibited research topic about cybersecurity sentiment.
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1. INTRODUCTION

Through rapid digitization across the globe that produces a voluminous amount of public data, mostly through social media [1], an area of research that is burgeoning is sentiment analysis or opinion mining [2]. The use of NLP [3] to understand the sentiment of public opinion often presents a prelude to a bigger picture, invaluable and prescriptive information in the digital age. Organizations, political parties, technology, and dependents to the public sentiment or opinion benefit from the foresight [4]. In this context, descriptive research on the perception of cybersecurity in the public domain would provide meaningful feedback to the industry and the entities involved [5]. Presumptively, cybersecurity is often viewed through cynical lenses, and with the frequent unfolding of negative events in the news media [6], it would be insightful to understand if a similar sentiment persists in the social media platforms. Leveraging Twitter data to analyze public sentiment in the modern research literature is common [7]; however, it is partial to another popular platform, Reddit, which has shown to be influential in its rights [8]. The research area of sentiment analysis is relatively young, less than 15 years, albeit experiencing a surging growth due to data availability, with most of the earlier studies focusing on the most optimum algorithms for classification [9]. The objectives of sentiment analysis could be for understanding customer feedback [10], perception of the healthcare system [11], or to improve education quality from an educator’s point of view[12], among many other things. Similarly, this
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research is intended to focus on cybersecurity, which through initial analysis is an uninhibited domain in sentiment analysis and hence can potentially provide insights for actors involved. To conduct the research, social media content about cybersecurity, the topic, on Twitter and Reddit will be collected and analyzed through VADER (Valence Aware Dictionary for sEntiment Reasoning), a classification tool [13]. The documents from each source, Twitter and Reddit, will be collected to analyze the sentiment of the content. Concurrently, a small sample size of the content from Twitter and Reddit is human-classified for comparison. Human classification of the content could be utilitarian in understanding the correlation between machine-produced classification and human-produced classification [14], and to understand the efficacy of the algorithm. Sentiment, for this research, is labelled to be either ‘positive’, ‘negative’ or ‘neutral’, for both human and machine classification techniques. In essence, this research primarily aims to explore an inquisitive query, which is to know the opinion of cybersecurity through social media content for a specific time duration. In addition, the collected content will be preprocessed, which is to clean and normalize irregular content to yield better algorithm performance [15], and assessed for the sentiment classification. The classification evaluations metrics [16] will be used to measure the performance of the VADER against human labelling and frequenting entities in the content will be determined.

The three research objectives (RO) are,

RO1: To understand the sentiment of cybersecurity content posted on Twitter and Reddit in a given timeframe.
RO1.1: To understand the sentiment of cybersecurity content posted on Twitter and Reddit in a given time frame without text preprocessing.
RO2: To determine the most mentioned entities on Reddit and Twitter.
RO3: To evaluate VADER against human classification.

The methodology to fulfill the research objectives above are listed below.

2. **Significance, Assumptions and Limitations**

This precedes explanatory research in sentiment analysis of Cybersecurity content on social media while assuming that human classification is accurately reflected for comparison. The limited sample size of human classifiers in the survey could have established biased opinions.

3. **Literature Review**

Often classifying a sentiment (positive, negative or neutral) of opinions is considered to be a difficult classification problem to solve even with the machine learning integration. The insistence on understanding, and modelling, to understand the sentiment of opinion, however, has not been abated; frequently new researches offering higher performance or unique approaches are presented. Digitization has yielded an enormous amount of data, and an abundance of publicly accessible communication mediums (mainly social media) allows for researchers to observe the pulse of the public sentiment. With this research area being fluid and ever-changing, for literature review, the focus was on peer-reviewed journal articles, conference papers, and API libraries, post-2010 with exception of an article from 2013. It was important to reference, learn and identify gaps from recent work due to the dynamic nature of the field. The literature review observed existing practice and their outcomes, positive and negative. Thereafter, novel methods of refining existing research ideas and methodologies were identified.
Regarding machine learning algorithms, two popular approaches are; supervised and unsupervised learning algorithms [17]. Supervised learning starts with labeled input data, which have defined features or attributes. With the features, algorithms are presented with the relationship of the data, then trained and asked to perform. Unsupervised learning is without the labeled input data; the algorithm will identify inherent structure or relationship that cannot be easily and manually replicated. Naïve Bayes, Decision Trees, and Support Vector Machine are examples of supervised learning which have been used to identify sentiments.

Whilst not a machine learning algorithm in the traditional sense, the Lexicon-Based Approach (LBA), VADER, provides an alternative to understanding sentiments; it has a compilation of previously classified sentiment terms that it will compare with and yield a polarity score to determine its sentiment. LBA is further divided into the Dictionary-Based Approach (DBA) and Corpus-Based Approach (CBA). DBA gathers a smaller set of words without context and classifies their polarity, making DBA somewhat flawed. CBA uses statistical or semantic tools to find context to the words, but it is not as nearly efficient in gathering the data and will take a much longer time to develop a large set [18].

Carlos Costa et al., to address their explanatory research objective of Portuguese parties (RO2: Identify the global sentiment per political party in Twitter communication), used rule-based VADER to classify the sentiment of the tweets. The tweets were first translated into English then assessed via VADER for polarity score, which then was aggregated by the party for comparative score [19].

U. Yaqub et al., conducted subjectivity and polarity analysis, sub-domain of sentiment analysis, on Twitter data of US and UK elections. As their exploration showed, the online sentiment in many ways reflected real public opinion. They postulate that being able to understand the online (Twitter) sentiment can greatly predict the public opinion or decision that is forthcoming regardless of differences in data collection [20]. A larger tweet dataset and inclusive study of all states (US), not just ten populous states, would be more beneficial to determine the outliers. Another research tries to find a relationship, in the form of correlation, between the sentiment analysis of StockTwits, a microblogging site, and the stock price to accurately predict the direction of the price [21]. The researchers used supervised machine learning algorithms and featurization techniques with a positive correlation and accuracy of more than 61 percent in the five companies examined.

Due to sentiment analysis being a complex classifier problem, it has lagged behind in producing accuracy compared to categorization problems by almost 10 percent [22], and in order to yield higher results, preprocessing or cleaning of input data is important. Haddi et al. recommend data transformation/filtering, classifying, and evaluating. In the first stage, data is isolated from tags and removed stop words. For the second step, using the 4:1 ratio for training: testing with 10 folds cross-validation and lastly evaluating the performance of the model. Some or all combinations of these can greatly reduce the noise, which hinders producing strong sentiment analysis results.

Numerous researches have been conducted to find sentiment analysis of Twitter data using various algorithms and methodologies. Reddit, another popular social media outlet that is abreast with fresh news, is fairly uninhibited by the research community. The sentiment classification has been mostly done through automated computing without the correlation of results with human sentiment analysis to see if they differ significantly. The gap this research can attempt to fulfill, therefore, is an analysis of sentiments from the same data topic (cybersecurity) derived from Twitter and Reddit, which would then be classified by humans, labeling it with a sentiment. The
latter will be inferential in nature, simply validating random classifications from the algorithm to find commonality or discord when compared against human classification

4. METHODS

A descriptive design is adopted for this research, which notes the observation of the phenomenon but will not be able to conclude why it is occurring [23]. In this research, social media contents can be classified but its causation cannot be confirmed by corroborating evidence. The content from social media, Twitter and Reddit, is collected, analyzed, and presented to provide insight into a research area currently uninhibited, potentially providing a precursor to deeper and narrower research in the future.

Figure 1 provides a general overview of the research methodology with data preprocessing. The research dataset is created by filtering Reddit (posts) and Twitter (tweets) for cybersecurity content that falls under specific criteria (Table 3). From those two platforms, two different comma-separated values (CSV) files, twitter.csv, and reddit.csv, are extracted using API libraries praw and tweepy. Those files are preprocessed to be legible for sentiment analysis and fed through the VADER (Valence Aware Dictionary for sEntiment Reasoning) algorithm, which classifies the content of the CSV file appropriately. A small sample of 10 items from each file, which have been analyzed by VADER is collected and presented to the human surveyors for annotation through the form of a survey. The VADER classification and human classification are then compared to find differences, if any.

In Figure 2, text preprocessing is removed; as demonstrated by the creators of VADER [13], the extra step might not provide much value to the analysis of the sentiment.
4.1. PRAW (The Python Reddit API Wrapper)

The PRAW is a read-only API wrapper to extract Reddit posts through Python. It requires developer enrollment in Reddit, which provides credentials (Client ID, Client Secret, and User-Agent); this information authenticates the request against the Reddit server to gather posts from subreddits as desired. For this methodology, ‘top’ and ‘hot’ are gathered, which identify trending posts on Reddit [24].

4.2. Tweepy (Python Library for Accessing the Twitter API)

Similar to PRAW, Tweepy requires a developer application, when approved, will provide the users with credentials (consumer_key, consumer_secret, access_token, and access_token_secret) to authenticate and collect tweets depending on various parameters [25]. For this methodology, tweets with certain hashtags were collected.

4.3. Text Preprocessing

Text preprocessing is often recommended for data optimization when working with a large number of unstructured entries. The impetus is high on social media data that contains informal language, repetitions, URLs, and abbreviations [26], which creates noise, and as such clouds the ‘real’ sentiment behind the opinion. Figure 3 illustrates common steps for Text Preprocessing but can be expanded depending on the data type.
However, Hutto and Gilbert, the developers of VADER, state that sentiment heuristics play an important role in estimating the writer’s mood. The punctuation, capitalization, tri-grams can amplify the mood [13]. Therefore, the dataset (reddit.csv and twitter.csv) for RO1.1 is directly fed into the VADER tool to understand the significance of

4.4. VADER (Valence Aware Dictionary for sEntiment Reasoning)

The foundation of this open-sourced, NTLK algorithm is a dictionary with corresponding sentiment features. The content, words, and phrases included are rated for polarity and intensity based on its built-in comprehension that recognizes more than 7500 features from -1 to +1, which the algorithm assesses for polarity, ‘negative’, ‘positive’, and ‘neutral’ scores, yielding a final ‘compound’ score. For a sentence, a final classification is based on ‘compound’ from the words. A positive compound score is ‘positive’, a negative ‘compound’ score is ‘negative’, and ‘0’ is neutral. VADER’s results in the past research have had outstanding accuracy at (F =0.96) compared to human classification, which was at (F1 = 0.84) [13], which makes this a popular tool of choice. Table 1 illustrates the VADER classification of individual words with an appropriate sentiment rating.

Table 1. VADER Sentiment Classification (Words)

<table>
<thead>
<tr>
<th>Word</th>
<th>Positive</th>
<th>Neutral</th>
<th>Negative</th>
<th>Compound</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘sentiment’</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Neutral</td>
</tr>
<tr>
<td>‘dangerous’</td>
<td>0</td>
<td>0</td>
<td>1.0</td>
<td>-0.47</td>
<td>Negative</td>
</tr>
<tr>
<td>‘excellent’</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.57</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Table 2 classifies the sentiment of the entire sentence; similarly, a large data set can be processed in bulk to find the aggregate classification.
4.5. Survey

There were thousands of tweets and posts collected via the framework to create the dataset, and it would not be possible to classify these manually. To find a comparative baseline, using Python’s random.sample() function, ten tweets and ten Reddit posts were extracted. Using Google Form, the participants were asked to classify the tweets and posts into three sentiment classifications (positive, neutral, and negative). The survey was close-ended and anonymous, with participants required to classify the content with just one answer to each question. The survey adopted Snowball Sampling Method, where the form was posted on social media, and participants were requested to recruit other participants to increase the sampling size. The participants could originate from any sector, and upon completion of the survey, the human-classified sentiment could be used to be compared against VADER-generated analysis. The responses for each post and tweet would be assessed for polarity, with the majority score providing designation for final classification.

4.6. Data Extraction Criteria

The twitter.csv and reddit.csv datasets were created over a one-week window. Reddit has multiple subreddits (sections) dedicated to cybersecurity content; the three most popular ones were picked. Similarly, for tweets, the same hashtags bearing the name of the subreddits were picked for consistency. For Reddit, only posts that were ‘hot’ or ‘top’ were chosen, and on Twitter, tweets with at least one ‘like’ was chosen. This was to ensure that there was no favorability of the content by another user. Filtering using this method would substantially decrease the observations in the dataset.
5. RESULTS AND DISCUSSIONS

5.1. To Understand the Sentiment of Cybersecurity Content Posted on Twitter and Reddit in A Given Timeframe

The preprocessing of posts and tweets included removing stop words, stemming, normalizing, as shown in Figure 3. It is intended to clean up the noise, which potentially could alter the sentiment of the contents. There were 32481 and 1205 observations made from Twitter and Reddit, respectively within the aforementioned timeframe and criteria. From Table 4 below, the Base Polarity, which is the standard scale, indicates that there were more positive sentiments than negative, both in Twitter and Reddit Posts. The Moderate Polarity expands the classification criteria, where the content has to be over the .25 threshold (negative or positive); this is to identify firmer sentiments. Consequently, this increased the neutral distribution, but still, there were more positive sentiments on both platforms than negative. Lastly, Extreme Polarity measures strong sentiment toward the content where the polarity threshold was .75 (negative or positive). Again, positive sentiments supersede negative sentiments. Twitter was more conducive to positive sentiments than Reddit, albeit the latter has a significantly smaller sample size. Most Reddit posts were neutral, whereas Tweets were either positive or neutral. Cumulatively, the sentiment on cybersecurity content is mostly positive or neutral, while negative sentiments last in every assessment.

Table 4. Polarity Classification for Preprocessed Data

<table>
<thead>
<tr>
<th></th>
<th>Obs.</th>
<th>Base Polarity</th>
<th>Moderate Polarity</th>
<th>Extreme Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0=neu, &gt;0=pos, &lt;0=neg</td>
<td>&gt;0.25=pos, -.25 &lt;0=neg</td>
<td>0.75=pos, -.75 &lt;0=neg</td>
</tr>
<tr>
<td>Twitter</td>
<td>32481</td>
<td>49% = pos</td>
<td>42% = pos</td>
<td>8% = pos</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28% = neu</td>
<td>41% = neu</td>
<td>90% = neu</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22.5% = neg</td>
<td>16.5% = neg</td>
<td>1.7% = neg</td>
</tr>
<tr>
<td>Reddit</td>
<td>1205</td>
<td>26.5% = pos</td>
<td>22.5% = pos</td>
<td>1% = pos</td>
</tr>
<tr>
<td></td>
<td></td>
<td>56% = neu</td>
<td>64.5% = neu</td>
<td>98.5% = neu</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17% = neg</td>
<td>13% = neg</td>
<td>0.4% = neg</td>
</tr>
</tbody>
</table>

Note: Obs. = Observations, ‘pos’ = positive, ‘neu’ = neutral and ‘neg’ = negative

5.2. To Understand the Sentiment of Cybersecurity Content Posted on Twitter and Reddit in a Given Time Frame without Text Preprocessing

Since the goal was to find the overall sentiment of the observations in percentage, duplicated observations would alter the representation; hence, one exception was made to raw data; only duplicates were removed. The standard preprocessing (Figure 3) was avoided and observations were directly fed in VADER to yield the polarity assessment. The unprocessed Twitter content produced similar sentiment scores compared to processed data; it had a similar narrative and the deviation between the comparable scores was less than 2%, with most of the sentiment being positive or neutral, indicating that preprocessing of Twitter content didn’t shift the narrative. The Reddit posts were much more affected by the preprocessing; a significant percentage of neutral content became positive. A minor increase in negative scores also occurred but was not as significant. Overall, unprocessed content was in line with the narrative that most cybersecurity contents on these platforms were mostly positive or neutral, as listed in Table 5.
Table 5. Polarity Classification without Preprocessed Data

<table>
<thead>
<tr>
<th>Obs.</th>
<th>Base Polarity</th>
<th>Moderate Polarity</th>
<th>Extreme Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0=neu, &gt;0=pos, &lt;0=neg</td>
<td>&gt;0.25=pos, -0.25 &lt;0=neg</td>
<td>&gt;0.75=pos, -0.75 &lt;0=neg</td>
</tr>
<tr>
<td>Twitter</td>
<td>32481</td>
<td>48% = pos</td>
<td>41.5% = pos</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29% = neu</td>
<td>42% = neu</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22.5% = neg</td>
<td>16.5% = neg</td>
</tr>
<tr>
<td>Reddit</td>
<td>1205</td>
<td>34% = pos</td>
<td>30% = pos</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45% = neu</td>
<td>55% = neu</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20% = neg</td>
<td>15% = neg</td>
</tr>
</tbody>
</table>

Note: Obs. = Observations, ‘pos’ = positive, ‘neu’ = neutral and ‘neg’ = negative

5.3. To Determine the most Mentioned Entities on Reddit and Twitter

As per Merriam-Webster dictionary, an entity is defined as something with independent existence [27]. An entity for this objective could be a company, a specific product or technology, and a uniquely identifiable government. To address this, the two datasets were split into singular words, and the frequency was counted to identify the most discussed entities on Twitter and Reddit. Microsoft, Facebook, and Apple made it to the top ten list as the companies; GitHub, Node.js, and Chrome appeared as technologies, with the United States being the lone government. Figure 4 provides a graphical illustration by ranking.

![Figure 4. Most Discussed Entities on Twitter](image)

Figure 5 lists the top ten entities from the Reddit cybersecurity posts by ranking. Reddit is most discussed, which could potentially be noise and not relevant to cybersecurity content. The big techs like Facebook, Microsoft, and Google are mentioned, along with the United Kingdom and China. Yubikey stands out as it is not a household name, but this could be due to its popularity during the data collection time.
The entities that appeared on Reddit and Twitter were, as expected, a combination of big technology firms, popular products, and governments that are at the forefront of cybersecurity development.

### 5.4. To Evaluate the VADER Algorithm against Human Classification

The survey conducted requested human participants to classify Twitter and Reddit contents. The majority classification (‘neu’, ‘pos’, or ‘neg’) of a post or a tweet to an appropriate polarity would be the baseline classification for VADER to be compared against. If the VADER assigned the same classification as human participants, the accuracy would be 100%.

Evaluations metrics are important to address the potency of the model [18], in this case, VADER. Four evaluation metrics are primarily used in classification models to get an indicator of how well the model is performing based on how it classifies, which is listed in Table 6.

#### Table 6. Evaluation Metrics for VADER

<table>
<thead>
<tr>
<th>Formula</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>( \frac{(TP+TN)}{(TP+FN+TN+FP)} )</td>
</tr>
<tr>
<td>Precision</td>
<td>( \frac{(TP)}{(TP+FP)} )</td>
</tr>
<tr>
<td>Recall</td>
<td>( \frac{(TP)}{(TP+FN)} )</td>
</tr>
<tr>
<td>F1-Score</td>
<td>( \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} )</td>
</tr>
</tbody>
</table>

Note: TP = True Positive, FP = False Positive, TN = True Negative, FN = False Negative

The evaluation was conducted by comparing the results of VADER with human classified content. The sample size or support was ten tweets, and out of those, nine were labeled positive,
and one was labeled neutral by the human classifiers. The VADER accuracy was 0.60, or it identified 60% of the polarity correctly as indicated in Table 7. The precision, recall, and f-score for negative and neutral were nil because the sample was not present or a correct prediction wasn’t made. The model had an 86% detection rate for positive observations.

Table 7. Evaluation Metrics of VADER for Twitter

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>neg</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>neu</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>pos</td>
<td>0.86</td>
<td>0.67</td>
<td>0.75</td>
<td>9</td>
</tr>
<tr>
<td>accuracy</td>
<td>-</td>
<td>-</td>
<td>0.60</td>
<td>10</td>
</tr>
<tr>
<td>macro avg.</td>
<td>0.29</td>
<td>0.22</td>
<td>0.25</td>
<td>10</td>
</tr>
<tr>
<td>weighted avg.</td>
<td>0.77</td>
<td>0.60</td>
<td>0.68</td>
<td>10</td>
</tr>
</tbody>
</table>

Note: ‘pos’ = positive, ‘neu’ = neutral, and ‘neg’ = negative

The human-classified sample or support yielded all positive polarities and VADER was able to identify 70% of the total observations correctly (Table 8). It correctly identified all positive observations, hence the precision score of 1.00 or 100% but could not label negative classification.

Table 8. Evaluation Metrics of VADER for Reddit

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>neg</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>pos</td>
<td>1.00</td>
<td>0.70</td>
<td>0.82</td>
<td>10</td>
</tr>
<tr>
<td>accuracy</td>
<td>-</td>
<td>-</td>
<td>0.70</td>
<td>10</td>
</tr>
<tr>
<td>macro avg.</td>
<td>-</td>
<td>0.35</td>
<td>0.41</td>
<td>10</td>
</tr>
<tr>
<td>weighted avg.</td>
<td>1.0</td>
<td>0.70</td>
<td>0.82</td>
<td>10</td>
</tr>
</tbody>
</table>

Note: ‘pos’ = positive, ‘neu’ = neutral, and ‘neg’ = negative

The performance of VADER was less than satisfactory, albeit due to the small sample size for the comparison hence making it inconclusive to the final designation. However, it was competent in classifying positive observations correctly, with a precision score of 86% for Twitter and 100% for Reddit.
6. CONCLUSIONS

Contrary to the inceptive opinion that presumed cynicism, the cybersecurity content in the social media domain exhibited mostly positive or neutral sentiments. The standard and extreme negative opinions were lower than expected. Popular big techs and competent cybersecurity governments were often discussed on the platform. Due to encouraging NLP advancements, this research framework is modular and can be replicated or altered for other varying content and subject area. The accuracy of the VADER is not convincing partly due to the small sample size, but an opportunity for improvement by increasing the number of participants is possible. Future explanatory research that explains the polarity of content based on variables like length of the content, platform, the time it was posted, etc., could provide further clarity and insight.
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ABSTRACT

This paper focuses on a referring expression generation (REG) task in which the aim is to pick out an object in a complex visual scene. One common theoretical approach to this problem is to model the task as a two-agent cooperative scheme in which a ‘speaker’ agent would generate the expression that best describes a targeted area and a ‘listener’ agent would identify the target. Several recent REG systems have used deep learning approaches to represent the speaker/listener agents. The Rational Speech Act framework (RSA), a Bayesian approach to pragmatics that can predict human linguistic behavior quite accurately, has been shown to generate high quality and explainable expressions on toy datasets involving simple visual scenes. Its application to large scale problems, however, remains largely unexplored. This paper applies a combination of the probabilistic RSA framework and deep learning approaches to larger datasets involving complex visual scenes in a multi-step process with the aim of generating better-explained expressions. We carry out experiments on the RefCOCO and RefCOCO+ datasets and compare our approach with other end-to-end deep learning approaches as well as a variation of RSA to highlight our key contribution. Experimental results show that while achieving lower accuracy than SOTA deep learning methods, our approach outperforms similar RSA approach in human comprehension and has an advantage over end-to-end deep learning under limited data scenario. Lastly, we provide a detailed analysis on the expression generation process with concrete examples, thus providing a systematic view on error types and deficiencies in the generation process and identifying possible areas for future improvements.

1. Introduction

Presented with a scene involving two dogs, where one has a frisbee in its mouth, native speakers of English will effortlessly characterize the lucky dog as the dog with the frisbee. Computers are not so good at this yet. The task in question is called referring expression generation (REG).

A common approach to REG is modeling the problem as a two-agent system in which a speaker agent would generate an expression given some input and a listener agent would then evaluate the expression. This modeling method is widely applied, for example in [1]. In the last few years, many attempts at REG have applied deep learning to both the speaker and listener agents, utilizing the advantage of big datasets and massive computation power. As with many other NLP tasks, deep learning has been shown to achieve state-of-the-art results in REG. For example, [2] applied supervised learning and computer vision techniques to referring expression. Nevertheless, explainability remains a problem as it is difficult to fully understand how a deep learning model can generate some texts...
given an image and a target.

On the other hand, recent developments in computational pragmatics have yielded probabilistic models that follow simple conversational rules with great explanatory power. One important example is the Rational Speech Act framework (RSA) by [3], where probabilistic speakers and listeners recursively reason about each other’s mental states to communicate—speakers reason about probability distribution over utterances given a referent object, while listeners reason about probability distribution over objects in the scene given an utterance. While [3] and [4, i.a.] have shown that RSA can generate sentences that are pragmatically appropriate, the datasets are small, with simple examples that are carefully crafted with perfect information. [5] extend RSA to real world examples of reference games by using simple shallow models as building blocks to build the speaker and listener agents. [5]’s approach is intractable though, as the speaker model has to consider all possible utterances.

[6] resolves this issue by using a character level LSTM to predict one character at a time, thus reducing the search space. At each step, instead of generating one utterance, the speaker model generates one character. This method greatly reduces the search space and makes the neural RSA system more efficient with harder examples. However, their method is applied to the task of generating a referring expression for an image given several other images instead of a referring expression for an object in a scene. In addition, by performing RSA on a character level [6] partially compromises the explainability of RSA as it is harder to reasoning why at each step, the model would prefer one character over another on describing the target.

To extend on the work of [5] and [6] we want to explore a different approach from [6] that would not compromise on the explainability of RSA. In this paper, we introduce a novel way to apply the RSA framework to real world images and a large scale dataset. Specifically, our contributions are as follows:

1. We tackle the intractability problem that [5] faced, we use Graph R-CNN [7] and Detectron2 [8] to extract textual information about objects and their properties i.e., types and attributes, and relations to other objects. This step vastly reduces the search space when generating utterances.
2. We use the world view generated from the previous step to constrain the utterance space; we also sequentially update the utterance prior and the prior over objects in the scene as each descriptor in the utterance is produced. To our knowledge, this is the first attempt to use iterative update of the both the utterance and object probability distributions.
3. We evaluate our framework on refCOCO and refCOCO+ [9], and evaluate generated expressions in terms of accuracy (with human evaluation)—whether the expressions are distinctive—and automatic metrics.
4. We provide a detailed analysis of the result, specifically on the types of error based on the human evaluation. This deviates from standard evaluation process where they key metric is the comprehension accuracy (i.e is the expression distinctively describe the target) and provides a new angle in analysing expression quality.

2. Background

2.1. RSA

RSA, first introduced by [3] encapsulates the idea that pragmatic reasoning is essentially Bayesian. In the reference game scenario studied by [3], the domain consists of a set of objects with various qualities that are fully available to two players. The speaker will
describe one targeted object unknown to the listener by creating a referring expression and the listener needs to reason about which object the expression is referring to. As laid out by [10], RSA is a simple Bayesian inference model with three components: literal listener, pragmatic speaker and pragmatic listener. For a given object \( o \) and utterance \( u \):

\[
literal \ listener \ P_{L_1}(o|u) \propto [u](o) \cdot P(o) \tag{1}
\]

\[
pragmatic \ speaker \ P_{S_1}(u|o) \propto \alpha U(u,o) \tag{2}
\]

\[
pragmatic \ listener \ P_{L_1}(o|u) \propto P_{S_1}(u|o) \cdot P(o) \tag{3}
\]

where \([u]\) is the literal meaning of \( u \), either true (1) or false (0). The literal listener thus interprets an utterance at face value, modulo the prior probability of referring to that object \( P(o) \), which we take to correspond to the object’s salience. The pragmatic speaker decides which utterance to make by using the utility function \( U(u,o) \), which is a combination of literal listener score and a cost function and the \( \alpha \) term denotes the rationality scale of the speaker. Lastly, the pragmatic listener infers the targeted object by estimating the likelihood that the speaker would use the given utterance to describe it. [3] showed that RSA can accurately model human listener behavior for one-word utterances in controlled contexts with few objects and few relevant properties. Since then, a wealth of evidence has accumulated in support of the framework; see [10] for some examples. Still, most RSA models use a very constrained utterance space, each utterance being a single lexical item. [4] explore RSA models with two-word utterances where each utterance is associated with its own (continuous) semantics. But it remains a major open question how to scale up RSA models for large-scale natural language processing tasks.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image.png}
\caption{The workflow of Iterative RSA where the input image is passed through information extraction algorithm (Graph R-CNN/Detectron) and pre-processed before given to Iterative RSA.}
\end{figure}

2.2. Detectron2 and Graph R-CNN

The RSA framework requires prior knowledge about the images and targets in order to generate expressions. Most approaches that use RSA and the speaker/listener model acquire this knowledge through a deep learning model that learns an embedding of the image and the target object, represented as a bounded box or bounded area inscribed on the image then use these embeddings to generate expressions. Instead of using embeddings, we decided to take a different route by generating the symbolic knowledge in the form of scene graph obtained from the image using Detectron2 and Graph R-CNN, which contains objects, properties, and relations, all in a lingual format, which is the ideal input for an RSA model.
Detectron2 is the state-of-the-art object detection model developed by [8] that utilizes multiple deep learning architecture such as Faster-RCNN [11] and Mask-RCNN [12] and is applicable to multiple object detection tasks. Graph R-CNN [7] is a scene graph generation model capable of detecting objects in images as well as relations between them using a graph convolutional neural network inspired by Faster-RCNN with a relation proposal network (RPN). RPN and Graph R-CNN is among the state-of-the-art architecture in objects’ relation detection and scene graph generation.

3. Method
As discussed in [10] and [3], RSA requires a specification of the utterance space and background knowledge about the state of the ‘world’ under consideration. Thus, we view the problem of generating referring expressions as a two-step process where, given an image and a targeted region, we:

(1) Acquire textual classifications (e.g. car) of the objects inside the image and the relations between objects in the image;
(2) Generate a referring expression from the knowledge acquired from step (1).

In step (1), most previous work falls into two categories. [3] and [4] assume the information about objects and their properties are known to the agent generating the expression. On the other hand, [5] and [6] use deep learning to obtain embeddings of the image and the targeted region. [13] combine the embedding extraction step with the referring expression in one single model.

In step (1), we neither assume the availability of descriptive knowledge of the images like [3] nor do we use an image and region embedding like [5]. Instead, we generate both the utterance space and the literal semantics of the input image by applying Graph R-CNN to obtain objects’ relations and Detectron2 to obtain objects’ properties. This idea is motivated by the intractable problem that [5] face when considering a vast number of utterances at every step. By extracting the symbolic textual information from images, we vastly reduce the number of utterances per step since the number of objects, their relations, and properties are limited in each image. Specifically, Detectron2 outputs objects and the probability that some property is applicable to those objects. For example, a given object categorized as an elephant might have a high probability of having the property big and a lower probability of having the property pink. Graph R-CNN outputs pairs of objects and probabilities of how true some predefined relation is to some pair of objects.

One challenge in merging computer vision systems with datasets like RefCOCO is matching the target referent in the dataset to the right visually detected object (assuming it is found). RefCOCO provides a bounding box around the target referent, and Detectron2 and Graph R-CNN may or may not identify an object with the same position and dimensions. One simple approach is to use the most overlapped detected object with the target box as the subject for the generation algorithm. However, there is no guarantee that the most overlapped detected object is the target. We overcome this problem by combining feature extraction with target feature extraction from Detectron2. We first let Detectron2 identify all the objects it can in the image (call this the context). We then instruct Detectron2 to consider the target box an object and classify it. If there is an object in the context that overlaps at least 80% with the target box and is assigned the same class, then we leave the context as is; otherwise we add the target box to the context.

To enrich object relations beyond binary relations in Graph R-CNN, we also implemented a simple algorithm to generate ordinal relations. We do so by sorting detected objects of the same category (e.g all dogs in an image) by the x-axis and assign predefined ordinal
relations such as left, right, or second from left.

The product of these image analysis methods are used in the literal semantics, which are categorical, although they are based on the gradient output of Detectron2 and Graph R-CNN, which assigns objects to properties and relations with varying degrees of certainty. Since Detectron2 and Graph-RCNN output likelihood values for attributes and types for each object as shown in Figure 2, the last step in the textual extraction process is using a cutoff threshold to decide what level of likelihood make one attribute belongs to a particular object. If the threshold is too low, then objects would contain many irrelevant attributes; if the threshold is too high, there may not be enough attributes to uniquely describe some objects. Currently, we use a hard-coded value that is slightly higher than the minimum value where most of the irrelevant attributes and types are, as examined by hand.

Thus, in the spirit of [14], we assume a threshold \( \theta \) to decide whether a given type or attribute holds of a given object. Let \( F \) be a function that assigns: to each attribute and type, a function from \( D \) to \([0,1]\); and to each relation, a function from \( D \times D \) to \([0,1]\), where \( D \) is the set of objects in the image. \( F \) represents the output of the Detectron2 and Graph R-CNN. For each type, attribute, and relation symbol \( u \), \( \theta(u) \) is a threshold between 0 and 1 serving as the cutoff for the truthful application of the type, attribute, or relation to the object(s). Then \([u](o) = 1 \) iff \( F(u)(o) \geq \theta(u) \), etc. Ultimately we plan to learn these thresholds from referring expression training datasets such as RefCOCO. Currently, they are fixed by hand: one uniform threshold for types/attributes and relations, respectively. Using categorical semantics rather than the gradient semantics that would be obtained directly from the Detectron2 avoids the well-known problems of modification in fuzzy semantics, a proper solution to which would require conditional probabilities that are unknown [15].

Our key contribution with respect to step (2) is at the speaker level. We introduce iterative RSA, described in the Algorithm 1 below. Iterative RSA takes as input the domain of all objects \( D \), a prior \( P(d) \) over all objects \( d \in D \), the referent object \( o \) and list of possible ‘utterances’ \( U \). Although an utterance may consist of multiple words, each ‘utterance’ here is a single predicate (e.g. dog, second from left, wearing black polo). We will use the word ‘descriptor’ instead of ‘utterance’ in this setting, because the strings in question may be combined into a single output that the speaker pronounces once (a single utterance, in the proper sense of the word). Again, we take the prior over objects to be proportional to salience (which we define as object size). Our RSA speaker will iteratively generate one descriptor at a time and update the listener’s prior over objects at every step until
either (i) the entropy of the probability distribution over objects reaches some desirable threshold $K$, signifying that the listener has enough information to differentiate $o$ among objects in $D$, or (ii) the maximum utterance length $T$ has been reached.

**Algorithm 1: Iterative RSA**

In standard RSA, the utility function $U(u,o)$ is defined as $U = \log(P_{La}(o|u)) + \text{cost}(u)$ [10]. We define ours as:

$$U_E = \log(P_{La}(o|u) + P_{ngram}(u|E)) + \text{cost}(u)$$

(4)

where $P_{ngram}$ is the probability of $u$ following the previous $n$ words in $E$. Specifically, we use a 3-gram LSTM model ($n=3$). Figure 1 outlines our overall workflow.

### 4. Experiment and Result

The framework is implemented in Python and will be made publicly available. In the implementation of Algorithm 1, we set $T = 4$. This value for maximum utterances per expressions come from the average length of the expressions from our target dataset, both RefCOCO and RefCOCO+ have average length less than 4 utterances per expression. We evaluate our framework on the test set of RefCOCO and RefCOCO+ datasets released by [9]. For these two datasets, each data point consists of one image, one bounding box for a referent (the target box) and some referring expressions for the referent. We used pre-trained weights from the COCO dataset for Graph R-CNN and Detectron2. Additionally, we experiment separately with finetuning Detectron on RefCOCO referring expressions. Finally, we test the framework with RefCOCO Google split test set and RefCOCO+ UNC split test set.

We evaluate the generated expressions on the test dataset with both automatic overlap-based metrics (BLEU, ROUGE and METEOR) and accuracy (human evaluation) (Table 2). Specifically, we run human evaluation through crowdsourcing site Prolific on the following scheme: our IterativeRSA, RecurrentRSA [9] and SLR [16] trained on 0.1%, 1% and 10% of the training sets of RefCOCO and RefCOCO+. For each scheme, we collected survey results for 1000 randomly selected instance from the RefCOCO test dataset from 20 participants and 3000 instances from RefCOCO+ test dataset from 60 participants. Each image is preprocessed by adding 6 bounding boxes on some objects in the image, one of which is the true target. The boxes are chosen from 5 random objects detected by Detectron2 an the true target object. Each participant is asked to find the matching object given expression for 50 images through multiple choice questions. In addition, we also manually insert 5 extra instances where the answer is fairly obvious and use those instances as a sanity check. Data from participants who failed more than half of the sanity checks (i.e 3/5) was not included in the analysis. Since our referring expressions are generated based on extracted textual information about individual objects and not the raw image as a whole, there are cases where Detectron2 does not recognize the object in the
target box or the suggested bounding box from Detectron2 is different in size compared to the target box. In such cases, our algorithm ended up generating an expression for a different observable object than the targeted one. To understand the different types of errors our model makes, we also included additional options in cases where the testers cannot identify a box that matched the expression. Specifically, we added three categories of error when no (unique) matching object is identified:

1. nothing in the picture matches the description
2. several things match this description equally well
3. the thing that matches the description best is not highlighted

Despite the simplicity of our proposed method, it achieves comparable performance in terms of METEOR score to the Speaker-Listener-Reinforcer (SLR) [16]. More importantly, our method outperforms SLR in human comprehension under low training data scheme and RecurrentRSA with both RefCOCO and RefCOCO+.

<table>
<thead>
<tr>
<th></th>
<th>True</th>
<th>False</th>
<th>Under-informative</th>
<th>no-match</th>
<th>not-highlighted</th>
<th>adjusted-accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>IterativeRSA</td>
<td>27.25</td>
<td>13.03</td>
<td>11.59</td>
<td>44.49</td>
<td>3.64</td>
<td>52.54</td>
</tr>
<tr>
<td>Iterative RSA + f-Det2</td>
<td>26.52</td>
<td>15.1</td>
<td>13.79</td>
<td>38.51</td>
<td>6.07</td>
<td>47.86</td>
</tr>
<tr>
<td>SLR-10% [16]</td>
<td>26.95</td>
<td>15.71</td>
<td>13.98</td>
<td>36.51</td>
<td>4.85</td>
<td>45.96</td>
</tr>
<tr>
<td>SLR-1% [16]</td>
<td>14.3</td>
<td>16.24</td>
<td>11.98</td>
<td>51.13</td>
<td>6.37</td>
<td>33.65</td>
</tr>
<tr>
<td>SLR-0.1% [16]</td>
<td>6.1</td>
<td>18.14</td>
<td>10.48</td>
<td>59.73</td>
<td>5.55</td>
<td>17.57</td>
</tr>
</tbody>
</table>

Table 1: Human evaluation response on RefCOCO+ images across IterativeRSA and SLR trained under restricted data.

Beside raw accuracy, we also report the accuracy rate using the formula adjusted – accuracy = True/(True + False + Underinformative) where Underinformative counts instances where the expressions correctly refer to the referent objects but are not distinctive enough. Our human evaluation accuracy is slightly less than that of MMI [9] and while our METEOR score is higher. However, our performance measures fall short when compared to the state-of-the-art extensively trained end-to-end deep neural network model by SLR [17]. This is to be expected as our method was not trained and does not require training on the specific task of referring expression generation or comprehension. Further performance analysis will be given in the next sections.

5. Comparison with Recurrent RSA and SLR trained with limited data

As discussed above, to see the advantages and drawbacks of Iterative RSA, we run human evaluation on generated expressions from RefCOCO and RefCOCO+ datasets and compare Iterative RSA with RecurrentRSA-another RSA approach as well as SLR. From Table 3 Iterative RSA outperforms RecurrentRSA with 28% compared to 26.9%. On the other hand, to make a fair comparison with a deep learning end-to-end approach like SLR, we decided to train SLR with limited training data as Iterative RSA does not require

<table>
<thead>
<tr>
<th></th>
<th>bleu</th>
<th>rouge</th>
<th>meteor</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMI [9]</td>
<td>0.37</td>
<td>0.333</td>
<td>0.136</td>
</tr>
<tr>
<td>SLR [17]</td>
<td>0.38</td>
<td>0.386</td>
<td>0.16</td>
</tr>
<tr>
<td>rerank [13]</td>
<td>0.366</td>
<td>0.354</td>
<td>0.15</td>
</tr>
<tr>
<td>Iterative RSA</td>
<td>0.18</td>
<td>0.125</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 2: NLP metric comparisons to some previous approaches on RefCOCO+ dataset.
Table 3: Raw accuracy of referring expression comprehension evaluated human evaluation on Iterative RSA, Iterative RSA with finetuned Detectron2 (f-Det2), Recurrent RSA and SLR trained with limited data of 0.1%, 1% and 10% of RefCOCO and refCOCO+ training set.

<table>
<thead>
<tr>
<th>Method</th>
<th>RefCOCO</th>
<th>RefCOCO+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterative RSA</td>
<td>28.05</td>
<td>27.25</td>
</tr>
<tr>
<td>Iterative RSA + f-Det2</td>
<td>41.3</td>
<td>26.52</td>
</tr>
<tr>
<td>Recurrent RSA</td>
<td>26.9</td>
<td>-</td>
</tr>
<tr>
<td>SLR-10%</td>
<td>66.2</td>
<td>26.95</td>
</tr>
<tr>
<td>SLR-1%</td>
<td>49.85</td>
<td>14.3</td>
</tr>
<tr>
<td>SLR-0.1%</td>
<td>38.5</td>
<td>6.1</td>
</tr>
</tbody>
</table>

any direct training process. From Table 3, the Iterative RSA (no training) outperforms all SLR models trained with 0.1%, 1% and 10% training data for refCOCO+ dataset and outperform SLR model trained with highly limited training data (0.1%) on RefCOCO. Furthermore, when examining the SLR-generated expressions, we observed that for the model trained and tested on RefCOCO dataset, a lot of the expressions contains positional property of objects such as left, right, which makes identifying the target easier when the expression is low quality and incomplete (as a result of training on limited data). Thus, we can see that SLR performs better on RefCOCO than RefCOCO+. On the other hand, Iterative RSA performs more consistently, especially when used without any training or observation of the data. Finetuning the Detectron2 model for object detection with RefCOCO expressions improve the performance on the corresponding dataset, however, using the same model on the RefCOCO+ dataset does not show any significant change in accuracy. Figure 3 is an example of referring expression generated with RSA compared to SLR trained with limited data. For the RSA expression, it clearly shows that the model explains Gricean maxim of quantity by generating the shortest possible word to describe the target which are the jeans, whereas SLR shows the overfitting behavior when generating unrelated expression to the target.

6. Analysis of the Human Evaluation

As mentioned above, in our study, aside from letting users choose one of the objects surrounded by bounding boxes given the generated expression, we also give additional options to handle the case where survey participants cannot find a sensible object to match the description. Overall, we observe that incorrect responses can be divided into the following categories: under-informative expression, not highlighted, no match and false. These categories of error help in identifying the sources of deficiency in our approach. If the expression is under-informative, there are two possibilities. The first is that the textual data extraction step (i.e., Detectron2) was able to identify multiple objects of the same
type, but the algorithm is unable to differentiate between the target and the rest of the objects. In this case the problem is on the linguistic side of our model. Another possibility is that not all objects of the relevant type were detected, which is the deficiency of our visual system (Detectron2).

Another type of visual system deficiency happens when the described object is not the highlighted one or if there is no match. In these cases, the visual system (Detectron2) mis-classified the object in the bounding box. As shown in Table 3, about 48% of the recorded instances belong to these two categories.

6.1. Under-informative expressions

One type of error is when the generated expression is under-informative. This occurs when the expression correctly indicated the type of the target object but failed to differentiate between the target and other objects of the same type in the picture. For example, in Figure 4, the algorithm was able to correctly identify the type of object in the bounding box but the modifier (cooking) failed to differentiate the target from the other instance of that type.

Figure 4: Generated Expression: cooking pizza, Gold Label: pizza on left, Target box: 2, i.e., the light green box surrounding the smaller pizza.

6.2. Object not highlighted

Another type of errors revealed through human evaluation is when the matching object is not highlighted as the target. This type of deficiency is due to the textual extraction

Figure 5: Example of not highlighted response Generated Expression: laying down man, Gold Label: guy bottom left, Target box: 2 i.e., the light green box at the bottom left of the image component (Detectron2) not observing all objects of the same type. In Figure 5, Detectron2 can only observe four instances of the category man, which are all highlighted in this image with box 1, 2, 3, 5. When comparing the available attributes for these mans, target man in box 2 (i.e., the light green box at the bottom left of the image) is assigned a distinctive attribute that others do not have: laying down (although he is sitting, not
laying down). The use of this modifier increases the salience of the target relative to the other individuals that are detected. It is quite possible that participants assumed *laying down man* refers to the only person at the bottom center of the image who is actually laying down. However, that individual is not detected by Detectron2 and thus there is no highlighted box.

### 6.3. High quality expression

When the participants correctly identify the target object by choosing the right bounding box, we observe that the textual extraction step provides sufficient information for the algorithm to work correctly. Figure 6 is an example where we observe that the system works well when the extracted textual information is accurate and sufficient. Specifically, Detectron2 found all the objects of the type *train* in box 4 and 5. Furthermore, the *train* objects have fairly sensible attributes, including *the left* and *the right*.

![Figure 6: Generated Expression: the right train, Gold Label: right train, Target box: 4.](image)

### 7. Discussion

The Iterative RSA introduced in this paper is able to generate multiple-modifier descriptions, which goes far beyond the vanilla RSA speaker described by [10] and [3], and our RSA speaker has even gone past the two-word stage of [4]. While the result is not at the level of the state-of-the-art end-to-end model, Iterative RSA outperforms Recurrent RSA and SLR trained under limited data. We can clearly explain how our model comes up with the referring expressions it generates. The explainability of our model is a contrast feature when compare with RecurrentRSA. While RecurrentRSA also applies the RSA model to generate expressions, its expression generation by recursively generate characters makes it hard to explain why at each step, why one character is a feasible choice that helps identify a target object. Furthermore, to our knowledge, we are the first attempt to apply pure probabilistic RSA model without any neural network components in the expression generation step of the referring expression generation from image task. From the analysis of the human evaluation and concrete examples, it is clear that the performance of Iterative RSA is tightly coupled with the performance of the textual extraction model, particularly Detectron2. When Detectron2 detects enough information, including the objects in a given image as well as their probable attributes, we observe that our proposed Iterative RSA can create high quality expressions with distinctive modifiers.

Another key strength and also a weakness of our proposed iterative RSA is the size of the vocabulary of descriptors. Currently, this vocabulary is limited to the attributes and types vocabulary that Detectron2 possesses. While this vastly reduces the search space of all possible descriptors, it also limits the possible descriptors that RSA can choose from, given a target. The textual extraction step (Detectron2 in this case) can be analogized to the act of “observing” and the Iterative RSA algorithm to “reasoning”. One cannot reason about objects or aspects of objects that are not observed.

On the other hand, in terms of efficiency, our proposed method is fast because Iterative RSA does not require training data and can be applied directly on the fly with any given
textual extraction system. In addition, our application of Detectron2 and Graph-RCNN also does not require training as it utilizes pre-trained weights. Experiments with fine-tuning Detectron2 with RefCOCO data does show better accuracy on the test set of RefCOCO dataset but does not show any major improvement when tested on RefCOCO+ as shown in Table [1]. Thus, the base Iterative RSA is more generalized and consistent across different datasets.

Minimal reliance on training data has other advantages: That property makes our approach a promising one for low-resource languages where labeled data for training, especially for vision-language tasks such as referring expression generation/comprehension, are virtually non-existent [18] for languages other than English.

8. Conclusion

In this paper, we have explored the possibility of decomposing referring expression generation into a two-component process of symbolic knowledge acquisition and expression generation, adapting the RSA framework to real world scenes where textual information is not available. We also introduce two promising innovations that help to address the intractability problem of applying RSA to real world scenes in previous work, which includes (1) constraining the utterance space using the output of object recognition and scene graph generation systems, and (2) proposing a simple yet intuitive and explainable model for referring expression generation called iterative RSA, which incrementally outputs referring expression one predicate at a time. Lastly, our method allows for easy analysis and understanding of each individual expression, and provides clear explanations as to why the system generates the expressions it does.

9. References
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ABSTRACT

Based on the spatial sample of the multi-component signals by the array antenna, using Born-Jordan distribution which is a kind of typical Cohen type time-frequency distribution, the detection and estimation approach of the spatial multi-component signals' angle-of-arrival and instantaneous frequency is proposed by comparison of the instantaneous frequency of the signals at the same time from the point of digital signal processing. The simulation results show that the proposed method not only has high noise performance, but also enhances the real-time performance of the spatial signal detection.
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1. INTRODUCTION

Based on the array signal processing, the time-frequency analysis has been introduced to estimate the angle of arrival and instantaneous frequency parameters of the spatial non-stationary signals in the recent years. It has become one of the hotspots of the signal processing research [1-4]. S. Ouelha et al [5,6] proposed a method to estimate the angle of arrival (AOA) of the non-stationary signals using quadratic spatial time-frequency distribution in the array signal processing. The paper [7] constructed the array signal model in the time-frequency domain through the time-frequency distribution with the symmetrical array, and estimated the AOA and instantaneous frequency parameters of the spatial signal by the eigenspace decomposition of the data correlation matrix of the adjacent time-frequency points. Wang Shu et al [8, 9] proposed a method to construct correlation matrix by combining the spatial sampling data with the temporal sampling data. This kind of research combines the concept of the spatial spectrum estimation with the method of the time-frequency analysis, and effectively solves the problem of the AOA and instantaneous frequency estimation of the spatial non-stationary signals. However, because the algorithm is based on the analysis of the signal spectrum, the eigenvalue decomposition of matrix and the search of one-dimensional or two-dimensional spectrum peak are needed, which leads to large amount of calculation and low real-time performance in the parameter estimation. For the multi-component signals, the estimation method based on the Wigner Ville distribution used in the reference [5] has some other problems such as the cross term interference etc.
2. Spatial Sampling Model of the Multiple Signals

It is assumed that there is a symmetrical uniform linear array with elements \(2L + 1\), and the spacing between elements is \(d\). We set the reference element as the center element and number the elements from left to right as \(-L, -(L - 1), \ldots, L\). Consider \(M\) signal sources are incident to the linear array at the same time from the far field, as shown in Figure 1. Then the output of the \(N\)th element at the \(t_0\) time can be expressed as:

\[
x_N(t_0) = \sum_{i=1}^{M} s_i(t_0 + n\tau_i) + v_N(t_0) \quad n = -(L - 1), \ldots, L; \quad i = 1, 2, \ldots, M
\]

(1)

\[
\tau_i = \frac{d}{c} \sin(\theta_i)
\]

(2)

Where, \(\{s_i(t)\}_{i=1}^{M}\) are the outputs of \(M\) unrelated signal sources in the reference element, and \(\{\theta_i\}_{i=1}^{M}\) are the AOAs of the incident signals. \(\tau_i\) is the delay of signal \(s_i(t)\) between the adjacent elements, \(\{v_n(t)\}_{n=L}^{L}\) are the independent white Gaussian noise outputs of the \(2L + 1\) elements, which are independent of the input signals.

Let the output \(\{x_n(t_0)\}_{n=L}^{L}\) of \(2L + 1\) elements be the signal sequence obtained by spatial sampling of the linear array at time \(t_0\). It can be seen from formula (1) that the spatial sampling signal \(\{x_n(t_0)\}_{n=L}^{L}\) at time \(t_0\) can be regarded as the sum of \(M\) \(2L + 1\) point sequences and the noise signal, which are sampled by \(M\) signal sources \(s_i(t)\) with \(1/\tau_i\) as the sampling frequency in the short time window of \(t \in [t_0 - L\tau_i, t_0 + L\tau_i]\). The sampling frequency of signal \(s_i(t)\) is

\[
f_x^{(i)}(\theta) = 1/\tau_i = \frac{c}{d \sin(\theta_i)}
\]

(3)

In order to eliminate the direction ambiguity, the array spacing should meet the half wavelength condition of \(d \leq \lambda_{\text{min}}/2\), so the array output sequence naturally meets the sampling condition of sampling frequency \(f_x^{(i)} \geq 2f_{\text{max}}\). At the same time, it can be seen that the sampling frequency \(f_x^{(i)}(\theta)\) of the signal \(s_i(t)\) is directly related to the incident angle \(\theta_i\) of the signal, which provides a basis for us to estimate the arrival angle \(\theta_i\) of the signal source \(s_i(t)\) using the method of time-frequency analysis.

3. Instantaneous Frequency Extraction of the Spatial Signal

The instantaneous frequency (IF) is an important parameter to characterize the non-stationary signal, and the time-frequency distribution of the signal is an important means to obtain the
instantaneous frequency. For multi-component signals, the cross terms of the time-frequency distribution must be suppressed in the process of the instantaneous frequency acquisition. Born Jordan distribution [10] (BJD), as a typical Cohen class time-frequency distribution, has strong cross term suppression ability and has been widely studied and applied [11]. BJD is defined as:

\[
\text{BJD}(t, f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} s(u+\tau) s^*(u) \psi(t-u, \tau)e^{-j2\pi f\tau} du d\tau
\]  

(4)

Where \(\psi(t, \tau)\) is the kernel function of BJD

\[
\psi(t, \tau) = \begin{cases} 
1/|\tau| & |\tau| \geq 2|t| \\
0 & |\tau| < 2|t|
\end{cases}
\]  

(5)

Sampling the signal \(s(t)\) composed of \(M\) components and taking the time window with length of \(2L+1\), the frequency distribution \(C(t_0, k)\) of the signal \(s(t)\) at time \(t_0\) can be obtained by using BJD:

\[
C(t_0, k) = \text{BJD}(t_0, k) = 2 \sum_{m=-L}^{L} \sum_{n=-\infty}^{\infty} (t_0+nT_s+mkT_s)^+ (t_0+nT_s-mkT_s) \psi_0(-n, 2m)e^{-4\pi km/N}
\]  

(6)

Where, \(T_s\) is the sampling period, \(N\) is the number of sampling points of the digital frequency in the frequency domain, and \(\psi_0(n, m)\) is the discrete kernel function of BJD,

\[
\psi_0(n, m) = \begin{cases} 
1/|m| & |m| \geq 2|n| \\
0 & |m| < 2|n|
\end{cases}
\]  

(7)

By using the multi-peak detection method [10] for the frequency distribution \(C(t_0, k)\) of signal \(s(t)\) at time \(t_0\), the instantaneous frequency \(k_1, k_2, \ldots, k_M\) of the \(M\) signal components at time \(t_0\) can be obtained.

According to the above analysis, the \(N\)th element output of the linear array at time \(t_0\):

\[
x_n(t_0) = s(t_0 + nT_s)
\]

is substituted into equation (6) to obtain:

\[
C(t_0, k) = 2 \sum_{m=-L}^{L} \sum_{n=-\infty}^{\infty} x_{n+m}(t_0)x_{n-m}^*(t_0) \psi_0(-n, 2m)e^{-4\pi km/N}
\]  

(8)

In the formula (8), if set

\[
S(m) = 2 \sum_{x=-L}^{L} x_{n+m}(t_0)x_{n-m}^*(t_0) \psi_0(-n, 2m)
\]

we can get:

\[
C(t_0, k / 2) = \sum_{m=-L}^{L} S(m)e^{-2\pi km/N}
\]  

(9)
The formula (8) and (9) show that \( C(t_0,k/2) \) can be obtained by the FFT transformation of \( N \) points by the vector \( \{S(m)\}_{m=-L}^{L} \), and \( C(t_0,k) \) is the frequency distribution curve of the multi-component signal \( s(t) \) at time \( t_0 \). Using the multi peak estimation algorithm [12] for \( C(t_0,k/2) \), we can get the twice digital instantaneous frequency \( k_i \) of the M component signals at time \( t_0 \), \( i = 1,\cdots,M \). Since the sampling signal of \( 2L+1 \) point is expanded to \( N \) point for FFT transformation, the corresponding unit quantity of \( k_i \) in frequency domain is \( f_s^{(i)}(\theta_i)/N \), and the instantaneous frequency corresponding to \( k_i \) shall be \( k_i f_s^{(i)}(\theta_i)/N \). The instantaneous frequency extraction process based on BJD can be composed of the steps shown in the Figure 2.

![Figure 2. IF extraction based on BJD](image)

The digital instantaneous frequencies \( \{k_i\}_{i=1}^{M} \) of the M signal components obtained by the spatial sampling contain the arrival angle information of each component signal. So we can calculate and estimate the arrival angle \( \theta_i \) of each signal source by comparing the instantaneous frequency at the same time.

### 4. AOA Detection Based on the Instantaneous Frequency Comparison

In order to obtain the arrival angle \( \theta_i \) of each spatial signal source, the actual instantaneous frequency \( f_i(t) \) of each component signal \( s_i(t) \) must be obtained. We can analyze the output signal of any array element in time domain. Set the output signal of the reference array element as \( s(t) \). Using the signal processing process shown in Figure 3, the instantaneous frequency \( f_i(cT_s) \) of each component signal at time \( cT_s \) can be obtained through the short-time signal sampled in the time domain.
In Figure 3, \( T_s \) is the sampling period of the signal after mixing, and \( f_s \) is the sampling frequency. The number of the sampling signals selected is \( 2L + 1 \), which is equal to the number of the array elements. When the sampling time of the array signal is \( t_0 = cT_s \), the digital instantaneous frequency \( k_i \) of each component signal at \( t_0 \) time can be obtained by using the short-time signal sampled in spatial domain. For the same signal source \( s_i(t) \) at the same time \( cT_s \), the instantaneous frequency obtained by spatial sampling signal and temporal sampling signal should be equal. Therefore, the following formula is established:

\[
k_i \frac{f_s(t_i)(\theta_i)}{N} = f_i(cT_s)
\]

Therefore, from the formula (3), the arrival angle \( \theta_i \) of the signal can be calculated according to \( f_i(t_0) \),

\[
\theta_i = \arcsin \left( \frac{k_i c}{N f_i(cT_s)} \right)
\]

The experimental results show that the error \( \Delta \theta \) of the DOA estimation is mainly affected by the length of the array elements and the quantization error \( \Delta f_s \) of the digital frequency in the frequency domain. In addition, the incident angle \( \theta_0 \) of the signal also affects \( \Delta \theta \) to some extent. For the spatial signal of the incident angle \( 0^\circ < \theta_1 \leq 90^\circ \), a large number of sampling points \( N \) in the frequency domain is used in the time-frequency transformation process of the instantaneous frequency extraction, and the number of linear array elements is increased appropriately, which can achieve satisfactory results.

5. EXPERIMENT AND ANALYSIS

Exp.1 It is assumed that there is a LFM signal \( s_1 \) and a single frequency signal \( s_2 \) whose incident angle changes at a constant speed with time in the airspace. They are incident at angles \( \theta_1 \) and \( \theta_2 \) on a symmetrical uniform linear array with \( L+1 \) elements. Where \( s_1(t) = \exp(j2\pi(f_1t + 0.5at^2)) \), \( s_2(t) = \exp(j2\pi f_2t) \), \( f_1 = 520\text{MHz} \), \( f_2 = 650\text{MHz} \), \( a = 100\text{MHz/s} \), \( \theta_1 = 30^\circ \), \( \theta_2(t) = \theta_0 - bt \), \( \theta_0 = 40^\circ \).
b = 5°/s , the element interval d = 0.1m , Intermediate frequency \( f_I = 500\text{MHz} \), sampling frequency \( f_s = 600\text{MHz} \), Sampling points in the frequency domain \( N = 10000 \). In the noise environment with SNR of 0dB, we use the proposed method to take different linear array element length \( L \), and carry out the detection simulation experiment on the arrival angle and instantaneous frequency of \( s_1 \) and \( s_2 \). The results are shown in Figure 4 and Figure 5.

![Figure 4. AOA estimation of \( s_1 \) and \( s_2 \)](image)

![Figure 5. IF estimation of \( s_1 \) and \( s_2 \)](image)

It can be seen from Figure 4 and Figure 5 that in the noise environment with low SNR , the detection and comparison of instantaneous frequency of the spatial sampling signal and the time-domain sampling signal can analyze and judge the change of the instantaneous frequency and the arrival angle of each signal component in the spatial multi-source signal with the time. The estimation accuracy of the instantaneous frequency and the angle of arrival can be improved by increasing the array element number of the linear array, because with the increase of the sampling signal window length, the time-frequency aggregation performance of BJD distribution is also enhanced.

Exp.2 In order to study the influence of noise on the detection results, it is assumed that there are single frequency signal \( s_1 \) and LFM pulse signal \( s_2 \) in the airspace. \( s_1 \) and \( s_2 \) are simultaneously incident on the symmetrical uniform linear array with \( L+1 \) elements at angles \( \theta_1 = 30^\circ \) and \( \theta_2 = 40^\circ \) respectively. We have simulated the instantaneous frequency and angle of arrival of signal \( s_1 \) and \( s_2 \) at time \( t = 0 \). Where \( s_1(t) = \exp(j2\pi f_I t) \), \( s_2(t) = \exp(j2\pi(f_I + 0.5b^2 t^2) t) \), \( f_I = 600\text{MHz} \), \( f_2 = 550\text{MHz} \), \( b = 100\text{MHz/μs} \), \( d = 0.1\text{m} \), \( f_I = 500\text{MHz} \), \( f_2 = 600\text{MHz} \), \( N = 10000 \). Take the number of array elements as \( L = 50 \) and \( L = 100 \), and carry out 100-200 Monte Carlo experiments in each noise environment. Figure 6 and Figure 7 show the curve of RMS error of the arrival angle and the instantaneous frequency estimation varying with SNR.
It can be seen that the RMSE of the estimation method for the angle of arrival and the instantaneous frequency of the signal basically shows an exponential decay trend with the increase of the SNR. The increase of the number of array elements $L$ can significantly reduce the error of the angle and frequency estimation when the SNR is low. It can also be seen from the figure that the estimation errors of the single frequency signal $s_1$ and the LFM signal $s_2$ do not differ greatly in the same case. This shows that the estimation method of the angle of arrival and the instantaneous frequency based on the BJD is not obviously affected by the time-frequency characteristics of the signal.

6. CONCLUSION

Based on the spatial sampling model of the linear array antenna for the incident signal, this paper proposes a method to detect the arrival angle and the instantaneous frequency parameters of the spatial multi-source signal by the digital signal processing using the Born Jordan distribution which has good time-frequency aggregation characteristics and cross term suppression ability. The method realizes the estimation of the angle of arrival by means of the instantaneous frequency comparison, and reduces the computation of time-frequency spatial spectrum estimation. This method maintains the noise suppression ability of the second-order time-frequency distribution, and is not affected by the time-frequency characteristics of the incident signal. The simulation results show that the method has not only a good real-time performance, but also maintains a strong noise suppression ability.
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ABSTRACT

Smart grids are evolving towards intelligent electricity grid where the operation of systems is distributed and automated. Technical solutions to achieve these future needs are proposed using blockchain with smart contracts in many studies, where smart contracts enhance automation. Fundamentally smart contracts will increase security because of their distributed nature and since it inherits the security of blockchain. However, smart contracts are software components, which have special features like the unstoppable nature of applications and may use special languages like Solidity. Our aim in this paper is to get a holistic review in the smart contract life cycle, what potential new vulnerabilities and threats will they introduce and how can they be prevented, and what smart contract specific issues programmers should focus on. We also propose a future direction to achieve more secure smart contracts in smart energy systems.
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1. INTRODUCTION

As the energy industry develops towards smart and micro grids, where a large amount of energy producers and consumers interact with each other using heterogeneous devices. These new activities require new and economically viable solutions for trustworthy communication between the devices and trading of energy and storage capacity. A solution of the trading has been proposed to utilize blockchains and smart contracts [1],[2],[3],[4].

Smart contracts can help solve multidimensional problems related to achieving and securing the integrity and reliability of distributed, complex energy events and information exchange, as well as systems optimization. Blockchain-based smart contracts help eliminate the need for third parties to build mutual trust between different parties and enabling automation facilitating the deployment and commercialization of decentralized energy transactions and exchanges, both in terms of energy flows and financial transactions [5],[6].

Recently there have been many broad reviews concerning the use of blockchain in future smart grids analysing the applicability of blockchain technology [7] and identifying possible applications of blockchain in smart grid [8]. There have also been numerous studies covering the analysis of the security threats and vulnerabilities of smart contracts [9],[10],[11], some of which have been concerned with machine learning detection [12]. The vulnerabilities are strongly
dependent on the construction and implementation of specific systems and thus depends on the case. For instance the public and private blockchains differ from each other in terms of permission to participate, access to the network and consensus methods. In the public blockchain everybody is permitted while in the private blockchain permission is granted only to specific user groups. Public blockchains such as Ethereum use proof of work (PoW) that is a probabilistic consensus algorithm, in the Ethereum virtual machine environment while private blockchains such as Hyper Ledger Fabric use Raft, which is a deterministic consensus algorithm, in the docker container environment. Many existing papers study Ethereum-based approaches, whereas in this paper we try to form a more holistic overview based on the smart contract life cycle. Our focus is more on what secure improvements and new threats the smart contracts will bring and estimate the risk level of threats and how to prevent them.

This article is organized as follows. In section 2 we describe smart contracts, their features and benefits. Section 3 provides an overview of past studies promoting smart contracts in smart energy systems. Section 4 presents what new threats are posed by smart contracts during their life cycle, including their potential damage and risk and generic means to prevent the aforementioned threats. In section 5 we discuss the future directions on how to achieve more secure smart contracts and finally, we conclude the article in section 6.

2. SMART CONTRACT

A smart contract is a program component attached to a blockchain. As such, the program component is not smart and may not even be a contract, but only code that performs some pre-programmed tasks. The smart contract related software code is connected to the blockchain, which guarantees the integrity, i.e., that the program code has not been altered after the connection. This provides code that the various parties can rely on when the code is executed. The basic features of the smart contract are the following:

- It is stored in a blockchain
- It can be checked by everyone and the operating logic and results are visible to everyone
- It can no longer be changed after it is in the blockchain
- Its operation “cannot” be blocked and the results “cannot” be modified
- It performs the functions assigned to it, programmed automatically and always in the same way, i.e. certain input values always produce the same output result.

In the cybersecurity environment, the smart contracts are connected to the blockchain and the blockchain is connected to cloud services as depicted in the figure below (fig1).

![Figure 1. The cybersecurity environment of smart contract.](image-url)
Because the smart contract is connected to a blockchain, its security is substantially affected by the security of the blockchain and how the blockchain implementation has been done. The following questions are important when determining the security and risk level of the smart contract and the blockchain "platform": What are the transaction consensus mechanisms? How decentralized is the blockchain, in other words, what is the number of “block approvers”? Is it a private or public blockchain? One of the basic principles of the blockchain and also the smart contract is that they operate in a decentralized manner, thus avoiding a single point vulnerability, which would exist in a centralized system. Therefore, an essential part of blockchains and thus also smart contracts for information security is how effectively the decentralization has been implemented. The benefits of using a smart contract linked to a blockchain include the following: Increased security based on decentralization and the inherited security of the blockchain, ability of building mutual trust between unknown parties, automation of contract-based functions like sales, outlets, approval chains, material, product and quality monitoring, and eliminating the need to use trusted third parties, see fig 2.

The security of blockchain is based on cryptography where every new block contains a cryptographic hash code generated from the block itself and the previous block. Thus if some malicious third party wanted to create a fake block, they would need to change both the hash code of the previous and the current block, which in practice means that all hash codes of the blockchain would need to be changed. This is difficult to do at a limited time before a new block is accepted and when the blockchain is long enough as it will be in a normal case.

![Diagram of the benefits of smart contracts](image)

Figure 2. The benefits of smart contracts.

Mutual trust between participants is commonly based on the knowledge that information hasn’t been modified after it has been saved in the blockchain (integrity) and secure consensus mechanisms guaranteeing that the saved information is mutually accepted and any cheat attempt is detected and excluded.

Basically the smart contract is small program, like any other conventional program and can be programmed to consist of any functions like sales, web shops, approval chains, material, product and quality monitoring, which automate the process. Because the smart contract is connected to
a blockchain, it cannot be modified after implementation and it will always return exactly the same output to a certain input. There will be no additional need of monitoring the results or acceptance by a third party.

We can use the blockchain to form a digital identity for persons, devices and software. When all actors of a system have a digital identity it will be easier to manage resources and devices as well as make maintenance operations in the security point of view. With smart contracts maintenance activities like software updates and resource provisioning can be done automatically.

3. USE OF SMART CONTRACTS

The exploitation of smart contracts and smart grid technologies in the energy sector has been extensively studied and several test environments have been made in connection with the subject [13],[14].

In the energy networks of the future, smart grids and micro-networks, one challenge is to create an economically viable and efficient trading place between the parties connected to the grid. Challenges include among others:

- How to build trust between different actors?
- How are privacy and security issues handled?
- How to make the system work as automatically as possible?
- How to make the system work as efficiently and economically as possible?
- How to optimize energy production, using and storing?

As a solution to the challenges, an online store based on blockchains and smart contracts has been proposed, where the sale and purchase of energy can be done automatically between the parties connected to the grid [1],[2],[3],[4]. We could also create a similar system which includes only the electricity producers and consumers and where sales are automated through smart contracts without a separate sales agency.

In the energy networks of the future, one challenge will be how to charge electric cars economically. A solution to the problem has been proposed to use smart contracts in order to reduce power variation and charging costs [15],[16]. In addition to selling and buying energy, the marketplace could sell storage capacity such as electric car batteries and household energy storage capacity [4],[17].

Similarly, automated mechanisms based on smart contracts can be created for the management and maintenance of equipment, which alert on equipment failures and allocate the cost of maintenance measures according to a service contract taking into account, for example, warranty periods, the cause of the fault and the time taken for maintenance [17].

Solutions based on smart contract security can increase the security and resilience and prevent cyberattacks on distributed network devices, network peripherals, and related infrastructure [6].

When secure digital identity and remote attestation support is formed based on blockchain technology [18] many operations and functions of a system can be automatised and it also allows the development of new services. These services can among others be warranty follow-up, covering following up the operation time, operation conditions and interruptions of a specific device and providing automated maintenance services and compensations according to the smart contract. Furthermore when devices can be identified we can include automatic provisioning to the system, software updates, calibration, certificate verification and data source
identification. Based on blockchain technology the online store can be established for sale and purchase of energy, energy storage and devices, that uses smart contracts for automatised functionalities. Fig 3 presents the different possible functions which may be automatised with smart contracts.

![Diagram of smart contract functionalities](image)

**Figure 3.** The exploitation of smart contract in the smart energy sector.

4. **Threats to Smart Contracts**

Smart contracts are connected to blockchains that act as a cloud service on virtual machines. As a result, smart contracts face the same threats as cloud services and blockchains. In addition, the smart contracts themselves introduce their own threats to the system. This study does not address the threats to cloud services and blockchains, but only what additional threats are posed by smart contracts.

In fig 4 we present the life cycle of smart contracts which consist of creation, deployment, execution and termination. During the creation phase participants negotiate and make mutual agreement on the content of the smart contract. When the content is clear the smart contract can be designed, programmed, tested and verified. Because the programming work may be demanding due to strange programming languages and syntax, accurate testing is critical in terms of security and operation of smart contract. After verification the contract will attached and stored in the blockchain. During the execution of a smart contract there will be injected input values to the contract, which produce output values. If the contract is unbroken the same input values must provide always same output values. Finally there is a need to design and implement how to terminate the smart contract in a controlled manner, because the code will never disappear in a blockchain.
During the life cycle of a smart contract, the creation-deployment-execution-termination process is subject to various threats. The realization of the smart contract threats is primarily influenced by the chosen blockchain platform such as the decision between private or public blockchain and its implementation, i.e., how well the code is tested. In terms of the extent of the damage, it largely affects what the smart contract does, e.g., how many users does the contract have, and how long the attack proceeds before the system can be repaired. Preventing smart contract related threats may include smart contract, blockchain, and data integrity. We will discuss more about the accuracy of different threats, their damages and risk and how to prevent them in the next chapters.

4.1. Creation

**Threat:** In the creation phase a programming error in a smart contract can be either intentional, accidental or due to a security bug in the programming environment [19],[20].

**Damage and risk:** The error can cause the smart contract to malfunction, enable a security breach, or cause operational disturbance of the blockchain. The error risk increases, when the source code is not available or it lacks a well-known language like Solidity which have familiar-like syntax, but in the semantics level there can be significant differences. Obviously the risk level of programming errors will depend on the competences of programmers and testing processes. In general we assumed the risk of errors to be between low and middle, where low risk represents using well known languages and middle risk not so well known ones. Some examples of attacks have been discussed in [21].

**Prevention actions:** Smart contracts should be carefully tested before commissioning and the first implementations should be done with a smaller test group. The idea is to use techniques and tips which are available [7],[8] and use programming languages/methods which support good human readable source code when they are available [9],[12]. The correctness of the contract can be tested with many tools [11],[22],[23] and methods [26]. Furthermore there are many tools for analysing the vulnerability of smart contracts [16],[22].

4.2. Deployment

**Threats:** During deployment the smart contract cannot be approved, which is due to attack, e.g., distributed denial-of-service (DDoS), against the blockchain. As a result deployment of the smart contract is not possible. Another possible threat is as a result of the attack against the blockchain, when the attacker modifies an existing smart contract or installs his own smart contract. As a result of the attack, a false or erroneous smart contract will be used. An example of these attacks is decentralised autonomous organisation (DAO)-attack, where an erroneous smart contract is used to steal crypto currency ETH [22]. A possible method to change the smart contract in the blockchain that is based on work of proof or same kind of consensus is, if attackers, i.e. poll, have enough computing power to solve the nonce fairly quickly, create two or more consecutive blocks and then propose and accept their own malicious smart contract into the blockchain.
**Damage and risk:** The first attack will prevent the start of activities related to the smart contract, like trading whereas in the second attack the smart contract doesn’t work properly and will do incorrect things. The risk of attacks like DDoS depends among others on how distributed the implementation or how protected the network is. In general the public blockchain can be assumed as more distributed and therefore more protected than the private one. However, private blockchains have a better control over access and network operations and in that sense the private chain can be considered to be safer against DDoS attacks than the public one.

Generally we assume the risk of DAO attack to be similar to the risk of a programming error and it will depend on a case basis on what kind of a blockchain platform is used and what are the specific vulnerabilities of that platform. However, we generally assume private blockchains to be safer against DAO kind of attacks, because the operations in blockchain can be more restricted and authenticated, which is not the case in public blockchains. This is because public blockchains are managed by the community whereas private blockchains management is limited and more controlled by a pre-selected group and therefore the recovery from an attack will be faster and easier when compared to the public chain.

Because private blockchains can be more controlled and better monitored we assume that it may react to both the DDoS and DAO type of attacks faster than public blockchains, which means that the potential damage will be smaller.

**Prevention actions:** One should use sufficiently distributed and fast blockchain platforms to prevent DDoS type attacks. Private chains can use fast consensus algorithms and mechanisms and are therefore often faster than public ones. In order to prevent DAO type attacks, monitoring the operation and integrity of smart contracts should be implemented and the blockchain itself should include control programs [23]. Private blockchains have better access and more strict operational control, which is missing from public blockchains.

**4.3. Execution**

**Threats:** During the execution, slowing down the operation of a blockchain by an attack may result in a slowdown or total blocking of smart contracts. Another attack affecting the result of the smart contract may be initiated either by changing the initial input or output values which results to an incorrect result.

**Damage:** The first attack will prevent or slowdown activities related to the smart contract for instance in trading. The actual damages will depend on the tasks of the contract and how efficient the attack is. We assume the risk of this attack being low, but the risk will increase by poor design and/or implementation of the blockchain. In case of an attack manipulating either the input or output values of the smart contract, results into the smart contract not working properly and therefore producing wrong results. In this case the smart contract will be missing sufficient integrity of the input or output values. In general we argue that the case where integrity needs to be improved afterwards, the operation will be much easier in the private than the public chain, because the public blockchain forms a rather loose community which does not have any easy means to make any required updates at once.

**Prevention actions:** The efficiency of the DDoS attack will mainly depend on the distribution level of blockchain implementation and in general the public blockchain can be assumed more distributed and therefore more protected than the private chain. However, the efficiency of DDoS attacks will affect also the privacy of the operational pace of blockchain. In this case the private blockchain consensus algorithms and therefore the operations can be made faster than in the public chain. We argue that private blockchains which often are faster, have better control with
regards to the access and operation control than public chains. Therefore it can be assumed that private blockchains will be safer against DDoS attacks than public blockchains.

To prevent the integrity and data modification attacks, there is a need to monitor the contract activity, to have input and output data encryption and integrity control programs. Flow control and interaction of other smart contracts can be monitored among others using graph-based analysis and path-searching [24]. We argue that since private blockchains may form a more controlled environment, they can be considered to be safer and the responses to attacks are faster than in public chains and therefore the potential damage might have smaller influence.

4.4. Termination

**Threat:** Due to the attack against the blockchain or the programming error, the smart contract cannot be terminated at the desired time.

**Damage:** Influencing the expiry date of an intellectual property contract results into the contract activities being terminated too early or too late. We assume that in general there is a low risk of the termination threat, which depends on the termination process and its implementation.

**Prevention actions:** Influencing the expiry date of an intellectual property contract is planned in such a way that the termination process of the contract takes into account any possible attacks. We argue that in general detecting the attack and fixing any issues is faster in private chains than public ones, because the private chains have a more controlled environment.

5. **Future Directions to More Secure Smart Contracts**

Based on previous chapter most of the attack sources are not platform issues but result from smart contract programming errors. One possible means to prevent any errors is to develop smart contracts using simple programming languages, which are often considered non-touring complete [26]. Another means to prevent errors is using integrated development environments, where the operations that are not vital or even harmful in the security point of view -like recursion - are removed or prevented. In case of the smart grid domain, we should conduct an extensive study on what kind platform(s) [26] and language(s) [26], [27] will be used and what tasks the smart contracts are intended to do. If smart contracts need operations like interconnection with other smart contracts or the use of random number generators, time stamps, which must be update identically to all distributed apps, we must study how this can be done in a secure way so that we can keep the apps consistent during an attack. Similarly when smart contract is connected with AI deep learning, we need to take care that all smart contracts have the same data input all the time to maintain the consistency of the contracts.

6. **Conclusion**

As energy networks will become increasingly complex towards smart and micro grids, new solutions will be needed for their management in an efficient, economical and secure manner. One proposed solution has been to utilize blockchains and smart contracts. The exploitation of both technologies has been extensively studied in the energy sector and several test environments have been made in connection with this subject. The possibilities of blockchains and smart contracts are wide in the energy networks of the future, and several solution options have been presented for their utilization. Since the security depends on the implementation, we might obtain a more accurate picture of the security of the different solutions by making small scale test platforms of the most interesting use cases both in the laboratory and the real environment. In
parallel to this testing work we should also study what tasks smart contracts need to do and develop programming tools, languages and environments, which enable secure programming methods, that minimise the possibility of harmful operations. When taking into account the critical nature of energy services, where good cybersecurity is an uttermost important property, our recommendation is to start blockchain implementations with private blockchains, because they are more manageable and secured environment than public chains.
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ABSTRACT

Blockchain has recently taken off as a disruptive technology, from its initial use in cryptocurrencies to wider applications in areas such as property registration and insurance due to its characteristic as a distributed ledger which can remove the need for a trusted third party to facilitate transaction. This spread of the technology to new application areas has been driven by the development of smart contracts – blockchain-based protocols which can automatically enforce a contract by executing code based on the logic expressed in the contract. One exciting area for blockchain is higher education. Students in higher education are ever more mobile, and in an ever more agile world, the friction and delays caused by multiple levels of administration in higher education can cause many anxieties and hardships for students as well as potential employers who need to examine and evaluate student credentials. Distance learning as a primary platform for higher education promises to open up higher education to a wider range of learners than ever before. Blockchain-based storage of academic credentials is being widely studied due to the advantages it can bring. As with any network-based system, blockchain comes with a number of security and privacy concerns. Blockchain needs to meet several security-related requirements in order to be widely accepted: decentralization; confidentiality; integrity; transparency; and immutability. Researchers have been busy devising schemes to ensure that such requirements can be met in blockchain-based systems. Several types of blockchain-specific attacks have been identified: 51% attacks; malicious contracts; spam attacks; mining pools; targeted DDoS attacks; and others. Real-world attacks on blockchain-based systems have been seen on cryptocurrency sites. In this paper, we will at look at the specific privacy and security concerns for blockchain-based systems used for academic credentials as well as suggested solutions. We also examine the issues for academic credentials which are stored “off-chain” in such systems (as is often the case).
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1. INTRODUCTION

The blockchain idea was introduced in a paper published by Satoshi Nakamoto [1] and deployed in the bitcoin cryptocurrency the following year. Blockchain is an open, distributed ledger that can efficiently record transactions between two parties in a verifiable and immutable (permanent) fashion without the need for a trusted third party (disintermediation).

Bitcoin employs a peer-to-peer architecture and relies on proof-of-work, a piece of data which is time consuming and computationally complex to produce, but which is easy for others to verify (via “miners” who are rewarded with bitcoin for this computational work) and which satisfies...
certain requirements as a consensus mechanism. Consensus mechanisms allow for the correctness or "truth" of a transaction to be confirmed (depending on a set of rules) when multiple distributed actors perform transactions, and some of those actors may be untrustworthy. Subsequent developments have allowed blockchain to be programmed (via smart contracts) to trigger transactions automatically [2]. Transactions can cause code implementing rules which are part of the blockchain to be run, through these blockchain can lead to what have been called Distributed Autonomous Organisations (DAOs).

As a foundational technology, blockchain has been used or proposed in many application areas besides cryptocurrencies [3] including the banking sector [4], land registration (especially in developing countries) [5], the insurance sector [6], and electronic voting [7]. Alternative consensus mechanisms (such as proof of stake and mechanisms based on Byzantine Fault Tolerance) have been developed as well as alternative architectures (e.g. client-server).

In this paper, we will at look at the specific privacy and security concerns for blockchain-based systems used for academic credentials as well as suggested solutions. For further study on blockchain in higher education, [8], [9] (related works section of this work), and [10] will be helpful. We also examine the issues for academic credentials which are stored “off-chain” in such systems (as is often the case).

2. BLOCKCHAIN IN HIGHER EDUCATION

In this section we will take a brief look at a few representative projects in the application of blockchain technology in higher education.

A number of researchers have explored the use of blockchain to store university grades, i.e. university transcripts. A group at the University of Glasgow has developed a functional prototype for storage of student grades at the institution [11]. The platform chosen was Ethereum, hence it was built on a public blockchain. Based upon an exploratory, qualitative evaluation the authors found several tensions between the concepts of a university as an organization and of distributed autonomous organizations (DAOs) in Ethereum. Another project with a prototype implementation is [12], where a private BigChainDB blockchain is used for storage of student transcripts (not grades within a course as in the previously described research, though). Initial results were reported to be promising. Mahamatov et al.[13] describe a prototype implementation of a university transcript system using an Ethereum private blockchain and ERC-20 tokens (a standard for tokens, which are needed to carry out smart contracts, on Ethereum) on that blockchain. Students are able to read their grades, while professors and administrative personnel can record grades.

EduCTX [14] is an ambitious project for the development of a higher education credit platform based on the European Credit Transfer and Accumulation System (ECTS), a framework which has been approved by the EU. The decentralized higher education credit and grading system can offer a globally unified viewpoint for students, higher education institutions, and other potential stakeholders such as prospective employers. A prototype implementation has been built on the ARK blockchain platform [15]. ARK is a public blockchain, but the authors transformed it into a private (permissioned) one by taking advantage of the flexible nature of ARK to change the parameters of the DPoS (delegate proof of stake) consensus algorithm used. Logic to ensure the validity of transactions on the blockchain has been defined. ECTX tokens represent credits that students gain for completing courses (analogous to the way that ERC-20 tokens are used in [13]). The authors will use the prototype system firstly at their home institution, the University of Maribor, and then at a select set of institutions of higher education. They anticipate that this or a
similar system could potentially evolve into a unified, simplified, globally ubiquitous higher education credit and grading system.

A more theoretical investigation is given by [16] in which the architecture for the Disciplina platform for student records is described and an analysis of the main issues arising from storing student records in a blockchain is given. Their platform incorporates both private blockchains (maintained by individual institutions of higher learning) and public blockchains, managed by “Witnesses” who witness the fact that a private block was produced by a valid institution. A good, theoretical discussion of the problems of privacy, provability, and data disclosure in this context is given.

Besides traditional transcripts, blockchain is also being used or proposed for various alternative types of educational credentials. Blockchain enables permanent authentication and storage for a myriad of alternative credentials made up of diverse microcredentials, nanodegrees, MOOCs, and certificates/badges from various types of training programmes. These credentials can then be directly controlled and managed by users [17].

Among the most well-known of higher education blockchain projects was that at MIT’s Media Lab which created blockcerts, a mobile app for educational credentialing built on Bitcoin [18]. At the Open University, researchers have developed the OpenLearn system built on the Ethereum public blockchain which awards OpenLearn badges for completing sections of a course and passing assessments [19]. The creators of that system have also developed a blockchain project to create a permanent distributed record of intellectual effort and associated reputational reward that instantiates and democratises educational reputation beyond the academic community. Blockchain for Education [20] is another prototype system supporting the storage, retrieval and verification of certificates via blockchain technology. Certificates are an important means of proving lifelong learning achievement in today’s environment, however they are susceptible to forgery. Blockchain helps to solve this problem. The prototype system uses Ethereum and its smart contracts to manage identities of registered certificate authorities and the hashes of certificates which are stored in a separate, centralized document management system, while the profile information of certificate authorities is stored using the Interplanetary File System (IPFS) distributed file system. Storing data off the blockchain allows it to be be deleted as is required, for example, by the European General Data Protection Regulation (GDPR) for personal information.

Other uses of blockchain in higher education have also been contemplated, including motivation, assessment, advising, etc. [21]. A prototype system for a blockchain based learning analytics platform built on Ethereum has been proposed as well [22].

3. Security and Privacy Issues in Blockchain

A number of different types of security problems have been noted in blockchain. In this section, we survey a few of these and how they relate to blockchain in education.

3.1. 51% Attacks

Blockchain relies on a distributed consensus mechanism such as proof of work (PoW) in order to establish trust. Unfortunately, the consensus mechanism is itself vulnerable to a 51% attack. This occurs when a single malicious miner or mining pools controls more than 50% of the total hashing power of the entire blockchain [23]. The malicious miner who controls this much hashing power has basically unlimited power to manipulate and modify the blockchain.
information including reversing transactions, changing the ordering of transactions and blocking transactions from being verified. A mining pool for the Bitcoin blockchain at one time reached 42% of hashing power before miners dropped out of the pool in order to stop a 51% attack from becoming possible [24].

51% attacks require a large investment in computing power and coordination in order to be carried out. While the effort might be worthwhile for the monetary gain associated with blockchains used for cryptocurrencies, for large public blockchains the effort will probably not be worthwhile for the advantages to be gained by manipulating educational credentials, unless some group wants to corrupt all of the credentials for an institution (for example), not just those of a single student. It is not to be discounted, though, that such corruption could occur as collateral damage from a 51% attack aimed at some other, more remunerative target.

3.2. Malicious Contracts

Ethereum is an open-source, public, blockchain-based distributed computing platform and operating system featuring smart contract (scripting) functionality [25]. Users of the Ethereum platform are ‘pseudo-anonymous’ and a single user can have multiple accounts under multiple cryptographic identities. It has been shown [26] how ‘criminal smart contracts’ can facilitate leakage of confidential information, theft of cryptographic keys, and various real-world crimes. Atzei et. al, [27], have presented a taxonomy of vulnerabilities of smart contracts in Ethereum including such vulnerabilities as stack overflow, exception disorder and unpredictable state. Various countermeasures to these malicious contracts have been proposed, including malicious contract detection using supervised learning [25].

For higher education blockchain, likely the most serious threat from this type of attack is the leaking of private credentials. However, it is also possible that a malicious contract exploiting the vulnerabilities identified above might falsely update a student’s credentials, corrupting them.

3.3. Sybil Attacks

In a Sybil attack, a single adversary controls many nodes in a system by creating numerous fake identities in order to gain a disproportionately large influence [28]. A defense against Sybil attacks can rely on validated identities issued by a trusted authority. The requirements for agents to present a trusted identity conflicts with the need for permissionless open membership, though. An example of a blockchain development to defeat Sybil attacks is TrustChain [29] which includes a novel Sybil-resistant algorithm NetFlow to determine the trustworthiness of agents in an online community.

3.4. Eclipse attacks

An eclipse attack will allow the attacker to monopolize all of the victim’s connections – both incoming and outgoing [30]. This will isolate the victim from other users on the network. The attacker is able to filter the victim’s view of the blockchain or to cause the victim to waste computing power on obsolete views of the blockchain. The attacker is also able to use the victim’s computing power to conduct its own malicious acts. In the context of education blockchain, a student might prevent a potential employer from having a complete view of all of the student’s credentials.
4. CONCLUSIONS

Blockchain has been increasingly accepted in higher education as an alternative for the storage of academic records. A systematic literature review [10] shows that interest is continuing to grow, with the peak of interest occurring in the last complete year surveyed - 2020. The main advantage of blockchain in this context is that the records are not under the control of several institutions or of a centralized third party.

The current approach has each academic institution maintaining its own records, and students having to collect records from each institution they attended in order to present them to prospective employers. This system is both slow and costly (for students – institutions may make money by charging for the release of academic records). Blockchain solves the problem of speed (in addition to taking the records out of the hands of the institutions, as noted above). Some cost is associated with blockchain, however, much of that cost can be borne by prospective employers who carry out transactions on the blockchain in order to have access to academic records.

An alternative approach could be to have a trusted third party hold all of the academic records, but then we still have the problem of trust. Not all countries have an institution worthy of trust, and even in those that do, not all students may trust them (no universally trusted institution). Blockchain does not require a trusted third party, so it solves this problem.

As was seen in the descriptions of the types of attacks in the previous section, many of the attack strategies require obtaining large amounts of computing power in order to be effective. Such an attack may be considered worthwhile in the cryptocurrency application of blockchain, but in the education sector, no such financial incentive is apparent for attacks on a single student’s credentials. Possibly the blackmailing of a large institution poses more of a threat, though given the higher payoffs available to criminals in other blockchain areas, that is still rather farfetched. The threats associated with malicious contracts seem to be more of concern in educational blockchain, since they may corrupt educational credentials.

Given the high cost of storing data on the blockchain, it is likely that educational transcripts themselves will be stored off the blockchain, with only the credentials needed to access and verify them being stored on the blockchain. One popular mode of storing data off the blockchain is to use the InterPlanetary File System (IPFS). IPFS is a peer-to-peer distributed file system, so its architecture and management style is a good match for blockchain-based architectures. For examples of the combination of blockchain and IPFS, see [31], [32] for the use in storage of electronic medical records, and [33] for the use in the automotive insurance sector.

In any case, it will be necessary for users of blockchain-based educational credential systems to keep up to date with the latest security issues in the blockchain area in order to guard against attacks, since those attacks, and the defences against them, are continuously evolving.
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ABSTRACT

This paper is aimed at studying the factors influencing the implementation of blockchain in supply chain management to solve the current issues faced in the supply chain ecosystem. Supply chains are part and parcel of every business and have multiple inefficiencies in the system. Some of these inefficiencies can be managed by usage of blockchain Platform .Technology, intracompany synergies, intercompany collaboration, extrinsic factors, and innovation are critically evaluated for adoption of blockchain in supply chain. A pilot study is conducted in form survey for analysis of these factors. Hypotheses are derived for these factors for quantitative research. Subsequently these hypotheses are examined with the help of ADANCO2.3 for structural equation modelling. As an outcome, it is evident that Innovation and Extrinsic factors are significantly impacting the adoption of blockchain in supply chain management.
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1. INTRODUCTION

In today’s world, Supply Chain management has grown into an intricate network of suppliers and partners. It faces a myriad of challenges such as fraudulent transactions, non-traceability of genuine products, counterfeit products, unethical practices of using child labour and many others, resulting in a lack of transparency and trust issues amongst stakeholders. In this paper, blockchain technology is analysed to manage the current issues of Supply chain management. This paper is concluded by laying out research framework for studying the adoption of blockchain technology in Supply chain environment. Based on the literature survey, research problem and question are derived. Based on the research question, the research objective is framed to provide the direction for the studies.

1.1. Research Problem and Question

Below research question is framed based on the research problem at hand:

a) What variables influence the usage of blockchain technology in supply chain management?

The logical reduction of the research question is the research objective, which is to examine this field in more depth.
1.2. Research Objectives

Research objective is logically deduced from the research question to study the aspects of blockchain adoption in supply chain.

a) To examine the reasons which affect blockchain technology adoption in supply chain ecosystem

Due to time constraints, factors impacting the adoption of blockchain technology in supply chain management are studied in pilot studies. For Pilot studies, assessment of the outcomes are carried out in a time-bound way following the required research practices involving multiple steps from problem identification to the providing recommendation based on data analysis.

2. Literature Review

As part of literature review last 5 years (2018-2022) research papers, journals, industry reports are studied with regards to adoption of blockchain in supply chain management to arrive at the variables of conceptual framework.

2.1. Blockchain Technology

In 2008, Santoshi Nakamoto (pseudonym) wrote a white paper describing Bitcoin and blockchain technology. Blockchain technology can be applied in multiple industries such as supply chain, manufacturing, and finance (for example, Bitcoin is a use case of blockchain technology in finance). Blockchain is a distributed database system that is secured cryptographically and uses a consensus mechanism to store transactions in blocks. Each block in the chain is attached to an earlier block via the hash function, resulting in blockchain's key features of transparency, traceability, immutability, timestamping, and decentralisation [1][2]. The traceability and transparency features of blockchain can contribute to addressing many of the issues of the traditional supply chain [3].

![Blockchain Architecture](image)

Figure 1. Framework of blockchain architecture (Giri & Manohar, 2021, p. 3)

2.2. Role of blockchain technology in the supply chain

Traditional SCM starts from the raw material supplier to the manufacturer, distributors, wholesalers, retailers and, finally, to the end user, in a linear manner. In contrast, the blockchain-enabled supply chain employs three additional entities which are not part of the traditional supply chain. These entities include registrars, certifiers, and standards organisations, each of which
ensures the blockchain-based platform is building the elements of trust and transparency through the use of smart contracts [4]. In the blockchain-based supply chain model, change of ownership can be executed through a smart contract without any manual intervention. Blockchain-based records can be updated by certifiers and registrars once the change of ownership is completed. In this manner, all the records can be tracked from the time of origination to the end of the delivery chain without the chance of anything getting tampered [5][4].

![Figure 2. Supply chain transformation through blockchain technology](image)

2.3. Blockchain technology adoption in supply chain

This section is organised into five themes: technology, intracompany synergies, intercompany collaboration, extrinsic factors, and innovation, which are used for investigating the barriers and challenges to the adoption of blockchain technology [6] [7] [8] [4].

2.3.1. Technology

Technology is constantly evolving in this era and, in decades past, enterprise resource planning, SCM and customer relationship management (CRM) packages were in great demand to address supply chain business problems. Radio-frequency identification (RFID) is considered a cutting-edge technology to address some of the tracking and tracing issues of the supply chain [4]. Technology constructs are focused mainly on security and privacy, technology scalability, technology resilience, design architecture and technology maturity as primary areas in studying the applicability of blockchain in SCM. Information generation, handling and usage need to be secured and protected [4, 7, 9-11]. Security and privacy of data offer a competitive advantage to businesses in the supply chain [12]. Blockchain has features of encryption and hashing mechanisms to protect the data from tampering [2].
2.3.2. Intracompany Synergies

Intracompany synergy elements are internal to the organisation. An organisation's culture, leadership, knowledge and capability, cost of ownership and enterprise strategies are considered internal to the organisation. Top management support is considered as a positive influencing factor demonstrating the plan of small and medium businesses to implement blockchain [10] whereas a lack of support and commitment from management is one of the barriers to the adoption of this technology [4]. Organisations planning to implement blockchain technology need to invest in building required knowledge and capabilities in this area. Being as blockchain is a niche technology, organisations are apprehensive about its overall return on investment. Whilst organisations continue to use legacy technology due to the lack of tools and their hesitation to convert to newer systems, this, consequently, acts as barrier for blockchain technology adoption.

2.3.3. Intercompany Collaboration

Intercompany collaboration refers to coordinating with multiple supply chain partners outside the organisation. Under intercompany collaboration, the elemental attributes of sustainability, traceability, transparency, collaboration, and interoperability are important. The lack of customer awareness and the challenge of incorporating sustainable practices of blockchain technology between different supply chain partners create barriers to the adoption of the technology. Information security and data sharing policies of different organisations are not coherent, adding to further complexity for blockchain adoption [4]. To establish a common culture of transparency and trust amongst different supply chain partners that are geographically dispersed across the world takes much time and effort. It is one of the key challenges to be addressed. The absence of common technical standards amongst intercompany collaboration of stakeholders results in a lack of collaboration and coordination amongst industry players [13]. Collaboration is one of the six themes presented as well [14] and it is a critical success factor for implementation of blockchain in production and operation management. This can be addressed through the roles of registrars and certifiers in the blockchain. The goal of blockchain application is to attain leaner processes resulting in reduced paperwork, improved information sharing and automated processes overall between various stakeholders in different supply chain businesses, such as maritime industries [8].

2.3.4. Extrinsic Factors

The category of extrinsic factors is comprised of extrinsic stakeholders, governments, industries, and institutions that have an impact on blockchain implementation in the supply chain [4]. Governmental policies, decision rights, extrinsic stakeholder involvement, governance of traceability efforts, social challenges, customer influence, market demand, the environment, supply chain practices, global standards, legislations, and regulations are the subconstructs of extrinsic factors [5-11,13-16]. Blockchain adoption is impacted due to non-availability of uniform international standards and a lack of clarity amongst different nation states on the policies and standards of blockchain. Governments across the world are divided in their intention to allow blockchain technology in multiple sectors. This needs to be addressed soon to reach some consensus about this technology.

2.3.5. Innovation

Blockchain technology is currently undergoing tremendous innovation. Innovation in blockchain solutions, along with smart contracts, internet of things (IoT) adoption, big data implementation, artificial intelligence (AI) and machine learning can result in tremendous potential for digital
disruption. In blockchain-enabled supply chain practices, a smart contract ensures the automatic change of ownership of a product once the product moves across various supply chain actors such as manufacturer to distributor and helps in easier tracking and trust-building amongst stakeholders [3] [4].

Figure 3. Blockchain for Supply Chain (AWS Amazon, 2022)

The development of blockchain comprised of smart contracts and IoT technologies is the real innovation needed for Supply chain management.

Figure 4. Blockchain and IoT (Rejeb et al., 2019, p. 8)

Characteristics of blockchain technology along with IoT enables scalability, security, immutability, and auditability of the system. Effectiveness and efficiency of information systems, traceability, interoperability, and overall quality of information is maintained by the application of blockchain technology. Algorithms such as proof-of-stake and proof-of-work add to the data security in the blockchain[19]. Organisations in the supply chain are experimenting with various blockchain design choices, such as public and private blockchains, permissioned and permissionless blockchain technologies, distributed ledger technology (DLT), and other blockchain-based platforms and solutions, and are selecting the design choices based on their requirements to ensure acceptance of blockchain along the supply chain [2,6,10,19-21].

3. RESEARCH FRAMEWORK

It is evident that acceptance and applicability of blockchain in the supply chain sector are currently in a nascent phase and need to be researched further to address supply chain issues. Logistics and supply chain businesses are facing multiple challenges in adoption and implementation of blockchain technology. Below is the proposed framework for blockchain adoption and implementation in Supply chain management.
Based on the five independent variables of research framework below hypotheses have been formulated for quantitative research

**H1:** Technology is significantly impacting the adoption of blockchain in supply chain management

**H2:** Intracompany synergies is significantly impacting the adoption of blockchain in supply chain management

**H3:** Intercompany Collaboration is significantly impacting the adoption of blockchain in supply chain management
The factors influencing adoption of blockchain in the supply chain are categorised under the constructs of technology, intracompany synergies, intercompany collaboration, extrinsic factors, and innovation. The supply chain and operations can be transformed by usage of blockchain technology [1] because it enhances the safety and security of a product. The outcome measure for blockchain technology results in improvement of overall quality of the supply chain ecosystem by using smart contracts [22]. Blockchain system usage ensures better information sharing by bringing intracompany synergies [23]. Blockchain technology also results in improving interorganisational information sharing amongst supply chain stakeholders [24]. A blockchain-based system helps in reducing business risk and illegal counterfeiting through a risk management structure between supply chain partners [25]. The adoption of blockchain technology in the supply chain ecosystem improves the overall performance of the SCM, owing to intermediaries being removed, and results in addressing sustainable SCM practices. Innovation in the application of blockchain technology for SCM enhances competitiveness by improving operational performance. Innovations such as application of blockchain with IoT results in enhancing the integrity of the supply chain businesses [18].

The challenges in adoption of blockchain in SCM are attributed to organisations lacking interoperability and technological standards for its implementation [5]. For widespread adoption of blockchain in the supply chain, there is heavy dependence on intercompany collaboration amongst various stakeholders across the ecosystem, which is a challenge faced by supply chain
partners. Scalability of blockchain technology to meet the growing demands is a barrier to be addressed in the adoption of blockchain technology [20]. Issues of higher costs, technological complexity, and the lack of skills and capabilities are inhibitors for the adoption of blockchain technology [10]. Leadership support and organisational culture as part of intracompany synergies are required and act an enabler for the adoption of blockchain in SCM.

4. RESEARCH METHODOLOGY AND APPROACH

There are mainly 3 types of research methods: Mono, mixed and multi. For this studies, mono method was used due to time limitation. Mono method uses a single method for data collection and analysis. For example: either Quantitative method or Qualitative method for data collection and analysis. For current studies, mono method is used in form of quantitative method. Online survey questionnaire is used due to limitation of overall time.

Deductive approach is used as part of the current study to arrive at the hypothesis based on literature review. These hypotheses are tested through data collection and quantitative analysis to validate them.

5. SOURCES OF DATA

While carrying out the Pilot study, multiple sources of data were considered. The Literature review was based on secondary data, and it was followed by using primary data for preparing the questionnaire.

5.1. Secondary Data

As part of literature survey, secondary research was carried out with the help of various databases search such as google scholar, ProQuest, EBSCO and other online databases, journals, and articles. Secondary data has helped in ensuring the limitations and scope for future research is taken by for further studies by researcher. After thorough analysis of these articles, gap variables were identified from scope of future research. There were more than 185 gap variables discovered as part of secondary research. The frequency distribution for these gap variables were ensured, so that these gap variables can be bucketed into 5 major variables - Technology, intracompany synergies, intercompany collaboration, extrinsic factors, and innovation - for taking it ahead as independent variables.

5.2. Primary Data

Based on conceptual framework and hypotheses derived from secondary data, questionnaire is used as an instrument for primary data collection. In this pilot studies – google form survey was used for reaching out to the respondent. Initially questionnaire in form of word document was created to get the endorsement from ethical committee. After the required ethical standards are met, google form was created for capturing the response from the users and assurance was provided to the respondents to the safety and security of their data.

6. DATA ANALYSIS

The google form questionnaire was rolled out for 4 weeks’ time to get maximum responses as part of this assignment. There were 85 responses received as part of this pilot exercise. The data received was cleaned up and coded so that it can be analysed with the help of ADANCO2.3 for structural equation modelling. The hypothesis was formulated and analysed as part of this
exercise. The results of the Adanco2.3 was analysed, and the output is received in form of different tables. Various tables of construct reliability, convergent validity, loading-based validity, discriminant validity, inter-construct correlations, indicator multicollinearity, direct effects, indirect effects, total effects, t-values for various constructs and so on were analysed and compared to the threshold values generated. A figure is generated having relationship with dependent variables – Outcomes and measure with satisfactory R² values for the same.

Construct reliability is meant for measuring consistency of any construct within research. Construct reliability can be measured through values of ρA , ρc and Cronbach’s values. As part of analysis, ADANCO 2.3 provide the values for the model for these parameters. Values of Cronbach alpha (α) is fine for Intercompany collaboration, Extrinsic factors, and Innovation. For Technology and Intracompany synergies, value is relatively on lower side

Table 1. Construct Reliability

<table>
<thead>
<tr>
<th>Construct</th>
<th>Dijkstra-Henseler’s rho (ρA)</th>
<th>Joreskog’s rho (ρc)</th>
<th>Cronbach’s alpha (α)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology (TE)</td>
<td>.5283</td>
<td>.7237</td>
<td>.4554</td>
</tr>
<tr>
<td>Intracompany Synergies (IO)</td>
<td>.6249</td>
<td>.7782</td>
<td>.5847</td>
</tr>
<tr>
<td>Intercompany Collaboration (IE)</td>
<td>.8162</td>
<td>.8691</td>
<td>.8117</td>
</tr>
<tr>
<td>Extrinsic factors (EX)</td>
<td>.7739</td>
<td>.8009</td>
<td>.6983</td>
</tr>
<tr>
<td>Innovation (IV)</td>
<td>.8344</td>
<td>.8800</td>
<td>.8275</td>
</tr>
</tbody>
</table>

TE: Technology; IO: Intracompany synergies; IE: Intercompany collaboration; EX: Extrinsic factors; IV: Innovation

Convergent validity is the extent to which a measure correlates positively with alternative measures of the same construct. Convergent validity refers to the degree to which two theoretically related construct measurements are really related [45]. The average variance generated from the model is used to assess its convergent validity (AVE). Average variance extracted is used to compare the degree of variance explained by an unobserved construct to the variance attributed to random measurement error (AVE). A construct with an AVE value larger than 0.5 explains a considerable portion of the variance in the model. For all the constructs AVE value is more than .5 except technology and extrinsic factors.

Table 2. Convergent validity

<table>
<thead>
<tr>
<th>Construct</th>
<th>Average Variance extracted (AVE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology (TE)</td>
<td>.4781</td>
</tr>
<tr>
<td>Intracompany Synergies (IO)</td>
<td>.5435</td>
</tr>
<tr>
<td>Intercompany Collaboration (IE)</td>
<td>.5710</td>
</tr>
<tr>
<td>Extrinsic factors (EX)</td>
<td>.4701</td>
</tr>
<tr>
<td>Innovation (IV)</td>
<td>.5968</td>
</tr>
</tbody>
</table>

The discriminant validity of the construct is confirmed when it has the largest absolute value in each column and row which is at the major diagonal. Since the diagonal values of Average variance extracted are bigger than the non-diagonal squared correlation values of their respective
rows and columns, the model has discriminant validity. Each Construct is distinct and significantly different from each other.

Table 3. Discriminant validity : Fornell-larcker Criterion

<table>
<thead>
<tr>
<th>Construct</th>
<th>TE</th>
<th>IO</th>
<th>IE</th>
<th>EX</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology (TE)</td>
<td>.4781</td>
<td>.1657</td>
<td>.4482</td>
<td>.3466</td>
<td>.3169</td>
</tr>
<tr>
<td>Intracompany Synergies (IO)</td>
<td>.5435</td>
<td>.2400</td>
<td>.2838</td>
<td>.3003</td>
<td></td>
</tr>
<tr>
<td>Intercompany Collaboration (IE)</td>
<td></td>
<td>.5710</td>
<td>.3795</td>
<td>.4421</td>
<td></td>
</tr>
<tr>
<td>Extrinsic factors (EX)</td>
<td></td>
<td>.4701</td>
<td>.2463</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovation (IV)</td>
<td></td>
<td></td>
<td></td>
<td>.5968</td>
<td></td>
</tr>
</tbody>
</table>

In the structural model, $R^2$ provides the explanatory power of the model. For dependent variable – Blockchain adoption in supply chain (OM) has $R$(Square) value of .646 which is good value for Pilot study as there are limited number of respondents.

Table 4. Structural Model

<table>
<thead>
<tr>
<th>R-Squared</th>
<th>Coefficient of determination($R^2$)</th>
<th>Adjusted($R^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blockchain Adoption (OM)</td>
<td>.6461</td>
<td>.6174</td>
</tr>
</tbody>
</table>

OM: Blockchain Adoption

7. DATA INTERPRETATION

Based on Direct effect inference table analysis (ADANCO 2.3):

- Innovation (IV) is significantly impacting the blockchain adoption (OM) in supply chain management since P value (2 sided) < .01 and t-value (3.374) > 2.59
- Extrinsic factor (EX) is significantly impacting the blockchain adoption (OM) in supply chain management since P value (2 sided) < .01 and t-value (2.9) > 2.59 meaning that external (EX) factors such as government policies, customer, global markets have role to play for the adoption of blockchain in supply chain management
- Intercompany collaboration (IE) is not significantly impacting the blockchain adoption (OM) in supply chain management since P value (2 sided) > .01 and t-value (1.5) < 2.59
- Intracompany synergies (IO) is not significantly impacting the blockchain adoption (OM) in supply chain management since P value (2 sided) > .01 and t-value (1.1) < 2.59
- Technology (TE) is not significantly impacting the blockchain adoption (OM) in supply chain management since P value (2 sided) > .01 and t-value (.3562) < 2.59
8. Contribution to Practice

The conceptual framework for adoption of blockchain in SCM include the five constructs of technology, intracompany synergies, intercompany collaboration, extrinsic factors, and innovation. The outcome measures for these constructs include improved quality, information sharing, reduced business risk, improved performance, and enhanced competitiveness. These enable organisations and stakeholders to solve the existing problems of the supply chain, such as lack of trust, counterfeit products, and malpractices in the supply chain business, resulting in the establishment of sustainability practices in the value chain and supply chain 2.0.

9. Conclusion and Recommendations

In this paper, we propose a conceptual framework for the adoption of blockchain in supply chain management based on the constructs of technology, intracompany synergies, intercompany collaboration, extrinsic factors, and innovation. Based on these constructs five hypotheses are formulated with respect to the significance of them in adoption of blockchain in supply chain management. A pilot study was conducted through online distribution of questionnaire to 345 individuals for duration for one month. 85 responses were received. These were analysed using ADANCO2.3 (PLS-SEM) tool after data cleaning. Based on the response analysis, it is evident that Blockchain is still in the early phase of adoption in supply chain management. Innovation is significantly impacting adoption of blockchain in supply chain ecosystem. Smart contract, IOT, AI, Cloud Computing are some of the recent innovations which has the potential to impact supply chain. Extrinsic factors are also significantly impacting the adoption of blockchain. Some of these external factors are government policies, overall global markets, governance framework and customer demands. This conceptual framework based on the blockchain system can result in establishing SCM 2.0 practices. Since blockchain technology adoption is still in a nascent stage of application in the supply chain ecosystem, it has a vast future potential for researchers and industry practitioners.

10. Limitations and Scope for Future Research

Most of the respondents of this survey were from Asia pacific region, hence the result cannot be generalized across geographics. As part of the scope of future research, these constructs of the conceptual framework - technology, intracompany synergies, intercompany collaboration, extrinsic factors, and innovation must be empirically evaluated for specific geography or country to give accurate results. In this research there were no qualitative techniques such as focused group discussions with industry experts were used. Interviews and focused group discussed should be explored as a scope of future research along with this conceptual framework. Due to limited timelines – no moderation or mediation variables were considered during the analysis. The effect of theories such as TAM, UTAUT, TOE on the conceptual framework variables - technology, intracompany synergies, intercompany collaboration, extrinsic factors, and innovation – should be evaluated as future scope of research.
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ABSTRACT

The question that we aim to solve is “How will elderly people be able to increase their productivity and remember their tasks?” There are many ways to go about answering this question, but we have devised a simple solution to this question that can directly and quickly have a positive impact on these individuals. Our method to solving this is creating a to-do list in Flutter, which will allow elderly people to have easy access to a list of tasks that they have to complete [5].

Some predicted results of this to-do list is that it can raise productivity for its users. Our to-do list features a ChatBot, which talks to the user through a message-like system in order to prompt user input for specific details such as the time, date, and main description of the task [6]. Then, the ChatBot will take in all this information to produce a clean and concise final task description that takes keywords from the user-inputted description. This provides users of our to-do list with an alternative method of adding tasks, which may be greatly appreciated by those who are less able-bodied or struggle to type. By offering the elderly a way of adding tasks that can take less typing, these individuals may rely on this to-do list as a great convenience to their lives.
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1. INTRODUCTION

Our topic is creating a to-do list with Flutter, and this to-do list can create tasks to remind people of what to do each day. This to-do list can be helpful to anyone of all ages, as long as they have a smartphone or a similar portable electronic device that is compatible with Flutter. However, this to-do list is mainly directed towards those who are not as able-bodied, such as senior citizens. Benefits of the Flutter to-do list include providing people with an intuitive and easy-to-use application for storing tasks to be completed later. Some to-do lists that currently exist may be harder to use and might make people frustrated when trying to create and handle their to-do list. Therefore, making a to-do list that is more user-oriented will allow people to live their day-to-day lives easier.
lives more conveniently. There is little to no negative consequence for having this to-do list, besides taking extra memory on the device.

Our topic is significant because it allows elderly people to live more productive lives and brings them a convenient way to remember their tasks [7]. Some elderly people may have poor memory, and a to-do list would provide them with a method of remembering what they need to accomplish. A setback that elderly people may come across is that they may have less capable bodies, or they may not be great at typing. This to-do list seeks to improve the lives of these individuals by using keywords in order to retrieve the main ideas of these tasks and delivering them to the users.

There are some existing to-do lists on mobile device application stores that have aimed to achieve the same general goal as we have, which is to improve productivity among our application’s users. These to-do lists, for the most part, have the same general format. This format includes a checklist with functioning check boxes, which include the list of tasks that still need completing [8]. The users will press a button that prompts them to type in text that describes what task they will need to complete in the future, and they will check the boxes next to the corresponding task once they have completed it to cross the tasks out.

Although these existing to-do lists may not necessarily have glaringly large issues in the eyes of the general public, those who are less-able bodied may struggle to use these applications. This is because the vast majority of these to-do lists involve having to type out the entire task in order to save it onto the to-do list. However, for those who have poor typing skills or are otherwise unable to easily type, they will likely have a difficult time using these to-do lists. This concern mainly applies with the elderly, whose joints may not work as well as before due to arthritis or other medical conditions. Therefore, an alternative way to add tasks that requires less typing or physical ability is a necessity for some of these individuals. Another issue that lies with some to-do lists is the inability to save tasks after closing the application. The tasks that are typed in are only saved for that specific instance of the application. Most people want their tasks to be saved for the next time they reopen the application, considering that the tasks they typed in were tasks that still needed completing. Saving tasks from the previous session every time the application is opened is a crucial part of a functioning to-do list.

Our to-do list admittedly shares many similarities with other to-do lists that currently exist in mobile application stores. However, our to-do list differs due to having a login and register system. Our to-do list uses Firebase, which is a database that has the capabilities of saving usernames and passwords [9]. The user can use our application by first creating an account, then logging in with this account. Most existing to-do lists do not have a system like this, and the tasks are only saved to the corresponding device. However, with the login and register system of our file, the tasks that are saved to a specific account can be transferred over to another device, as long as the user is using the same account to log in with. This capability provides our to-do list with more flexibility than most others.

Another feature of our to-do list that most existing to-do lists do not have is a ChatBot [10]. This ChatBot is in a second tab of our application, which prompts the user in a message-like system for input on their task. First, it will ask for the user-inputted description of the task. Then, the ChatBot will ask for the date and the time of when the task needs to be completed. Finally, the ChatBot will take keywords from the user-inputted task description and combine it with the date and time, then ask for confirmation from the user if they want to add ChatBot’s task to their to-do list. After the user agrees and responds with “yes”, the task is successfully added. This provides a more intuitive way for users who may not be as adept in using technology, such as elderly individuals.
We proved our results about the effectiveness of the to-do list by performing two types of experiments. One of these experiments involved testing out the IBM Watson Assistant and recording how accurate it was when extracting the main keywords from a user-inputted description and including it into the final description. In order to have the measurement of accuracy tested more fairly, we had 10 participants download the application and experiment with using the ChatBot at least 20 times each, and we urged them to use as much variety in the test descriptions as possible. Each person would record how many times they had tested this feature in total and how many times the IBM Watson Assistant would properly extract the necessary keywords out of these test descriptions.

The second experiment involved testing their overall productivity boost from using the app. Each of the aforementioned participants would give themselves a rating from 1 to 10 that measured how productive they felt during that week. Then, they would use the to-do application for all of their needs during the next week and record their rating from 1 to 10 of how productive they felt after one week of using the application. Furthermore, each participant would state whether they used the ChatBot feature at all in their day-to-day lives and whether they preferred using the ChatBot to add tasks over the traditional method of typing the task description on their own. This experiment would attempt to measure how effective this application was at improving productivity in its users.

The rest of the paper is organized in sections from 2 to 5. Section 2 dives into the details of what challenges we faced during the process of creating our to-do list application. Section 3 covers a general overview of the solution we proposed to boost the productivity of individuals, as well as each detail and step that was taken to reach the final product. Section 4 describes the experiments performed to prove the effectiveness of the to-do list application. Section 5 goes over a brief summary of three related works and how they compare to this paper. Lastly, Section 6 provides concluding remarks to summarize our paper and consider what could be done in the future regarding this project.

2. CHALLENGES

In order to build the project, a few challenges have been identified as follows.

2.1. Lack of knowledge in Flutter

Our first challenge was a lack of knowledge in Flutter. It was the first real experience that we had with using Flutter and Dart, so being able to create a full-fledged application with not only basic to-do list compatibility but also adding a login and register system was a massive accomplishment [11]. At first, we struggled greatly when trying to wrap our head around the Flutter framework, and writing code seemed to involve a lot of unnecessary indenting and formatting here and there that made it difficult to understand what our Dart code was trying to accomplish at its core. However, as we persevered and studied Dart code closer, we were able to figure out the purpose of each line of code and were able to write our own code that could successfully perform to-do list functions and even include our own features to the application. we will be able to use the knowledge and experience from overcoming this challenge in future projects.

2.2. Figuring out how to approach the topic

Our second challenge was figuring out how we could approach the topic of to-do lists in a unique way. When we looked at other papers to figure out how we should write our own, all we saw
were good ideas that were all being taken. Other papers focused on creating a group to-do list that could be accessed and modified by multiple people or comparing the efficiency of electronic to-do lists and paper to-do lists. In order to come up with our own emphasis on to-do lists, we had to dig deeper and think about what we personally valued the most in a to-do list. The answer we came up with was that we wanted a to-do list that could be as convenient and helpful as possible for the user. We are very pleased that this was the concept we chose to focus on, as it was something that we felt passionate about.

2.3. Finding ways to send a signal from a watch to the server

Our third challenge was finding a way to integrate Python code into our Flutter project [12]. Our goal with this to-do list application was to add a ChatBot as an additional option for adding tasks. This ChatBot involved the IBM Watson Assistant, which would help in extracting the necessary keywords from user-inputted descriptions. However, the only way we knew to use this ChatBot was through Python. Therefore, we needed a method to fuse these two different programming languages into one coherent and functional application. After searching online for a while, we discovered that this was possible through integrating the Python code. We progressed steadily with our project, using Flutter primarily as our front-end code and using a few small Python files to assist with back-end code. We would not have learned about such a useful Flutter skill if we had not thought to include this feature into our to-do list application.

3. Solution

The whole system of our program works by running a Flutter application [13]. Most of the application’s code is made up of Dart files, which control the formatting and functionalities of the application. The application uses multiple files that control both the application’s front-end and back-end. Firebase is used as the database to store the users’ usernames and passwords as well as the tasks in their to-do lists. With Firebase, a login system is used to store a user’s to-do list and tasks. Furthermore, the Flutter application has Python code integrated into it, allowing even more functionality. This Python integration was specifically added to include the feature of a ChatBot. With the help of the IBM Watson Assistant, the ChatBot gives the user a second way of adding a task to the to-do list with a series of questions that require short answers. First, the user taps on the ChatBot tab to enter a tab that has a user interface that is similar to a messaging app. Then, after a second of staying on the ChatBot tab, the ChatBot will send a message to the user, prompting the user to send a description of the task. The ChatBot will prompt the user for a date once the user sends the description as a message, then the ChatBot will prompt the user for a time once the user sends the date as a message. If the user had added any information for the next prompt in a previous prompt, such as including the time along with the date when prompted for just the date, the ChatBot will take this into account by taking in both the date and time and skipping the prompt asking for the time. Finally, the ChatBot will ask for confirmation from the user. If the user accepts, the task is added to the to-do list successfully.
The database was a significant part of the application, as it was what stored both the login credentials and the tasks in the to-do list that corresponded to each account. We decided to use Firebase as the database due to its compatibility with Flutter and its cost (free to use below a certain threshold of data stored). The database was implemented by first importing the Firebase libraries into the relevant Dart files. In the main Dart file, the application would first initialize Firebase before running. Firebase would handle the login, register, and logout processes for the application as well as adding tasks to the to-do list that corresponded with the user’s ID. The logging in, registering, and logging out was handled in a Dart file that created an instance of the Firebase authentication service and called functions from the instance of this service to perform these actions. In the case of logging in and registering, the email and password entered into the text field were used as parameters for the corresponding functions. Registering saves the email and password combination to Firebase.

Another major component of the application is the ChatBot. Unlike the rest of the code in the application, ChatBot uses Python as its programming language. In order to integrate the Python code, we imported an API called Flask in one of the Python files. In this Python file, we made
two functions, one of them for creating a ChatBot session and the other one for sending messages in the session. For each of these functions, we used “@app.route”, which allowed this code to be included in the functionality of the application. The ChatBot worked by importing the IBM Watson Assistant in a Python file and setting up the service for this assistant through an API key. The ChatBot would start a session when the user tapped on the ChatBot tab to enter the ChatBot screen, and the ChatBot would send messages by asking about the task description, date, and time. After going through the task adding process with the user and having the user confirm the task description, the ChatBot would send a final message as a visual notice to the user that the task was successfully added. As each message sent by the ChatBot is checked for whether it includes the string “I would schedule”, it would then notice that the final message has been sent and call a function from Firebase that adds a new task with the full task description that is shown in the second half of the ChatBot’s final message.

```python
from flask import Flask
import ibm_watson
import json

# Create session.
app.route('/create_session/<user_id>')
    def create_session(user_id):
        response = {}
        response['session_id'] = ibm_watson.create_session()
        bot_init_message = ibm_watson.send_message(session_id=response['session_id'], user_id=user_id)
        response.update({'bot_init_message'})
        return response

# Send message.
app.route('/send_message/<session_id>/<user_id>')
    def send_message(message, user_id, session_id):
        response = ibm_watson.send_message(session_id=session_id, user_id=user_id)
        return json.dumps(response)

print(response)
if response['output']['generic']:
    for generic in response['output']['generic']:
        text = generic['text']
        res['response'] += text + '\n\n'
        if 'I would schedule' in text:
            start_index = len('I would schedule ')
            firebase.set_context(text[start_index:], user_id)
        res['end_session'] = True

return res
```

Figure 3. Screenshot of code 2

There are four main screens of the application: the login screen, the register screen, the home screen, and the ChatBot screen. The home screen includes the to-do list with tasks. The screens were implemented by creating Dart files for each screen, in which the Dart files had code that both formatted the layout of these screens and implemented functional buttons that either brought the user to another screen or performed some sort of action. When the user opens the application for the first time, they will start at the login screen. From here, the user could enter the credentials of an existing account and tap the Login button to enter the home screen. The user could also tap the Register button to switch to the register screen, create the new account by filling in the credentials, and tap Read Content and then Back to Login to enter the home screen. These screens will also check for any errors in the user input. For example, if the two passwords are not matching in the register screen, the Dart file that handles the register screen will check for this and return the message “password not equal” when it determines that the two password text fields
hold different String values. After logging in or registering, the user can swap between the home screen with the to-do list and the ChatBot screen through a bottom navigation bar in a Dart file for routing that has separate dart files imported for both the home screen and the ChatBot screen. The check boxes in the home screen function by creating a strikethrough effect on the text, filling the check box in blue with a white check mark, and having a boolean variable switch from false to true when an unchecked checkbox is tapped. When a checked checkbox is tapped again, the text and checkbox revert, and the boolean variable becomes false again.

![Figure 4. Screenshot of login page](image)

![Figure 5. Screenshot of task page](image)

4. **EXPERIMENT**

4.1. **Experiment 1**

The problem we aim to solve is creating a to-do list for users who may be slow or unable to type well, such as those who may be elderly and have issues with their joints. The solution we have devised to tackle this problem is creating a ChatBot that can potentially reduce the amount of typing and break the task description creation process down into simple steps. The experiment design involves 10 participants testing the accuracy of the IBM Watson Assistant in the ChatBot regarding the extraction of important keywords from the user-inputted descriptions at least 20 times each, which gives a decent sample size to account for variability. For each time that the IBM Watson Assistant failed to successfully extract the keywords, either through having an
awkward-sounding description or losing crucial information, the participant must provide what exactly they inputted and what exactly the ChatBot outputted.

<table>
<thead>
<tr>
<th>Participant #</th>
<th>Number of times tested</th>
<th>Number of successful tests</th>
<th>Percentage of successful tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>20</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>20</td>
<td>100%</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>21</td>
<td>95.45%</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>20</td>
<td>100%</td>
</tr>
<tr>
<td>5</td>
<td>21</td>
<td>21</td>
<td>100%</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>18</td>
<td>90%</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>24</td>
<td>96%</td>
</tr>
<tr>
<td>8</td>
<td>21</td>
<td>21</td>
<td>100%</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>19</td>
<td>95%</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>20</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 1. Result of Experiment 1

According to the results, the ChatBot was fairly accurate for the majority of the user inputs. However, there are still cases where some of the keywords are cut out of the final description that make the task description sound awkward. An example is when one of the participants entered the following task description: “do math”. Instead of the ChatBot including the full user-inputted description into the final task description, the ChatBot simply decided that the word “math” would be included. The participant who tested this description labeled this as an “awkward description”. Since the description still gets its point across without losing any crucial information, this seems to just be a minor issue. All minor issues were also labeled as “inaccurate” for the sake of this experiment. Throughout all the tests, there were no major issues involving the loss of any crucial information in any of the ChatBot results. Therefore, the ChatBot seems to be a very accurate and reliable alternative to adding tasks.

4.2. Experiment 2

The problem that our solution aims to solve is that people in their everyday lives, especially the elderly, may forget their tasks and become less productive than they could potentially be as a result. The solution we have designed, a to-do list application that can be accessed on smart devices, would be able to achieve this by giving people a quick and convenient way to remind themselves of their tasks. This second experiment is a survey that the participants will take after using the to-do list application for all of their needs for 7 days. Since the experiment includes 10 participants, there is enough to account for any variability. The participants are also asked at the end of the survey whether they regularly opted to use the ChatBot feature when adding their tasks.
The experiment’s main measurements were a self-given score of how productive they felt the week before using the to-do list application and the week after using the to-do list application. From the results that were collected from this experiment, it appears that all participants felt that they were either more productive or at the same level of productivity after a week of using this to-do list. Most of the improvements in productivity seemed to be relatively small, but there were two participants who felt that they had their productivity significantly boosted in the week after, with a significant productivity boost being considered as an improvement of 4 or greater from the previous week. Therefore, this to-do list application has been shown to boost productivity among its users. In the feedback, six out of the ten participants used the ChatBot feature regularly in their to-do list application use, indicating that the feature was a significant part of their experience with using the application.

For the first experiment, the results proved that the ChatBot is capable of being a convenient alternative to the traditional method of typing in full task descriptions. Due to being accurate at extracting keywords with the majority of user-inputted descriptions tested, the ChatBot is a fairly reliable tool when setting reminders for tasks. In the second experiment, the results showed that slightly over half of all our to-do list application users will regularly use the ChatBot application. A significant portion of the users, therefore, will treat this feature as a necessary part of the experience when using this application. Furthermore, the second experiment also proves that regular use of the to-do list application can provide, on average, a small boost in productivity to its users. None of the participants that tested the application experienced a reduction in productivity. Based on the experiment results, the to-do list application appears to increase the productivity of its users and provide the ChatBot as an alternative method to add tasks that the majority of its users will take advantage of.
5. RELATED WORK

The related work involved a study that compared the productivity of a smartphone to-do list application and paper-based lists within an intensive care unit. The study found that although the to-do list application received positive feedback from the medical staff, the application could not be proven to be more effective at increasing productivity than paper to-do lists [1]. This related work had its main emphasis on experimenting with the effectiveness of a smartphone application. However, our work focused more on the development of the application itself. Our strengths were detailing our application creation process, while the strengths of the related work were studying how the workflow within an intensive care unit was affected through the use of a to-do list application.

The main topic of the related work is using the Analytic Hierarchy Process, or AHP for short, to prioritize use cases in mobile application development [2]. AHP is a method that utilizes the main problem that is meant to be solved, every possible solution to the aforementioned problem, and the criteria that will be used to measure how preferable each solution is. Through these three factors, AHP can find the best solution and analyze complex decisions through math and psychology. [3]. The related work appears to cover how AHP is used with mobile applications in general, with to-do list applications as a small focus in part of the paper. On the other hand, our work involves exclusively to-do lists and how to make the individual user’s experience of a to-do list application as convenient as possible. Overall, the related work covers a broader topic with more information, while our work has a more narrow focus.

In this related work, the to-do list that they have created was meant to appeal to families and those in group projects who were in need of a to-do list that could be edited by multiple people rather than a single person [4]. While our work focused on developing a ChatBot to create tasks for the users, the author of this work had a great emphasis on having a group to-do list as well as a monetary management system built in. This work’s strength is improving to-do lists to fit a group setting and allow for collaboration. On the other hand, our work had our greatest strengths in maximizing the convenience of an individual.

6. CONCLUSIONS

The application we propose to help others against forgetfulness and to improve productivity is our to-do list [14]. We believe that having a list of tasks that can be conveniently accessed from a portable electronic device will aid users in their everyday lives. This to-do list application includes the basic features of adding tasks, checking off tasks, and viewing the whole task list [15]. Our application has two ways to add tasks, with the second way being a ChatBot that the user can communicate with through messages to potentially require less typing. Typing less will be incredibly helpful towards the elderly and others who may have poor typing skills. This ChatBot comes with the added benefit of making concise tasks that are easy to understand. Some users may type long, complicated messages to add to their to-do list, then come back and get confused about what they were trying to remind themselves about before. On the other hand, some users may type up task descriptions that are much too simple, and they may not remember important details such as the date and time that a task needed to be completed. The ChatBot aims to solve both of these issues. When the user inputs a description into the ChatBot, the IBM Watson Assistant will extract the most necessary keywords from the description to use later for the final task description. The ChatBot will also explicitly ask the user for a date and a time to ensure that the user will have a clear idea of when a task needs to be completed.
One limitation that our to-do list has is the ability to check off multiple tasks at once. At the moment, our to-do list is capable of only checking off one task at a time, and trying to check off another task will uncheck the previously checked-off task. A second limitation that our to-do list has is the ability to remove tasks. Tasks can only be added, and only one task can be checked off at a time, but there is currently no way in our to-do list to have a task completely removed. With extended use, the to-do list can begin to feel cluttered with many unneeded tasks.

In the future, we plan to solve these limitations by adding a button next to each task that removes the task rather than just checking them off. Furthermore, to solve the issue of only being able to check off one task at a time, we will search for a different method of implementing the checking off of tasks.
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ABSTRACT

In order to increase the chaotic performance of the chaotic system, the chaotic system A-S proposed by Sprott is improved by adding a cosine excitation function to a controller. A series of new chaotic systems are obtained, and the chaotic performance of the improved system is verified. The image is encrypted by the chaotic sequence generated by the improved A chaotic system. In the scrambling part of the image encryption algorithm, the zigzag transformation is improved, and different directions are selected to start the traversal, so that the scrambling process is not easy to be restored. The diffusion part draws on the traditional IDEA algorithm to perform diffusion operations on the image. Finally, the encryption algorithm is analyzed and tested, and the results show that the algorithm has fast encryption and decryption speed, sufficient key space, and can resist statistical analysis attacks well. The algorithm can provide better guarantee for the security of images.
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1. INTRODUCTION

In today's increasingly prosperous Internet era, to ensure the security of people using the Internet to transmit information, many encryption algorithms have been proposed to ensure the security of the transmission process. However, in the field of image encryption, it has never been a recognized algorithm that can encrypt images according to their own characteristics. The chaotic system is favored by many scholars because of its good uncertainty, unpredictability and non-repeatability. Among the chaotic systems, low-dimensional chaotic systems like [1], [2], [3], [4] are simple and efficient. But their chaotic range is small, the parameters are few, and they are easier to predict [5], [6], [7], [8]. Therefore, on the basis of the original one-dimensional chaotic system, Zhou et al. proposed to connect two one-dimensional chaotic systems in series to iteratively generate a cascaded chaotic system in [9]. First, the output value of the first chaotic system is used as the input value of the second chaotic system, and then the output value of the second chaotic system is fed back to the first chaotic system as its input value. Compared with ordinary low-dimensional chaotic systems, cascade mapping has more obvious chaotic characteristics, and the chaotic trajectory is more difficult to predict. Taking this as a theoretical basis, WU and HUA et al. proposed some cascaded maps: 2D-HSM, 2D-LSCM, 2D-LASM and 2D-SLMM in [10], [11], [12], [13].
Even so, low-dimensional maps can no longer meet people's security requirements for chaotic algorithms. On this basis, the high-dimensional chaotic map stands out, it has a larger number of parameters and chaotic range, and also has higher security. To make high-dimensional chaotic maps as efficient as possible while having strong encryption performance, many proposals and improvements for high-dimensional chaotic systems have emerged. [14] improved the traditional Baptista algorithm, combined with the hash algorithm and the cyclic shift function, and proposed a one-time encryption algorithm. [15] proposed a new Logistic dynamic linear and nonlinear hybrid coupled mapping lattice. The image encryption algorithm obtained by random encryption has high sensitivity. A new CGCML custom global coupling map is proposed to encrypt color images in [16]. In addition to improving the chaotic system itself, it is also possible to combine the chaotic system with other technologies, and often get good encryption effects, such as DNA technology, quantum technology and Fourier transform. In 2000, Gehani et al first proposed an algorithm to combine DNA coding with chaotic systems in [17]. The color image is encrypted with DNA technology. Dynamic DNA coding is used to improve the security of the encryption algorithm in [18]. Since three-dimensional and lower-dimensional chaotic systems only have a positive Lyapunov exponent, hyperchaotic systems are proposed to improve the performance of chaotic systems in [19]. Hyperchaotic systems have two or more positive Lyapunov exponents. Therefore, hyperchaotic systems have more complex dynamics and are difficult to decipher. However it has higher time complexity. Therefore, in the field of chaos research, how to design a chaotic system with both high efficiency and security is still a research hotspot.

In this paper, a series of three-dimensional chaotic systems are improved, and a cosine excitation function is added to one of the controllers, and a series of new three-dimensional chaotic systems are obtained. Comparing the Lyapunov exponents before and after improvement, and analyze the dynamic characteristics of one of the chaotic systems. The chaotic sequence is generated by the improved chaotic system, and the encryption key is obtained after passing through. This paper uses an improved zigzag transform combined with line shifting to scramble the plain image. Then use the traditional IDEA algorithm to diffuse the image. Finally, the performance of the proposed encryption algorithm is analyzed, and the algorithm is simulated and tested through different performance indicators.

The section 2 of the full text introduces the improved method of 3D chaotic system. And analyzing its chaotic performance analysis. The section 3 applies the image encryption algorithm designed for 3D chaotic system. The section 4 analyzes the performance of the image encryption algorithm through simulation experiments. The section 5 summarizes the full text.

2. INTRODUCTION TO CHAOS SYSTEM

In [20], Sprott summarized some chaotic systems in 1994. In this paper, the A-S system is improved. The cosine excitation function is introduced and the system control parameters are added, so that the output result of the chaotic system has wide-area convergence. In the new chaotic system, the cosine excitation function plays a role in influencing the transition process, and the characteristics of the original three-dimensional chaotic system still play a major role in the influence of the new chaotic system. Table 1 shows the comparison of the Lyapunov exponents of the better performing systems before and after improvement with the same coefficients. It can be seen from Table 1 that the improved method proposed in this paper has a good enhancement effect on chaotic systems. Therefore, the improved method is feasible.
Table 1. Comparison of chaotic systems

<table>
<thead>
<tr>
<th>Case</th>
<th>Equation</th>
<th>Improved equation</th>
<th>Lyapunov exponent</th>
<th>New Lyapunov exponent</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( \dot{x} = ay )</td>
<td>( \dot{x} = ay + r \cos(at) )</td>
<td>0.020</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = -bx + cy )</td>
<td>( \dot{y} = -bx + cy )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = d - e y^2 )</td>
<td>( \dot{z} = d - e y^2 )</td>
<td>-0.012</td>
<td>-0.010</td>
</tr>
<tr>
<td>B</td>
<td>( \dot{x} = ayz )</td>
<td>( \dot{x} = ayz + r \cos(at) )</td>
<td>0.442</td>
<td>0.471</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = bx - cy )</td>
<td>( \dot{y} = bx - cy )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = d - exy )</td>
<td>( \dot{z} = d - exy )</td>
<td>-1.019</td>
<td>-0.432</td>
</tr>
<tr>
<td>C</td>
<td>( \dot{x} = ayz )</td>
<td>( \dot{x} = ayz + r \cos(at) )</td>
<td>0.051</td>
<td>0.240</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = bx - cy )</td>
<td>( \dot{y} = bx - cy )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = d - ex^2 )</td>
<td>( \dot{z} = d - ex^2 )</td>
<td>-0.426</td>
<td>-0.640</td>
</tr>
<tr>
<td>D</td>
<td>( \dot{x} = -ay )</td>
<td>( \dot{x} = -ay + r \cos(at) )</td>
<td>2.744</td>
<td>3.422</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = bx + cz )</td>
<td>( \dot{y} = bx + cz )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = dxz + 3y^3 )</td>
<td>( \dot{z} = dxz + 3y^3 )</td>
<td>-8.579</td>
<td>-14.145</td>
</tr>
<tr>
<td>E</td>
<td>( \dot{x} = ayz )</td>
<td>( \dot{x} = ayz + r \cos(at) )</td>
<td>0.076</td>
<td>0.685</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = bx^2 - cy )</td>
<td>( \dot{y} = bx^2 - cy )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = d - 4x )</td>
<td>( \dot{z} = d - 4x )</td>
<td>-0.688</td>
<td>-0.455</td>
</tr>
<tr>
<td>F</td>
<td>( \dot{x} = -ay + bz^2 )</td>
<td>( \dot{x} = -ay + bz^2 + r \cos(at) )</td>
<td>0.319</td>
<td>0.500</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = cx + 0.5y )</td>
<td>( \dot{y} = cx + 0.5y )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = dx - ez )</td>
<td>( \dot{z} = dx - ez )</td>
<td>-0.828</td>
<td>-0.825</td>
</tr>
<tr>
<td>G</td>
<td>( \dot{x} = 0.4x + az )</td>
<td>( \dot{x} = 0.4x + az + r \cos(at) )</td>
<td>0.202</td>
<td>0.267</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = bxz - cy )</td>
<td>( \dot{y} = bxz - cy )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = -dx + ey )</td>
<td>( \dot{z} = -dx + ey )</td>
<td>-0.939</td>
<td>-0.896</td>
</tr>
<tr>
<td>H</td>
<td>( \dot{x} = -ay + bz^2 )</td>
<td>( \dot{x} = -ay + bz^2 + r \cos(at) )</td>
<td>0.306</td>
<td>0.828</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = cx + 0.5y )</td>
<td>( \dot{y} = cx + 0.5y )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = dx - ez )</td>
<td>( \dot{z} = dx - ez )</td>
<td>-0.764</td>
<td>-0.323</td>
</tr>
<tr>
<td>K</td>
<td>( \dot{x} = axy - bz )</td>
<td>( \dot{x} = axy - bz + r \cos(at) )</td>
<td>0.079</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = cx - dy )</td>
<td>( \dot{y} = cx - dy )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = ex + 0.3z )</td>
<td>( \dot{z} = ex + 0.3z )</td>
<td>-0.548</td>
<td>-0.515</td>
</tr>
<tr>
<td>L</td>
<td>( \dot{x} = ay + 3.9z )</td>
<td>( \dot{x} = ay + 3.9z + r \cos(at) )</td>
<td>0.243</td>
<td>0.597</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = 0.9x^2 - by )</td>
<td>( \dot{y} = 0.9x^2 - by )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = c - dx )</td>
<td>( \dot{z} = c - dx )</td>
<td>-4.581</td>
<td>-4.498</td>
</tr>
<tr>
<td>N</td>
<td>( \dot{x} = -2y )</td>
<td>( \dot{x} = -2y + r \cos(at) )</td>
<td>0.164</td>
<td>0.437</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = ax + bz^2 )</td>
<td>( \dot{y} = ax + bz^2 )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = c + dy - 2z )</td>
<td>( \dot{z} = c + dy - 2z )</td>
<td>-1.912</td>
<td>-1.895</td>
</tr>
<tr>
<td>Q</td>
<td>( \dot{x} = -az )</td>
<td>( \dot{x} = -az + r \cos(at) )</td>
<td>0.485</td>
<td>0.487</td>
</tr>
<tr>
<td></td>
<td>( \dot{y} = bx - cy )</td>
<td>( \dot{y} = bx - cy )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = 3.1x + dy^2 + 0.5z )</td>
<td>( \dot{z} = 3.1x + dy^2 + 0.5z )</td>
<td>-0.928</td>
<td>-0.937</td>
</tr>
<tr>
<td>R</td>
<td>( \dot{x} = 0.9 - ay )</td>
<td>( \dot{x} = 0.9 - ay + r \cos(at) )</td>
<td>0.311</td>
<td>0.326</td>
</tr>
<tr>
<td></td>
<td>( y = 0.4 + bz )</td>
<td>( y = 0.4 + bz )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \dot{z} = cxy - dz )</td>
<td>( \dot{z} = cxy - dz )</td>
<td>-0.988</td>
<td>0.987</td>
</tr>
</tbody>
</table>
2.1. Trajectory diagram of chaotic system and Lyapunov exponent

In this paper, the improved A system is used to analyze and generate encrypted sequences.

\[
\begin{align*}
\dot{x} &= ay + r \cos \omega t \\
\dot{y} &= -bx + cyz \\
\dot{z} &= d - ey^2
\end{align*}
\]  

(1)

When the initial value of the system \((x, y, z)\) is \((1, 1, 1)\), the system parameters \(a=5; \; b=2; \; c=1; \; d=10; \; e=15; \; r=-1; \; \omega=1\), the chaotic trajectory of the system is shown in Figure 1.

![Figure 1. Trajectory diagram of chaotic system](image)

The Lyapunov exponent can be used to analyze the characteristics of the chaotic system. The Lyapunov exponent spectrum of the improved A system is shown in Figure 2. It can be seen from the figure that one of the exponents is always greater than 0. This shows that the chaotic system is chaotic at this time.

![Figure 2. Lyapunov exponent](image)
2.2. Bifurcation diagram

For a chaotic system to exhibit good chaotic dynamics, appropriate system parameters are also required. When the initial values of $x$, $y$, and $z$ are $(0, 0, 0)$, draw a bifurcation diagram about parameters $a$, $b$, $c$ and $d$, as shown in Figure 3. It can be seen from the figure that the system has a large parameter range.

![Figure 3. Bifurcation diagram of parameters](image)

2.2. Balance point analysis

Taking system A as an example. Let $r \cos(\omega t) = N$ and independent of $x$, $y$, and $z$. The system equations are shown below.

$$\begin{align*}
\dot{x} &= ay + N \\
\dot{y} &= -bx + cyz \\
\dot{z} &= d - ey^2
\end{align*}$$

Let the right-hand side of the equation be zero:

$$\begin{align*}
ay + N &= 0 \\
-bx + cyz &= 0 \\
d - ey^2 &= 0
\end{align*}$$

Solving Eq.3 to get the system equilibrium point $(0, -N/a, 0)$ or $(0, \sqrt{d/e}, 0)$, and the Jacobian matrix at the equilibrium point is:

$$J = \begin{bmatrix}
0 & a & 0 \\
-b & 0 & c\sqrt{d/e} \\
0 & -2\sqrt{ed} & 0
\end{bmatrix}$$

Getting the eigenmatrix of the system:

$$J - \lambda E = \begin{bmatrix}
-a & a & 0 \\
-b & -\lambda & c\sqrt{d/e} \\
0 & -2\sqrt{ed} & -\lambda
\end{bmatrix}$$
Let the system characteristic matrix $|J-\lambda E|=0$. Its expression is shown in Eq.6.

$$-\lambda^3-(2cd+ab)\lambda=0$$  \hspace{1cm} (6)

Solving the characteristic Eq.6 to get three eigenvalues: $\lambda_1=0$, $\lambda_2=\sqrt{2cd+ab}$, $\lambda_3=-\sqrt{2cd+ab}$. All eigenvalues have non-positive real parts. According to the Lyapunov stability method, the system is asymptotically stable at the equilibrium point.

3. **IMAGE ENCRYPTION ALGORITHMS**

3.1. Generate chaotic sequence

(1) The hash value of the plain image is calculated by the SHA256 algorithm and converted to decimal output. Due to the precision problem of MATLAB, the first 45 bits are selected to obtain three values between 0 and 1, which are used as the initial values $x_0$, $y_0$, and $z_0$ of the chaotic system.

(2) Enter the given system initial values $x_0$, $y_0$, $z_0$, and let the step size $l=0.001$. Generating three chaotic sequences through the system function ode45, and processing the three chaotic sequences respectively:

$$X_i=\text{mod}(\text{floor}(\text{xi}(1001:\text{floor}(M\times N/2)+1000)\times 10^{15})),256), \ i=1,2,3$$ \hspace{1cm} (7)

After processing by Eq.7, we get three integer sequences X1, X2 and X3.

3.2. Image Encryption Algorithm Description

Chaos-based encryption algorithms are generally composed of two ways of permutation and diffusion. In this paper, the image is scrambled by zigzag transformation and line shift, and the whole encryption process is completed through the designed diffusion algorithm.

3.3. Zigzag

The elements in the two-dimensional matrix are traversed from the upper left corner as shown in Figure 4 according to the "zigzag" trajectory, and then the traversed elements are stored in one-dimensional, and then the one-dimensional matrix is converted into a two-dimensional matrix to obtain A transformed new 2D matrix.

![Figure 4. Zigzag transform](image)

However, it can be seen from the above figure that no matter how many times this transformation is repeated, the positions of the first two digits and the last two digits of the matrix have not changed. In the actual encryption, it may leave an opportunity for attackers. Therefore, we
change the starting position of the zigzag, so that the positions of all elements in the matrix change as much as possible.

Figure 5 shows the traversal order of the improved Zigzag. The steps of the scrambling algorithm using Zigzag are as follows:

1. Read the grayscale image \( P \) and the number of iterations \( n \).
2. From the lower left corner of the two-dimensional image matrix, traverse the entire two-dimensional matrix in the order marked in the figure, and place the traversed elements in a one-dimensional matrix in turn.
3. Reshape the obtained one-dimensional matrix into a two-dimensional matrix \( P' \), let \( P = P' \).
4. Repeat steps (2) and (3) until \( n \) times are completed.
5. The image \( P \) after the disturbance is output.

In the end, each element in the new matrix \( P \) we get is completely different from its position in the original matrix.

After comparison, the period of zigzag transformation is much larger than that of traditional Arnold scrambling, and at most four zigzag transformations, its scrambling effect will be better than Arnold scrambling. Meanwhile, the time complexity of the zigzag transformation is \( \mathcal{O}(n^2) \).

It can be seen that the improved zigzag transformation algorithm is simple to implement, faster and of better quality.

3.4. row shift

To enhance the scrambling effect of the image, a set of line shifts is added after the zigzag transformation. The first line of the image does not move, and from the second line, the elements of each line are shifted to the right by \( i-1 \) bits, where \( i \) is the number of lines.

3.5. Diffusion algorithm

The diffusion algorithm proposed in this paper is inspired by the IDEA block encryption algorithm proposed and improved by X.J.Lai and Massey. IDEA algorithm is proposed on the basis of DES algorithm, which is closer to triple DES. This paper simplifies a part of the algorithm, and the execution order of the proposed diffusion encryption algorithm is:
(1) Convert the two-dimensional image matrix P into a one-bit matrix, and divide it into two groups P1 and P2 of equal length.
(2) XOR P1 with the processed chaotic sequence X1.
(3) Add P2 to the processed chaotic sequence X2 and take the modulo.
(4) Add the results of steps (1) and (2) and take the modulo.
(5) XOR the result of step (1) with the processed chaotic sequence X3.
(6) Concatenate the results of steps (4) and (5) to obtain a one-dimensional matrix with a length of M×N, and reshape it into a two-dimensional matrix to obtain the diffused cipher image.

4. PERFORMANCE ANALYSIS

In this section, a series of simulation experiments will be conducted to test the algorithm using several different methods. Three images of Lena, Baboon and Pepper are selected as test images.

4.1. Histogram analysis

Due to the particularity of the image, the pixels of the plain image are unevenly distributed, which makes the image easy to be cracked when subjected to statistical analysis attacks. The histogram can clearly show the distribution of image pixel values. This section analyzes the statistical characteristics of the histograms of plain images and cipher images. The histograms of Lena’s plain and cipher images are shown in Figure 6.

![Figure 6. Plain image histogram (left) and cipher image histogram (right) of Lena](image)

4.2. Correlation analysis

Generally speaking, plain images have strong correlations in four directions: horizontal, vertical, positive diagonal, and anti-diagonal, while cipher images have weak correlations in all directions. This paper selects 5000 pixels in Lena image, Baboon image and Pepper image respectively, and calculates the pixel correlation coefficient r in four directions. The closer r is to 1, the higher the correlation between pixels; the closer to 0, the lower the correlation.

The experimental results are shown in Table 2. Figure 11 shows the pixel correlation graphs of Lena plain image and cipher image in horizontal, vertical, positive and anti-diagonal directions.

![Table 2. Correlation coefficients](image)

<table>
<thead>
<tr>
<th>Image</th>
<th>Horizontal direction</th>
<th>Vertical direction</th>
<th>Diagonal direction</th>
<th>Anti-angle direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>Plain image</td>
<td>0.9867</td>
<td>0.9734</td>
<td>0.9625</td>
</tr>
<tr>
<td></td>
<td>Cipher image</td>
<td>-0.0075</td>
<td>-0.0071</td>
<td>-3.8565×10^-4</td>
</tr>
</tbody>
</table>
From the table, we can see that the difference is highly correlated with the pixels of the plain image, and the connection between the adjacent pixels of the cipher image has been reduced to almost non-existent in the encryption process.

4.3. Key space

The key space of the algorithm proposed in this paper is $2^{161}$, and the key length of the encryption algorithm with fast encryption speed is at least $2^{128}$, hence the key space of the algorithm in this paper can effectively resist the exhaustive attack.

4.4. NPCR and UACI

In image encryption, there are often cases where the difference between two images cannot be observed by the naked eye. The two values NPCR and UACI are generally used to quantify the difference between images. The two images of the same size to be compared are marked as P1 and P2 respectively. The meaning and calculation method of NPCR and UACI are briefly introduced below.

NPCR: Compare whether the values of the pixels at the same position of the two images are the same. The ratio of the number of different pixels to all the pixels is the value of NPCR, and the calculation formula is shown in formula (8) and formula (9).

$$NPCR(P_1, P_2) = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} |Sign(P_1(i, j) - P_2(i, j))| \times 100\%$$  

$$Sign(x) = \begin{cases} 
1, & x>0 \\
0, & x=0 \\
-1, & x<0 
\end{cases}$$

(8)

For two random images, the probability of the same pixel at any position is 1/256, and the probability of difference is 255/256. Therefore, the theoretical expectation of NPCR is about $255/256 \approx 99.6094\%$.

UACI: NPCR measures the number of different values of pixels in two random images, but does not show the degree of difference in the values of pixels in the two images, so UACI is introduced to supplement. It describes the average value of the difference between the values of all pixel points in the same position of the two images to be compared and the ratio of the maximum difference value (255). Its calculation formula is shown in formula (10).

$$UACI(P_1, P_2) = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} \left| \frac{P_1(i, j) - P_2(i, j)}{255} \right| \times 100\%$$

(10)

The expected UACI of two random images is calculated to be $257/768 \approx 33.4635\%$. 
Through the values of NPCR and UACI, the degree of difference between the two images can be known. The larger the value, the greater the difference between the two images.

4.5. Key sensitivity analysis

Key sensitivity analysis refers to the difference analysis of the cipher image obtained by encrypting the same plain image with two keys with little difference. Since the chaotic system is very sensitive to the change of the initial value, the purpose of testing the sensitivity of the key is achieved by changing only a small initial value of the chaotic system.

To increase the size of an initial value by 10^-15 to generate a new set of chaotic sequences. Encrypt the same plain image through two chaotic sequences respectively. Analyzing the difference between the two cipher images obtained, and calculate the value of NPCR and UACI. The three grayscale images of Lena, Baboon and Pepper are tested respectively. The test results are shown in Table 3.

<table>
<thead>
<tr>
<th>Image</th>
<th>Lena</th>
<th>Baboon</th>
<th>Pepper</th>
<th>Expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>NPCR</td>
<td>99.5899%</td>
<td>99.6094%</td>
<td>99.6014%</td>
</tr>
<tr>
<td></td>
<td>UACI</td>
<td>33.4469%</td>
<td>33.3903%</td>
<td>33.4592%</td>
</tr>
<tr>
<td></td>
<td>UACI</td>
<td>33.450%</td>
<td>33.448%</td>
<td>/</td>
</tr>
<tr>
<td>Ref. [22]</td>
<td>NPCR</td>
<td>99.6002%</td>
<td>99.5903%</td>
<td>99.6112%</td>
</tr>
<tr>
<td></td>
<td>UACI</td>
<td>33.5079%</td>
<td>33.5281%</td>
<td>33.5265%</td>
</tr>
</tbody>
</table>

As can be seen from the table, the key sensitivity of the encryption algorithm is very close to the expectation. The performance on Baboon and Pepper are also better than the algorithms in [21] and [22].

4.6. Plaintext sensitivity analysis

Plaintext sensitivity refers to the difference between the contrasting cipher images when two images with very little difference are encrypted with the same key. If the difference between the two images is large, the plaintext sensitivity of the algorithm is high; otherwise, the plaintext sensitivity is poor.

Therefore, change the value of a random pixel point, and analyze the difference of the cipher image after encryption respectively. Table 4 is the NPCR and UACI values of the images tested. It can be concluded from the table that the algorithm has better plaintext sensitivity.

<table>
<thead>
<tr>
<th>Image</th>
<th>Lena</th>
<th>Baboon</th>
<th>Pepper</th>
<th>Expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPCR</td>
<td>99.5823%</td>
<td>99.6086%</td>
<td>99.5949%</td>
<td>99.6094%</td>
</tr>
<tr>
<td>UACI</td>
<td>33.5124%</td>
<td>33.5196%</td>
<td>33.3958%</td>
<td>33.4635%</td>
</tr>
</tbody>
</table>
4.7. Noise attack

Noise is manifested as irrelevant and abrupt pixels in the image, and the noise generated by different methods is also different. Figure 7 shows the noise in the simulated channel, and the decrypted image after adding four kinds of noise to the Lena cipher image. After adding Poisson noise with variance of 0.01, multiplicative noise with variance of 0.04, Gaussian noise with variance of 0.01 and variance of 0.1 salt-and-pepper noise to the cipher image, it is decrypted.

Figure 7. Decrypted image of cipher image after adding noise

It can be seen from the four images that after adding different degrees of noise, there is still a good decryption effect. Even if there are errors in the values of some pixel points, the approximate image can still be seen. It shows that the encryption algorithm has a certain anti-interference ability in the face of noise attack, and can restore the original image better in the face of interference, which provides a certain reliability guarantee for transmission in the channel.

4.8. Shear attack

When transmitting in the channel, not only will it face noise attacks, but sometimes part of the image will be lost. At this time, the encryption algorithm needs to decrypt the part of the cipher image that has been transmitted to obtain a clear plain image as much as possible. Figure 8 shows the cipher images and the decrypted images after 1/8 cutting, 1/4 cutting and 1/2 cutting of the Lena cipher image respectively.

Figure 8. Cut cipher image and its decrypted image
It can be seen from the above figure that as the cut-out part becomes larger and larger, the decrypted image is distorted to a certain extent. Although the decrypted image is not clear enough, the basic outline of the image can still be seen, and sometimes the algorithm proposed in this paper can cope well with the need for real-time transmission. Therefore, the algorithm proposed in this paper can still give a more complete image even if there is data loss.

4.9. Information entropy analysis

The information entropy was drawn and summarized by Shannon in 1948 from the concept of thermal entropy in thermodynamics, which refers to the uncertainty of information and the level of information value. The information entropy of low information degree will be high, and the information entropy of high information degree will be low. The formula of information entropy is shown in Eq.11.

\[ H = -\sum_{i=0}^{L} p(i) \log_2 p(i) \] (11)

Among them, \( L \) is the number of gray levels of the image (\( L=256 \) in this paper). \( p(i) \) represents the probability of occurrence of gray value \( i \). In this paper, the theoretical value of information entropy \( H \) is 8. Table 4 shows the information entropy of the plain images of Lena, Baboon, and Pepper and their cipher images.

Table 5. Information entropy

<table>
<thead>
<tr>
<th>Image</th>
<th>Lena</th>
<th>Baboon</th>
<th>Pepper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain image</td>
<td>7.4478</td>
<td>7.3579</td>
<td>7.5943</td>
</tr>
<tr>
<td>Cipher image</td>
<td>7.9993</td>
<td>7.9994</td>
<td>7.9993</td>
</tr>
<tr>
<td>Ref.[21]</td>
<td>7.9993</td>
<td>7.9992</td>
<td>/</td>
</tr>
<tr>
<td>Ref.[22]</td>
<td>7.9979</td>
<td>7.9971</td>
<td>7.9974</td>
</tr>
</tbody>
</table>

It can be seen from the table that the information entropy of the image encrypted by the algorithm proposed in this paper is relatively high. The cipher image contains less information, so the algorithm proposed in this paper has better encryption effect.

5. CONCLUSION

In this paper, an improved method for 3D chaotic system by adding cosine excitation function is proposed. The chaotic trajectory diagram, Lyapunov exponent, time series diagram, system bifurcation diagram and equilibrium point analysis of the improved A system all show that the system has obvious dynamic characteristics and good chaos. The proposed scrambling and diffusion algorithm has made some changes on the original basis, which ensures the security and improves the efficiency. The final algorithm test results show that the algorithm can resist some common security attacks, and the value of pixel points is related to more pixels as much as possible, which has better robustness. Therefore, the encryption algorithm proposed in this paper can play a better role in the process of image security communication.
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ABSTRACT

As the cost of human forces increases, people in some careers, like the artists, may find some difficulties when models are needed in the processes of making art. Obviously, one alternative solution is to find pictures online, however, when some specific poses are needed, they may also find some difficulties to describe them. This paper develops an application to search for pictures with the target pose described by the user's graphical input. In this project, one hundred images describing distinct actions and activities with various poses and view-angles are collected. Mediapipe is then used to analyze those images in a quantitative way. We also embedded a User Interface that allows the user to imitate the intended pose as well as the viewing angles by simply dragging around body joints of the figure. Different sets of feature points and matching algorithms are also tested to find out the best solution.

KEYWORDS

Computer vision, Pose detection, Image searching.

1. Introduction

The internet nowadays is ever powerful to connect everyone to any open resources that one may desire. Searching engines, for example, give their clients a way to access those resources by string matching. When we try to search for an image, those images are categorized in a way so that we can easily find one, for example, by simply typing "a running man" and hit the search button. However, when someone is trying to search for a very detailed pose, the user must know how to describe that pose in text, such as “jumping with the left arm up and right arm down” or “sitting with both hands crossed on the leg”, which is annoying and not necessarily returning a promising result. The users oftentimes need to rephrase their words couple times before they give up or a satisfying result returns.

In this project, we define an innovative way of image-searching by the user's own graphical input. The clients of our application can expect a promising searching experience by simply modifying the provided default body-joint figure to imitate the pose in their mind. Such application is even more powerful when high-degree of accuracy is demanded such as “left arm curved 30 degrees”.

Our image-search engine is accomplished by linking the user input with preprocessed dataset using the matching algorithm.

The rest of this paper is structured as follows: Section 2 will detail the multiple challenges faced in this study and how they were overcome; Section 3 will describe the methodology and solution in greater detail; Section 4 details the experiments that were performed in this study, as well as a
thorough analysis of the results; Section 5 will list any related works that have also been done regarding volunteering; and lastly, Section 6 will conclude the study and state any future work that may be done.

2. CHALLENGES

2.1. Challenge 1: Aligning User Input for prediction in machine learning does not always translate perfectly. (2D input for user prediction does not translate perfectly to a 3D captured image turned 2D (aka a photo))

A three-dimensional space has much more information than a two-dimensional space. In this project, we are focusing on photographs, which are a 3D image flattened to 2D. The user input is therefore also treated as a 2D object, as controlling a 3D model is not only more complex but prone to error. When matching the user input to a predicted image, the process of estimating for a higher dimension has always been a challenge. Due to the complex nature of imaging, oftentimes user input does not perfectly correlate with an image as we are cutting one dimension down. Photographs, while 2D, are reflections of 3D space. We have to do this very precisely (understanding how a 3D object in different angles is displayed in a 2D image) to have a good matching result. To better match the user's input to the image there are a few options. We can either increase how much the user is going to actually put in, give them the ability to add more detail to their data, or limit their options, handling post-processing for them automatically. In this project, we give the users the ability to adjust the length of selected components to more flexibly demonstrate the depth of a three-dimensional image.

2.2. Challenge 2: Selecting a pattern matching model is a difficult process. (testing the models, comparing accuracy, comparing flexibility, etc.)

Selecting a model is essential for every machine learning project, as selecting a model has a huge impact on the accuracy of the result. Each model has its own strengths and weaknesses. Depending on the problem, a model’s accuracy and impact can vary wildly. The process of selecting a suitable model for our computer vision project is specifically tough as there are numerous features that we can collect from an image. Because the data and process of image matching is flexible in implementation, we can end up with a lot of different models that work depending on how things are done. Each choice we make can either be an important feature or just some noise depending on the project itself. The standard way of selecting a suitable model for training is to do comparisons among all selected models. Whichever returns the highest accuracy is the one chosen. Often when a project is much simpler, just picking the most commonly accurate models will suffice as well. In this project, to select a good model to match user input to the actual image in the database, we do the following: for every model we are testing them on a wide array of training data and then splitting our tests to have them undergo cross validation. This will give us the average accuracy and success for each model.

2.3. Challenge 3: Finding out which model parameters are important is a tiresome process

There are numerous models in Machine Learning that are developed well. Among those, most models are flexible in terms of the parameters they are taking in, allowing the developers to tune the models to fit their specific needs. A model’s parameters often have a direct correlation to its success rate. Selecting the perfect maximum depth for Random Forest or the optimal kernel size for a SVC model is a very time consuming process. The number of features, defining what a pose is for our project, also needs to be considered as the format of our training data also impacts what
model parameters are important. The process of hyper-parameter tuning is an excellent solution to this problem as we test the models with a wide gamut of parameters so as to see what lends itself best to our problem. Some problem solutions, however, do not require modifying model parameters past the default options. In our project, we use hyper-parameter tuning on the model that initially returns the highest general accuracy without any modification.

3. METHODOLOGY/SOLUTION

3.1. Overview of the solution (whole system)

The two most important things are the preprocessed dataset and the matching algorithm. The preprocessed dataset contains images with different poses as well as skeleton drawings. The matching algorithm is a machine learning algorithm that matches the user’s skeleton drawing with the skeleton drawings on the preprocessed images. Once we have these two components, the whole system is constructed in the following way: first, a website with a 2D geometric user interface that shapes like an individual person figure is provided for the user to imitate the pose by simply dragging things around. Once the users finish their drawings, they will click on the “Search” button so that a web API function is called to trigger a HTTP request that is sent to the web server where the pre-trained model is located. The web server then calls this model which is trained on the dataset with all preprocessed images. The model returns the most close image and returns to the web server. The web server then interprets the request and asks to query the database in our database server where we store and provide access to persistent data [our preprocessed images]. The database server receives the query and returns the image that is asked for to the web server. The web server then construct the response, send it back through HTTP response so that the client browser can render the page to show the related image.
3.2. The implementation

When designing our user interface, we created two object classes called Hinge and Joint, representing what they actually mean in the human body. With only one Hinge object originally assigned to the end position of the Joint object instead of both sides, we are skipping the problematic case where we have to delete the duplicated Hinge objects at the exactly same location when connecting two Joints together. In our case, when trying to connect two body joints, the Hinge object actually handles the connection through the “add_connection” function. The way of how we achieving this makes much more sense and provides more modularity when we do the experiment. With these two object classes, the full body figure is then created where we assign the default positions of every parts by hard-code, which gives us the following UI:

![Figure 2. Example user interface](image)

To make our model and dataset work on the website, we use the Python Flask server to organize everything. It takes in the HTTP requests with the drawings, cleans the data, passes it to machine learning, gets responses and then pulls out the correct image from the database.

For the matching algorithms that we are comparing, we used SVM, GaussianNB, Random Forest(maximum depth=2), Random Forest(no maximum depth), and CNNs.
4. **EXPERIMENT**

4.1. **Experiment: Find the best matching algorithm**

To find out which machine learning algorithms works the best as our matching algorithm, our group conducted couple experiments with each candidate models testing on different cross validations. The Mediapipe’s pose landmark model converts images to skeleton drawings with 32 feature points as shown in the following figure. We would also like to see if our search engine is scalable, so we tested our models on different size of datasets.

First, we choose 10 images with 5 of them represent running and another 5 of them represent yoga then duplicated the dataset by 4 times in order to do the cross-validation. We used 3-fold cross-validation, SVM model gave the result of being 79.85% accurate, however, GaussianNB model, Random Forest model with maximum depth set to 2, and Random Forest model with unlimited maximum depth all gave 100% accuracy.

Next, we tested those models again on 50 images containing much more distinct activities and poses including sitting, jumping, yoga, running, etc. Again, for cross-validation, we choose to duplicate the dataset by 4 times. We used 3-fold cross-validation, SVM model gave the result of being 72.28% accurate, GaussianNB model and Random Forest model with unlimited maximum depth both gave 100% accuracy, and Random Forest model with maximum depth set to 2 gave us an accuracy of 67.86%.

Finally, with all 100 images, we duplicated the dataset by 8 times so that we can do a 3-fold cross-validation, a 5-fold cross-validation, and a 7-fold cross-validation. For 3-fold cross-validation, SVM model gave the result of being 93.97% accurate, GaussianNB model and Random Forest model with unlimited maximum depth both gave 100% accuracy, and Random Forest model with maximum depth set to 2 gave us an accuracy of 71.66%; For 5-fold cross-validation, SVM model gave the result of being 94.63% accurate, GaussianNB model and Random Forest model with unlimited maximum depth both gave 100% accuracy, and Random Forest model with maximum depth set to 2 gave us an accuracy of 73.45%; For 7-fold cross-validation, SVM model gave the result of being 97.32% accurate, GaussianNB model and Random Forest model with unlimited maximum depth both gave 100% accuracy, and Random Forest model with maximum depth set to 2 gave us an accuracy of 76.34%.
4.2. Analysis

As shown in the experiments, SVM model is the only which returns a good result while not being overfitted. However, we would ask our self a question, does overfitting really matters in our matching problem? The answer is no, since we only care about how accurately a matching model can be to link a user input to one of the images in our database. We finally choose the SVM model as our matching algorithm in our application.

5. RELATED WORK

In the paper “Image Matching Algorithm based on Feature-point and DAISY Descriptor”, their team is focusing on an image matching algorithm where they combined SURF algorithm which is based on partial features and DAISY descriptor which is based on the principal direction. Their proposed algorithm, while almost maintaining the same computing speed, improves the SURF algorithm’s ability on image rotation. In our research, while trying to increase the confidence level of matching the image where people are standing on a surface with slope or in different rotation to the user inputs, we can also use the idea of how to improve the accuracy of matching images in rotating condition. The main difference between our focus and their group’s focus is that we are matching feature points to the images while they are trying to match images to images. One of the strengths of our research is our project’s unique approach to matching, centered around matching to a particular image just given some raw data.

In the paper “Classification of yoga pose using machine learning techniques”, their team is focusing on using pose detection techniques to identify the posture and thus the accuracy of yoga poses. They used four machine learning algorithms to classify the yoga asana for Sun salutations set of postures as well as a real-time skeleton drawing using pose estimate technique. In our project, instead of real-time skeleton pose drawing with video-capturing, we asked the user to move the body joints we provided as the user interface. Instead of some limited set of yoga poses, we allowed users to search for a large number of poses in their daily routine.

In the paper “A fingerprint recognition algorithm using phase-based image matching for low-quality fingerprints”, their team is focusing on finding a fingerprint matching algorithm for low-quality fingerprints. The fact that the fingerprint condition, whether environmental or personal causes, can highly affect the recognition process is the most changeling problem. They suggested a phase-based image matching algorithm where they use the phase components in 2D discrete Fourier transforms of fingerprint images to try to achieve a better performance. In our project, while trying to match the user input to the image, we can also use the same idea to handle the case where some images didn’t catch the whole body. The main difference between our focus and their group’s focus is that we are matching posing features to the image while they are matching sub-optimal fingerprints to the complete fingerprints. One of the strengths of our research is that we are extracting and modifying the important feature points while matching to the dataset.

6. CONCLUSION AND FUTURE WORK

Our final application is able to return the target image on the right in the dataset given the graphical input on the right as shown in the following example.
However, every project has limitations. In our project, some images that represent different actions/poses are probably matched to the same or very similar 2D body-joint data. When the user gives his body-joint inputs in our UI, he might, as a consequence, get many images that he doesn’t expect. Another potential issue is that a lot of the practicability depends on a huge variety of images in the dataset which we may lack. A dataset that contains many different poses and actions is highly preferred while also being highly time-consuming. As a small research team, we may not have the ability to collect such a huge valid dataset.

In terms of how the way of our data-processing defines, we may expect that when turning a 3D image to a 2D body-joint data, different images may share the same or very similar data while the images themselves may vary widely. To address this issue in the future, a 3D body-joint data processing is preferred. However, as the accuracy of a 3D body-joint data processing highly depends on the pose-detection model we have, a substitute solution may be to add an extra field in our input data that will let the user select the body’s facing position. In terms of how we can approach generating a larger dataset while maintaining its accuracy, having more people to work on it is obviously preferred. As the current size we have, one way of doing this is to set a separate program to automatically collect images from the web.
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ABSTRACT

Industry 4.0 and the ongoing digital transformation along with a large number interconnected machines and devices increase the role of cybersecurity, cyber incident handling and incident response in the factories of the future (FoF). Cyber incident information sharing plays a major role when we need to formulate situational pictures about FoF operations and environment, and respond to cybersecurity threats related to e.g. the implementation of novel technologies. Sharing of incident information has a major drawback since it may reveal too much about the attack target, e.g. in the case of legacy systems and therefore restrictions may apply. We have developed a proof-of-concept service that combines access control and encryption of data at high granularity and a mechanism for requesting access to restricted cyber incident information. The objective was to demonstrate how access to restricted incident data fields could be managed in a fine-grained manner to enhance information sharing.
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1. INTRODUCTION

Industry 4.0 promotes the use of emerging technologies such as Internet of Things (IoT), Big Data, artificial intelligence (AI) and cloud computing, supported by cyber-physical systems, as the design to achieve what they call smart factories or factories of the future (FoF). One common characteristic of Industry 4.0 is to decentralise production systems [1] and allow controlling, monitoring, adaptation, and optimisation to be done in real time, based on the large amounts of data available in the factory environment that feeds the use of machine learning (ML) techniques. This so called fourth technological revolution is expected to bring significant gains in productivity, resource savings and lower maintenance costs, as machines will have all the information necessary to operate more efficiently, adaptable and keep up with any fluctuations in demand. Devezas et al. (2017) summarised Industry 4.0 to comprise strong customisation of products under high flexibility mass production that require the introduction of methods for self-organised systems to establish a suitable link between the real and virtual worlds [2].

The rapid human evolution and the search for strategies that facilitate our daily lives, imply a close synergy with technology that must adapt to the user needs. In this context, HMI (Human Machine Interface) interfaces emerge, responsible for human-machine interconnection. HMI, as the name already indicates, consists of software and hardware that allow an operator (human) interact with a controller (machine) [3]. The term “machine” is defined by Merriam-Webster as “mechanically,
electrically or electronically operated device for performing a task” [4]. In other words, a machine
is a device that has the function of transmitting or modifying energy to perform a certain task that
assists the human being. Technically, you could apply the acronym HMI to any kind of screen or
visual display that someone uses to interact with a device, but in general, we use it to describe
screens used in industrial environments. HMIs display real-time data and allow the user to control
the equipment using a graphical user interface. In the industrial environment, the HMI can take
many forms. It can be a standalone screen, a panel connected to other equipment, or even a tablet
computer. Despite of its looks, the primary purpose of HMI is to allow users to view data about the
device operations and control it. Operators can use an HMI, for example, to see which conveyor
belts are running or adjust the temperature of an industrial water tank.

In terms similar to human-human interaction, humans as rational beings also need to communicate
and interact with technological systems, hence the emergence of artificial intelligence (AI).
Artificial intelligence, which we consider today as a domain of knowledge, and define as the type
of intelligence similar to that of the human but displayed through mechanisms or software. Thus,
the “intelligent agent”, which is also often called as autonomous agent, is a system that perceives
the entire environment (internal and external factors) via sensors and acts rationally (generally
makes decisions to maximise its success) upon that environment with its effectors. Weiss et al.
(1999) define intelligent agent being capable of flexible autonomous actions in order to meet its
design objectives and where flexible means reactivity, pro-activeness and social ability [5]. The
goal of an intelligent system is to perform functions, with the ability to establish logical reasoning
(by means of established rules), recognising patterns, learning (acquiring future knowledge future
knowledge based on mistakes), and inference (apply reasoning to everyday situations). In the
caseof a vehicle, the human being adopts the role of driver and performs the interaction with the
entire system present in the vehicle. Therefore, this system must be prepared to interact with the
driver through the most appropriate means of communication (e.g. haptics, images, and/or
sound), and must be able to recognise the interactions used by the driver. The previous can be
applied to the factory of the future where the human operator is the driver and the industrial
system or multiple (interconnected) systems represent the vehicle(s).

All technological development, for example the fourth technological revolution with its
decentralisation, breakthrough technologies such as Industrial IoT and AI, and the convergence of
human and machine interaction have also weaknesses. In this case, one major weakness is
cybersecurity. The digital transformation of the FoF involves a growing number of
interconnected devices, which we need to protect from hackers and other malicious third parties.
Traditionally the operational technology (OT) systems of factories were isolated from the (public)
internet, but this separation is no longer valid. This is due to e.g. robots being maintained remotely
while members of the supply network gain access, not only to the factory information technology
(IT), but also to OT systems in order to, e.g. collect orders, acquire production specifications or
update their own production information to the system. In addition, customers or service providers
may access these systems directly in order to obtain production schedules or even optimise factory
operations via the use of existing production data.

In order to maintain an adequate level of cybersecurity within the FoF during the aforementioned
development, we need to update our cybersecurity strategy to meet the requirements of the FoF.
The strategy consists of among others the following items:

- FoF cyber risk and threat management
- Development and implementation of cybersecurity policies for access and trust
  management within the FoF
- Evaluation of new technologies (e.g. 5G and AI) potential cybersecurity vulnerabilities
- FoF monitoring and incident response (intrusion detection/prevention systems, SIEM,
SOC, etc.)
• Organisation of cybersecurity training and awareness activities
• Planning of decision-aided or autonomous remediation and recovery of assets in case of a cyber incident

This article focuses on the topic of FoF monitoring and incident handling and response by introducing a proof-of-concept for a fine-grained cyber incident information sharing which is also the basis of cyber situational awareness for the FoF. Our research questions are the following:

1. How can we enhance incident information sharing between organisations?
2. How should we modify the IODEF data format to enable encryption and decryption?
3. How to request and enable the sharing of sensitive information in the cyber-incident dashboard (service)?

We developed this proof-of-concept as part of an ongoing Horizon 2020 project. Due to the nature of the PoC and the schedule of the project, the concept does not involve end-user-evaluation or the security and vulnerability testing of the service. This is because the objective was to discover new and innovative possibilities for sharing incident information in a fine-grained manner.

The article is structured as follows. We begin by describing the terminology and existing research behind our concept. Then we describe our methodology related to the IODEF data format update, visualisation aspects and the development of the event generator, which we used to generate random IODEF data content. In chapter 4, we describe the developed incident manager dashboard and some of its functionalities. Finally, we discuss about the findings during our research and future R&D topics before we conclude the article.

2. **Theoretical Perspective**

NIST defines cybersecurity as “the process of protecting information by preventing, detecting and responding to attacks” [6]. The prevention, detection and response to cyber-attacks has been studied quite extensively during the two decades. For example, Lee (2015) has studied the prevention of cyber-attacks and their response and listed both technical (firewalls, routers, filtering, etc.) and non-technical (training, information sharing, awareness-raising, etc.) means for different kind of cyber-attacks ranging from Distributed Denial of Service (DDoS) attacks to phishing and data breaches [7]. Indre and Lemnaru (2016) propose a solution against malware and intrusion attacks that is based on intrusion detection and prevention systems [8]. Kholiday has studied autonomous mitigation of cyber risks in cyber-physical systems (CPS) [9] and Zhou et al. have studied a multi-agent-based hierarchical detection and mitigation of cyber-attacks in smart grids [10]. In addition to the scientific contribution, the U.S. National Institute of Standards and Technology (NIST) has introduced its own cybersecurity framework to create a baseline and a toolbox to protect the government, critical infrastructure and individual companies against cyber-attacks, which includes among others learning material, implementation guidance and even models for evaluating the security maturity of the organisation [11].

Two key measures for improving the cybersecurity of the FoF or any other organisation is situational awareness and information sharing. According to Gilson (1995) the term “situational awareness” was first identified by Oswald Boelke during World War I who described it as “the importance of gaining an awareness of the enemy before the enemy gained a similar awareness, and devised methods for accomplishing this” [12]. The CNSS Glossary defines situational awareness as “the perception of an enterprise’s security posture and its threat environment” [13]. Information sharing has been studied by, e.g. Harrison and White (2012), and Steenbruggen and Nijkamp (2012) both highlighting the importance of information sharing and proposing methods
for enabling communities to detect cyber incidents via the use of shared security information [14] and stating that public organisations often have information that is valuable to each other’s operations [15]. In general, legislation such as the General Data Protection Regulation in Europe requires cyber incident reporting in the case of a breach of personal data, but it does not cover reporting of other incidents [16]. The same applies to the U.S. and China where the respective privacy acts have been enforced to protect the personal data of citizens, but other incident reporting is often voluntary though strongly recommended. There are some exceptions though. For example, national legislation often forces critical infrastructure providers to report any kind of incidents that influence their operations to the supervising authority.

In cybersecurity, situational awareness and information sharing often conflict with each other. Even though sharing cyber incident information may help others prevent the same kind of cyber-attack, it may reveal other vulnerabilities that may cause new and even larger attacks against the party sharing the incident information. For example, the description of the attack or its countermeasure may reveal that the target was a specific legacy system, which makes it possible for the malicious third party to focus on its known vulnerabilities. This makes the supervising authorities’ role as the middle-man quite difficult. After all, they receive the information from all (cyber) incidents, but they necessarily cannot share the information to other relevant parties even within the same sector. The risks of sharing cyber incident information have been studied by Mallinder and Drabwell (2014) [17] and Albakri et al. (2018) [18] while Lawton and Parker (2002) focused on barriers in incident reporting of a healthcare system more than a decade earlier [19]. This information sharing issue has been partially solved by establishing sector-based Information Sharing and Analysis Centers (ISACs). According to the definition by ENISA (2018) ISACs are “trusted entities to foster information sharing and good practices about physical and cyber threats and mitigation” [20]. Most countries have their own ISAC networks focused especially in critical infrastructure sectors. In Finland, there are eleven different ISAC groups ranging from food production and distribution to water management and hosted by the National Cyber Security Centre [21].

3. DESIGN AND PLANNING

In this section, we describe the methodology related to the IODEF data format update. Then we will describe the development of the event generator, which we used to generate random IODEF data content so that we can test the incident dashboard with data that resembles actual incident reports and encrypt some of the field contents. Finally we will focus on the main topic, i.e. the incident manager dashboard and its visualisation.

3.1. Applying fine-grained access control to the IODEF data format

In order to demonstrate and visualise fine-grained access control (FGAC) in action, we created an applicable use case. The selected demonstrative use case is the visualisation of fine-grained access control in cybersecurity incident documents, also known as reports, and more specifically, incident documents in the incident object description exchange format (IODEF). IODEF is a data format used to describe cybersecurity incident information for exchange between computer security incident response teams (CSIRTs). IODEF was first defined in RFC5070 [22] and it was later updated to version 2 in RFC7970 [23]. The format is used in multiple software and other real-world applications, such as in the security information and event management system SIEM.

According to the RFC7970, IODEF has the following main information fields that are shown in table 1.
Table 1. IODEF file fields [23]

<table>
<thead>
<tr>
<th>Field</th>
<th>Multiplicity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IncidentID</td>
<td>One</td>
<td>An incident identification number assigned to this incident by the CSIRT who creates the IODEF document.</td>
</tr>
<tr>
<td>AlternativeID</td>
<td>Zero or one</td>
<td>The incident ID numbers used by other CSIRTs to refer to the incident described in the document.</td>
</tr>
<tr>
<td>RelatedActivity</td>
<td>Zero or one</td>
<td>The ID numbers of the incidents linked to the one described in this document.</td>
</tr>
<tr>
<td>DetectTime</td>
<td>Zero or one</td>
<td>Time at which the incident was detected for the first time.</td>
</tr>
<tr>
<td>StartTime</td>
<td>Zero or one</td>
<td>Time at which the incident started.</td>
</tr>
<tr>
<td>EndTime</td>
<td>Zero or one</td>
<td>Time at which the incident ended.</td>
</tr>
<tr>
<td>ReportTime</td>
<td>One</td>
<td>Time at which the incident was reported.</td>
</tr>
<tr>
<td>Description</td>
<td>Zero or more</td>
<td>Non-formatted textual description of the event.</td>
</tr>
<tr>
<td>Assessment</td>
<td>One or more</td>
<td>A characterisation of the incident impact.</td>
</tr>
<tr>
<td>Method</td>
<td>Zero or more</td>
<td>Techniques used by the intruder during the incident.</td>
</tr>
<tr>
<td>Contact</td>
<td>One or more</td>
<td>Contact information for the groups involved in the incident.</td>
</tr>
<tr>
<td>EventData</td>
<td>Zero or more</td>
<td>Description of the events involving the incident.</td>
</tr>
<tr>
<td>History</td>
<td>Zero or more</td>
<td>A log of the events or the notable actions which took place during the incident management.</td>
</tr>
<tr>
<td>AdditionalData</td>
<td>Zero or more</td>
<td>Mechanism which extends the data model.</td>
</tr>
</tbody>
</table>

In addition to these main fields, IODEF contains multiple other less used and optional fields. For the scope of this demo, we deal only with the main fields. We can apply fine-grained access control to the IODEF documents when incident information needs to be shared with parties in an organised manner, but the parties have different privileges to the incident information. Fine-grained access control allows the encrypted documents to be uploaded to a central location so the information can be shared as fast as possible. This way the party in charge of distributing the incident information does not need to alter the information in the document for every receiver. Fine-grained access control can also be used to dynamically encrypt individual tags in an IODEF document, based on the privileges of the reader.

To demonstrate the possibilities of fine-grained access control in IODEF documents, a dashboard was created. The dashboard is a demo of a cybersecurity incident management cloud service, where the incident information can be uploaded in the IODEF format. The users of the service can then view these documents and only access the information they are authorised to. The dashboard is developed with Angular 12 typescript framework. It has simple demonstrative login and logout functionalities and allows you to login as four different users in order to demonstrate the fine-grained access control with IODEF documents. You can then view two different documents as each individual user to see the varying access rights in action.

3.2. Event generator and API

For simulation purposes we developed an event generator to allow gathering information about the functionalities and response of the system. By firing stochastic incident events that simulate the incidents happening within a real productive scenario, the event generator works as the base engine of the simulation environment, producing plausible incident data that can visualised across all the dashboards of different actors and locations.
Each of the fired incident events follows the Incident Object Description Exchange Format (IODEF) RFC5070 Standard, which is XML-based data with a human readable structure. Each file contains at least one incident entity, with each entity being comprised by the fields listed in table 1.

The fine-grained access control functionality manages the ability of certain actors to visualise these fields in a different way, and acts in conjunction with the cryptographic keys. The event generator randomly selects a subset of tags within the IODEF document, and encrypts them with a randomly generated key and a certified and secure cryptographic algorithm. The individual teams or users can then request this key, by providing the necessary data such as the unique user identification (UID) and the incident identifier. These encrypted tags contain the FGAC keyword as an XML attribute with the team/user identification numbers, which can access and decrypt them. This way, when the document is shared, the sensitive tags are shared encrypted and, unless using a key, cannot be viewed in plain text.

The event generator system was designed to be object-oriented with a strict segregation of responsibilities between different components. It contains a central component, IODEF generator, responsible for generating the documents and assign them to different products. It also contains an XML processor component, responsible for building valid XML documents from the generated incidents, sharing them with the team. The event generator overall architecture is displayed in figure 1 below.

![Event generator architecture](image)

**Figure 1. Event generator architecture**

Since the dashboards are to be web-based, the event generator has a communications layer using HTTPS protocol, in order to quickly and effectively exchange data with the different dashboards.

The communication methods of the event generator are displayed in table 2 below.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>/InitSimulation</td>
<td>Initializes/resets the simulation.</td>
<td>None</td>
</tr>
<tr>
<td>/GetSimulationData</td>
<td>Returns all the generated IODEF documents and organizations in both JSON and XML format</td>
<td>None</td>
</tr>
</tbody>
</table>
The InitSimulation method allows the user to reset the simulation, creating new organisations and IODEF documents. GetSimulationData returns both the list of generated organisations and IODEF, together with the assignments between both entities, in JSON and XML (IODEF standard) format. Lastly, GetKey is used for requesting a cryptographic key that can decrypt a set of sensitive information of an IODEF document. This key is only returned if both the tag and the organisation that is requesting the key match, avoiding giving keys to unwanted entities.

Since this article focuses on the incident dashboard and the visualisation of incident data, we will consider the event generator as a black box with the desired output that the incident manager receives and processes from this point forward and therefore we will not describe the event generator any more.

3.3. Visualisation of incidents in a fine-grained manner

One task of our project, the collaborative monitoring and response task aims to design and implement a collaborative security operations center (SOC) for distributed operations. It collects all relevant information, then orchestrates, analyses it, and finally responds to security incidents in a timely manner. The objective is to enable collaborative incident response on distributed manufacturing environments, shorten the decision making, response and recovery time, and optimise attack and response resources (costs). Information sharing is seen as a key element to support vulnerability, threat and incident management, and thus helping organisations to prepare and prevent cyberattacks. However, it is primarily based on trust, which is also seen as the most significant barrier to organisational information sharing as e.g. Albakri et al. (2018) state in their research [18].

In this work we have focused on boosting the trust in incident information sharing by using fine-grained access control. The aim is to reveal only pre-allowed pieces of incident data to different users or groups. For example, an automotive factory that has been attacked may allow that all incident information may be shared with their named SOC operator who works in close collaboration with them, but other SOC operators do not see the target IP address which was under attack at the factory. The factory may also allow sharing of the incident details to other automotive factories in Europe, which might be targets to a similar attack as it seemed to be targeted to the automotive sector. However the factory allows sharing of only the very basic details to other European factory operators, not revealing, e.g. what was the targeted factory and when did the attack happen. By revealing too much information, it might be possible to count one plus one and figure out what was the targeted organisation or/and system. By sharing too much information about the incident, the information might end up into the hands of a malicious third party who may get insights of how successful their attack was. Thus, using fine-grained access control we try to create a PoC of a system that would boost organisations into sharing incident information in a trustable manner.

In order to visualise the incidents in a fine-grained manner, the IODEF documents are enhanced with fine-grained access control tags. These tags act as attributes to the fields containing the incident information. The users are then granted access to the encrypted information based on these tags. The users can be saved in a database and given two corresponding tag-attributes. One specifies the clearance group the user belongs to and the other is a specific tag belonging to the user. The responsible SOC can then distribute IODEF information based on the clearance groups or by the specific user. The SOC can achieve this by populating the IODEF document with the corresponding

| /GetKey | Returns the key used to decrypt elements that are encrypted within an FGAC tag | Owner, IncidentID and TagName |
tag-attributes within the information fields. The Angular front-end then compares these tags within the IODEF document to the ones held by the logged in user. When the tags match, the information in the IODEF-document is displayed to the user. Otherwise a placeholder text “You are not authorised for this information” is shown. In the demo, the information is encrypted if the user has not authorisation to view it. In case the user has no authorisation, the system consist of a functionality for requesting permission (namely a decryption key) to the data from the data owner, which can then be used to decrypt the information.

There is already some research conducted on fine-grained access control systems for XML-documents. For example, Luo et al (2004) have presented the QFilter method for fine-grained run-time access control for XML-documents. In the research it is stated that it is crucial to tailor information in XML-documents for various user and application requirements, preserving confidentiality and efficiency at the same time. Thus, it is critical to enforce access control over XML data to ensure that the users only have access to the portion of the data they are allowed to. The research currently presents different access control methods for XML-documents, but only little to no research has been done on visualisation of fine-grained access control. [24]

When choosing how to visualise encrypted data in a fine-grained manner, it is also important to decide on how to convey the data that is not visible to the viewer. In some contexts, the best approach is not to show the data at all. In other contexts, a better approach is to convey that the data exists but hide it from the unauthorised viewer in other ways. Possible approaches to visualising the hidden data include:

- Blurring, overlining and other visual hiding methods
- Placeholder text, such as “You are not authorised to view this information”
- Not showing the hidden information at all

In this case, our chosen approach was a placeholder text. This is because the document does not contain fields whose existence in itself is classified. In some other fine-grained access control situations, the existence of the hidden items may be information that should not be shared with all parties. The existence of the hidden information may be enough for the intruder or other malicious party to get interested and therefore figure out where to intrude.

In order to be able to visualise data in a fine-grained manner with many different users having access to the same document, it is important to structure the document in a way that supports implementing fine-grained access control. This is where structures such as IODEF are helpful. When the structure of the document is predefined, the programming logic behind the fine-grained access control is easier to implement and maintain. If fine-grained access control is to be implemented in a cloud environment, for example for viewing documents, it should be considered to come up with a predefined and commonly agreed structure for the shared documents. Formats such as IODEF can be adapted to other contexts. For example in the automotive industry, predefined formats such as IODEF can be applied to the manufacturing manuals shared in the cloud. The predefined individual tags or fields allow for easy distribution of access control.

4. IMPLEMENTATION OF THE INCIDENT MANAGER

This section describes the implementation of the incident manager dashboard (service) as well as its functionalities. The incident manager dashboard is a service (frontend application) for viewing incident information that is stored in an external (cloud) repository. The service requirements towards the repository in addition to being the source of incident information (IODEF) data are the
implementation of fine-grained access control (FGAC) tags along with the encryption mechanism of any desired individual incident information field. In addition, the repository should offer the possibility to provide the decryption key to the incident manager dashboard based on a request from the manager.

After launching the service from the browser, the user is shown an empty dashboard with instructions to perform user login. After the user has logged into the service, the user clicks the “Fetch Incidents” button to download incident data from the (cloud) repository, which in this case is represented by the event generator. The figure below (Figure 2) displays the incident manager dashboard after the user has logged in and fetched the incident data. As you can see from the figure, the dashboard screen is divided into two sections. The left half of the dashboard shows a list of incidents and when the user clicks on a specific incident, the detailed incident information is displayed on the right hand side. In this case the user can see six incidents. Please also note that the user has full privileges, i.e. he can see all fields in incident number six.

The figure (Figure 3) shows the same incident six as before, but with a different user who has a restricted view. Instead of showing the field content, the user sees a placeholder text with “You are not authorized for this information” along with a “Request key” button, which is used for requesting access to that specific field content.
This functionality highlights the high granularity of the service, i.e. each field has been encrypted with its own key and therefore access is requested for each field separately.

The next figure (Figure 4) shows the incident manager dashboard after the user has clicked the “Request key” button in order to gain access to the encrypted data content.

Clicking the button sends the user and field identifiers to the data owner (which in this case is represented by the event generator) who grants access to the data and therefore sends the decryption
key to the incident manager dashboard. In this case, the user sees a message that the access to the field content has been received and he can then click on the “Decrypt field” button to display the content.

The last figure (Figure 5) displays the incident view with the restricted content now visible to the user. Please note that only the requested field information is shown to the user, i.e. if the user wishes to see the content of other restricted fields, then he should click on the respective “Request key” buttons to request access to them. In other words each incident information field has been encrypted with a unique key and therefore the received decryption key works only for that one specific field. You may also note that the structure of the field content visible in Figure 5 is slightly different from the content in figure 2, i.e. the decrypted data has line spaces between the different words while the user with “all privileges” did not have them (i.e. all field data was in one row). This is mainly due to the technical encryption and decryption process which will be taken care of in the next version of the service.

Figure 5. Incident view with decrypted field information visible to the user

5. DISCUSSION AND FUTURE WORK

This section describes the major observations that we discovered during the development of the incident manager dashboard. This list of observations is not an exhaustive one, but rather a review of what kind of functionalities we considered to be useful in future work, i.e. the next version of the service.

The PoC offers only username and password as the only available authentication mechanism, but it would be possible and also highly recommended to use two-factor authentication (2FA) or a similar strong authentication mechanism to identify and authorise the user properly. Since our objective was to demonstrate the incident information sharing functionalities of the dashboard, as well as the visualisation, we decided not to waste time on implementing strong authentication into the service.
The PoC includes only one repository for downloading incident information, but it would be possible to fetch incident information from any available repository included in the list of sources. The “Request key” functionality resulted in automatic granting of access rights from the event generator, i.e. it sends the decryption key to the service immediately. It would be possible to demonstrate an open text for justifying the access request to the incident information owner, but since we had only one repository at use and the user interface of the data owner nor the manual access-granting mechanism was not included in our objectives, they were not implemented. In any case the user interface for the data owner could be implemented either directly to the incident manager dashboard or it could be done e.g. via email. In the latter case the justification message would be sent via email to the owner (using the email listed in the incident contact information) and the message could also include links to approve or reject the request), which might provide added usability to the system.

During the PoC development, we also discussed about the access right (key) validity period. The access right to an individual field could be given for a certain time period, it could be based on the number of times that the user reads the restricted content, or it could also be valid indefinitely. Since this wasn’t the objective of this PoC, we decided to grant only one time access rights, i.e. the key was valid only for that specific login session, which was enough for our demonstration. The decision is often dependent on the data owner and therefore we should perhaps offer multiple options for choosing the validity period in the next version of the incident manager.

Like we described in the introduction section, we did not consider an end-user piloting nor evaluation to the PoC. Neither did we consider conducting security testing to the system or cryptographic analysis to the encryption/decryption functionality. These decisions were made intentionally since the objective of the PoC was to test the possibility of sharing incident information in a novel way.

The future research and development activities would consist of a thorough evaluation of the proposed service. It would consist among others an analysis of the service efficiency and applicability, collection and statistical analysis of the views from end-user evaluations, and a comparative analysis covering the advantages and disadvantages of the service compared to other (existing) incident reporting management tools and services. The evaluation would include an implementation of the service to a real incident management reporting use case with actual incident data. In addition we could test the security of the service and the developed encryption mechanism, and try to find a similar tool or service from another sector/topic in order to compare the evaluation results with each other.

Since the project is very close to its end, we do not have plans to develop the incident manager dashboard further at this stage. However in case we find another suitable project, then we might reconsider creating the next iteration of the service. Due to the current trend of cybersecurity information sharing and this topic being in the focus of the current Horizon Europe Cybersecurity topic calls, future development might be highly possible.

6. CONCLUSIONS

This article describes the research and development of a proof-of-concept incident manager dashboard (service) that combines access control and encryption of data at high granularity, and a mechanism for requesting access to restricted cyber incident information. We claim that the PoC will enhance incident information sharing between organisations since it allows the sharing of incident (IODEF) data while applying access control and encryption in a fine-grained manner to individual fields containing sensitive information in the perspective of the information owner. The access rights are implemented into the IODEF in the form of FGAC tags that are defined separately
for each field, enabling the fine-grained access control and encryption functionality. The service also demonstrates a way to request access to one or more restricted (encrypted) IODEF fields within the incident information, while maintaining the full control of data within its owner. The article also discusses about the observations regarding some missing but perhaps useful functions that could be implemented in next iterations of the PoC.
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