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Preface 
 

 

8th International Conference on Artificial Intelligence and Applications (AI 2022),October 29~30, 
2022, Vienna, Austria, 2nd International conference on AI, Machine Learning in Communications 

and Networks (AIMLNET 2022), 8th International Conference on Bioinformatics & Biosciences 

(BIOS 2022), 2nd International Conference on Big Data, IOT & NLP (BINLP 2022), 8th 
International Conference on Computer Science and Information Technology (CSTY 2022), 8th 

International Conference of Managing Value and Supply Chains (MaVaS 2022), 8th International 

Conference on Signal and Image Processing (SIGI 2022) was collocated with 8th International 

Conference on Artificial Intelligence and Applications (AI 2022). The conferences attracted 
many local and international delegates, presenting a balanced mixture of intellect from the East 

and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 
academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 
information technology. 
 

The AI 2022, AIMLNET 2022, BIOS 2022, BINLP 2022, CSTY 2022, MaVaS 2022 and SIGI 

2022. Committees rigorously invited submissions for many months from researchers, scientists, 

engineers, students and practitioners related to the relevant themes and tracks of the workshop. 
This effort guaranteed submissions from an unparalleled number of internationally recognized 

top-level researchers. All the submissions underwent a strenuous peer review process which 

comprised expert reviewers. These reviewers were selected from a talented pool of Technical 
Committee members and external reviewers on the basis of their expertise. The papers were then 

reviewed based on their contributions, technical content, originality and clarity. The entire 

process, which includes the submission, review and acceptance processes, was done 
electronically. 

 

In closing, AI 2022, AIMLNET 2022, BIOS 2022, BINLP 2022, CSTY 2022, MaVaS 2022 and 

SIGI 2022 brought together researchers, scientists, engineers, students and practitioners to 
exchange and share their experiences, new ideas and research results in all aspects of the main 

workshop themes and tracks, and to discuss the practical challenges encountered and the 

solutions adopted. The book is organized as a collection of papers from the AI 2022, AIMLNET 
2022, BIOS 2022, BINLP 2022, CSTY 2022, MaVaS 2022 and SIGI 2022 

 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

 
David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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ABSTRACT 
 
In explainable AI (XAI) for deep learning, saliency maps, heatmaps, or attention maps are 

commonly used to identify important regions for the classification of images of explanations. 

Recent research has shown that many common XAI methods do not accurately identify the 

regions that human experts consider important. We propose averaging explanations from 

ensembles of learners to increase the accuracy of explanations. Our technique is general and 

can be used with multiple deep learning architectures and multiple XAI algorithms. We show 

that this method decreases the difference between regions of interest of XAI algorithms and 

those identified by human experts. Furthermore, we show that human experts prefer the 

explanations produced by ensembles to those of individual networks. 

 

KEYWORDS 
 
Neural Networks, Machine Learning, Explainable AI, Image Classification, Computer Vision. 

 

1. INTRODUCTION 
 

A variety of eXplainable Artificial Intelligence (XAI) methods have emerged for explaining 
image classification [15, 17] to developers or end-users [16, 6]. These approaches typically locate 

and highlight regions of the image that are important to the classification decision. Recently, 

several papers have called into question the ability of existing XAI methods to accurately identify 
regions that are meaningful to human experts such as radiologists, dermatologists, neurologists, 

oncologists, ophthalmologists, or even bird watchers [30, 8, 33, 22]. For example, [2] discusses 

the substantial differences between the regions on an x-ray that radiologists find important and 
those found by XAI algorithms. 

 

We explore the use of ensemble learning [9] of neural networks to increase the accuracy of 

identifying regions of interest for any XAI algorithm by combining explanations from multiple 
neural networks. To illustrate, Figure 1(a-d) shows the heatmap of four neural networks trained 

on the same image data starting with different initial random weights. The task was to determine 

the wing pattern (e.g., striped, solid, spotted, wingbar). Figure 1(e) shows the heatmap produced 
by averaging the heatmaps of 11 networks. Of course, a disadvantage of our approach is that it 

requires more computation to create an ensemble than a single network. This linear increase in 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121801
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computation can be mitigated by coarse-grained parallel training of N networks. 
 

 
 

Figure 1. Saliency maps from an ensemble of classifiers. (a-d) are individual networks trained to identify 

the wing pattern. (e) is an average of 11 networks. 

 

There are multiple purposes for XAI. One is to inform developers and perhaps validators how the 
deep learning system is working. Figure 2a shows an example heatmap produced by XAI 

algorithms to illustrate how the underlying deep learner operates. A second use which becomes 

important as applications of deep learning are deployed is to describe to end users the location of 

important diagnostic features. For example, Figure 2b shows an image from a dermatology 
journal [21] with three regions identified and labeled with “milky pink structureless areas 

centrally (*), white streaks (^) and atypical pigment network (arrows).” In this case, it is 

important for a deep learner and XAI system to not only get the correct diagnosis but also to 
correctly identify where the white streaks are. 
 

 

Figure 2. (a) Heatmap for explaining melanoma classification. (b) Image from journal explaining melanoma 

diagnosis. 

 

In the remainder of this paper, we first describe the methods we use to generate an ensemble of 

networks. Second, we discuss our evaluation methods which compare the regions of interest of an 
XAI algorithm to the regions of interest identified by people. Third, we describe the databases 

used in evaluation. Fourth, we describe the results using ensembles starting with different random 

weights on several problems. Fifth, we generalize our results by using two additional approaches 

to generating an ensemble of networks. Furthermore, we show the impact of varying the number 
of networks in the ensemble. Finally, we present results from an experiment with experienced 

bird watchers that show that they prefer the explanations from ensembles to those of individual 

networks. 
 

2. PRIOR WORK 
 

There are two main approaches in XAI to identify regions of interest in deep learning for image 

classification: 
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a. Model agnostic methods, such as LIME [23], manipulate inputs (e.g., pixels, regions or 
more commonly superpixels) and measure how changes in input affect output. If an input 

perturbation has no effect, it is not relevant to findings. If a change has a major impact 

(e.g., changing the classification from pneumonia to normal), then the region is important 

to the classification. Shapley Additive Explanations (SHAP) [20] uses a game-theoretic 
measure to assign each feature or region an importance value for a particular prediction. 

 

b. Other methods examine the activations or weights of the deep network to find regions of 
importance. Grad-CAM [26], Integrated Gradients [31], Saliency [28], GradientShap 

[19], and Layerwise Relevance Propagation LRP [25] are examples of such methods. 

 
Ensemble learning has long been used to reduce the error of machine learning methods, including 

neural networks [11]. This error reduction is due to reduction in variance in the learned models 

[10]. Ensemble learning reduces errors most when the errors of the individual models are not 
highly correlated [1, 18]. Recent work [32] has shown that XAI methods for deep learners trained 

under slightly different circumstances produce explanations that are not highly correlated. The 

variability occurs due to the initial random parameter selection or the random order of training 
examples. This suggests that we can reduce the error of an explanation by combining 

explanations from an ensemble of networks. 
 

Reiger [24] proposed combining different XAI methods such as Grad-CAM and LRP since each 
method has their own strengths and weakness and found this increased the stability of the XAI 

output. This does not use an ensemble of learners and cannot increase the accuracy of the 

classifications. 

 
In learning from tabular data, ensembles have been shown to improve accuracy at the expense of 

interpretability. In contrast, our goal with image data is to both improve classification accuracy 

and the explanation. 
 

3. METHODS 
 

3.1. Generating Ensemble Explanations 
 

For this paper, we use two common image classifiers: VGG16 [29] and ResNet [14]. We consider 

three methods of generating a diverse ensemble of classifiers. 

 
1. Different Random Weights. We start with N identical base networks and then initialize 

each of the N classification heads with different random weights and present the same 

training data to each network. The idea here is that based on the initial conditions, the 
network will find a slightly different solution [3]. We evaluate whether on average the 

ensemble produces a better explanation than the members of the ensemble. 

 
2. Leave Out One Bucket. We divide the training data into N buckets and train the N 

identical architectures on N-1 buckets [13]. We evaluate whether the ensemble produces a 

better explanation than a single network trained on all the data. 

 
3. Bootstrap Aggregation. We use bagging [4] which creates N training sets by sampling 

with replacement from the original training data. This leaves out some of the original 

training data and places additional weight on other examples by replicating them. We 
evaluate whether the ensemble produces a better explanation than network trained on all 

the data. The motivation of the latter two methods is that slightly different training data will 
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result in slightly different solutions that may be averaged. Even if each of the 
individual networks is less accurate than training on all the data, the consensus on the 

ensemble often exceeds the classification accuracy of a single network on all data. We 

anticipate this will hold with the accuracy of the explanation as well. 

 
Once the models are trained, we generate an ensemble explanation by averaging the relevance 

score for each pixel (i, j) in the input image as shown in Eq. 1. 

 
(1) 

 
 

3.2. Metrics 
 
We consider three measures of explanation accuracy: Intersection over Union (IoU), correlation, 

and the center of mass distance. In all cases, the ground truth region is collected from human 

annotators. It is worth stressing that this region information is used only in evaluation, not in 

training. 
 

1. Intersection over Union For IoU, we binarize the generated explanation by normalizing it 
between 0 and 1 (or [-1,1] for some XAI algorithms) and setting a threshold to find regions 

of interest. The IoU score is obtained by computing the intersection between the 

explanation and ground truth mask and then dividing it by their union. We use a default 
threshold of 0.3 in this work. Figure 3 illustrates how we compute the IoU score for a 

single image. The IoU metric allows us to compare how well an XAI algorithm identifies 

region of interest found by human annotators. A higher value shows more agreement 
between the algorithm and the annotator. 

 

2. Correlation To quantify the similarities between explanation maps and ground truth 

masks, we consider the two as jointly distributed random variables and use the Pearson 
correlation between them. This metric is obtained by down sampling the masks to a 

lower resolution (e.g., 14×14) to reduce noise errors. Then we flatten the 2D masks into a 

1D vectors and compute the correlation as: 
 

 (2) 
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Figure 3. Left: Example of an image used to evaluate ensembles of explanations Middle: Ground- truth 

masks for an image in the ISIC-2018 melanoma dataset. Right: Explanation generated by averaging 
explanations generated by an ensemble of models. 

 

3. Center of Mass Distance We compute the center of mass of a saliency or heatmap 

identified by the XAI algorithm. The center of mass R is computed as a function of each 
weight w at point r. 

 

         (3) 

 

Figure 3 illustrates the center of mass identified by ten networks for the wingbar of a bird. The 

black arrows indicate the center of mass of the heatmap of individual networks, and the red arrow 
indicates the center of mass of the ensemble explanation. 

 

We compute the Euclidean distance from the center of mass to the key point identified by human 
annotator. The distance between the center of mass and a key point is useful for two reasons. 

First, it is quicker to collect key points vs. regions, i.e., pointing to a bird’s bill vs. tracing it. 

Second, many explanations in medical journals or bird watching guides use arrows instead of 
heatmaps to identify features, and the center of mass can be used as the endpoint of the 

arrowhead. 
 

 
Figure 4. Use of key points that show center of mass (CoM) for heatmaps. The red arrowhead points to the 

CoM of the average heatmap while black arrows point to the CoM by each model in the ensemble. 
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3.3. XAI Methods 
 

We evaluated the averaging approach on multiple XAI methods to show the generality of the 
approach. The methods that we explored are surveyed in [5] and include, GradCAM and Guided 

GradCAM [26], LIME [23], Input gradient [27], Gradient SHAP [19], Integrated Gradients [31], 

and Saliency [28]. 
 

4. DATASETS 
 

We train and evaluate our averaging algorithm on two datasets. Note that a dataset for evaluation 

must include ground truth labels and ground truth regions or key points. The regions or key 
points are used in evaluation, but not in training. 
 

HiRes Birds HiRes Birds is a new dataset we introduce of 14,380 images of birds divided into 66 

species. Additionally, we have collected data on various attributes of each bird, such as its bill 

length, wing pattern and location of the bill. We continue to collect additional feature and 
location information for this dataset.  In this paper, we use this dataset to learn to identify 

attributes of the bird, such as whether it has a striped wing and evaluate whether the XAI 

algorithm focuses on the wing when making this classification. 
 

ISIC-2018 ISIC-2018[7] is a melanoma detection dataset consisting of skin lesions obtained 

from a variety of anatomic sites and patients spread out across multiple different institutions. It 

consists of 2594 images along with 5 segmentation masks per image to identify the location of 
attributes of the region such as streaks and milia-like cysts. We only use the segmentation masks 

in evaluation. We train networks to recognize the presence or absence of features such as “milia- 

like cysts” and evaluate whether XAI algorithms find the region identified by the segmentation 
masks. 

 

5. RESULTS 
 
In this section, we first present data that shows averaging explanations from an ensemble of 

learners improves the explanation for a variety of XAI algorithms using initial random weights to 

create the ensemble. Next, we show results that vary the conditions under which the ensemble is 
learned to go deeper into the conditions under which the approach is effective. To assess the 

performance of our proposed method, we define two quantities: Individual Average (Ind-Avg) 

and Ensemble Average (Ens-Avg). Individual Average is the average metric on the evaluation set 

of each of the individual networks in the ensemble in the case that the ensemble is trained with 
random weights, or the individual network trained on all the training data in the case of bagging 

and leave-out-one-fold. Ensemble Average calculates an average heatmap and we report the 

target metric between the average heatmap and the ground truth. 
 

5.1. HiRes Birds Results 
 
We consider two different classification tasks with the HiRes Birds dataset. In both cases, we 

create ensembles starting with different random weights. 
 

First, we train on a multi-class problem of identifying the bill length of the birds. For this task, 

there are 3 classes: Large, Medium and Small. We train on 4763 examples from the dataset using 
530 as a validation set and 2322 as an evaluation set. We used Hive Data (a crowd-sourcing 

platform for data labelling) to collect both the bill length data and the bill location data. Our 

dataset includes a key point for each bill. 
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Table 1 shows the distance between the center of mass of the region found by 5 XAI algorithms 
using VGG16 as the deep learning classifier. Table 2 shows the data using ResNet as the deep 

learning classifier. In these tables, statistically significant results using a paired t-test are shown 

in bold with p-value < 0.01 indicated by ** and p-value < 0.0001 indicated by ****. The results 

show that for five commonly used XAI algorithms and two commonly used deep learning 
architectures, our ensemble method results in better identification of the center of mass that can 

be compared to a key point. 
 

In our second use of HiRes Birds, we train on a multi-class problem of distinguishing the wing 

pattern of birds. For this task, there are 6 classes. We train on 12221 examples from the dataset 
using 2156 as a validation set. We have collected wing patterns for our data, but not the wing 

location. Therefore, we evaluate on the location of the wing using the bird data from the 

PartImageNet which contains wing locations but not patterns. The evaluation is based on the 
ground truth locations of wings in 594 bird images from the PartImageNet dataset. 

 

Table 1. Ensembling improves explanation center of mass distance on the beak size identification 

task with VGG16 [29]. Ind-Avg refers to average performance of individual models evaluated 
separately. Ens-Avg refers to performance of the ensemble model. Lower is better. Best results 

are in bold 

 
Table 1. Ensembling improves explanation center of mass distance on the beak size identification task with 

VGG16 [29]. 

 

 

 
Table 2. Ensembling improves explanation center of mass distance on the beak size identification task with 

ResNet18. 

 

 
 
Table 3 shows the correlation between the importance of pixels identified by XAI algorithms and 

the wing region in PartImageNet using VGG16. As before, averaging over an ensemble improves 

the XAI algorithms we tested. In addition, we computed the center of the PartImageNet wing 

regions and compared to the center of mass of the regions found by various XAI algorithms. The 
results shown in Table 4 indicate improvement for this metric as well. 
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Table 3. Ensembling improves explanation correlation on the wing pattern identification task   

with ResNet18. 

 

 
 

Table 4. Ensembling improves explanation center of mass distance on the wing pattern identification task 
with ResNet18. 

 

 
 

5.2. ISIC-2018 Results 
 
We also tested our method on the ISIC2018 dataset for melanoma lesion detection. For this task, 

each training image is paired with 5 dermatologist annotated masks that identify important 

attributes for melanoma detection. We train a five different multi-label binary classifier starting 
with random weights to output a binary variable for each of the 5 attributes of an image. We 

generate the ground-truth binary labels for an image by checking whether the associated ground- 

truth mask is non-zero or not. Once trained, we run different XAI algorithms to generate regions 

for each attribute that we compare to the segmentation mask in the evaluating data. We evaluate 
the quality of the generated explanations of individual models against our proposed method 

which averages the explanation across the ensemble. Results are reported in Table 5. We observe 

that for GradCAM and LIME we see a noticeable and statistically significant increase in 
explanation quality with ensemble explanations. Integrated-gradients and Saliency show small 

but nonetheless statistically significant improvements. We believe this is because Integrated- 

gradients and Saliency generate pixel level explanations whereas GradCAM and LIME generate 
region-based explanations leading to better IoU scores when comparing regions to segmentation 

masks. 
 
Table 5. IoU between the ground truth and explanations generated from XAI methods on ISIC 2018 dataset 

for the task of lesion identification. 
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Our trained classifiers achieve a mean Area under the ROC curve (AUC) score of 0.82 on the 
validation set. Ensembling the models leads to an improved AUC score of 0.86, showing that in 

addition to increasing explanation accuracy, classification accuracy is also increased. The 

increase in accuracy is statistically significant with a p-value of 0.03. 

 

5.3. Separating the Effect on Intersection and Union 
 
Here, we investigate the effect of averaging explanations on the intersection and union metrics 

independently using the same training procedure described in section 5.2. A greater intersection 

means that the XAI algorithm finds more of the area of interest identified by an annotator. A 

smaller union indicates that fewer regions are found outside the relevant region. Both intersection 
and union are measured in pixels. 

 

Table 6 shows that the average explanation increases the intersection and decreases the union for 
LIME, integrated gradients, and saliency. This indicates that averaging finds more relevant 

regions and fewer irrelevant regions. For GradCAM, both the intersection and union increase but 

the increase in the intersection is more significant, leading to an overall improvement in the IoU 
score. 

 
Table 6. Intersection (I) and Union (U) metrics for melanoma dataset. Ind-Avg is the average of the metric 

of individual models. Ens-Avg is the metric for our proposed technique. The unit of measurement for both 

intersection and union is pixels. 

 

 
 

5.4. Other Approaches to Creating an Ensemble 
 

We also tried training an ensemble on the HiRes Birds beaks dataset using the Leave-Out-One 
method of creating an ensemble. In this setting, we divide the training data into K = 10 folds and 

then train each model in an ensemble of size 10 with a unique combination of 9 folds. In a similar 

experiment, we trained another ensemble of size 10 using a bagging algorithm where the training 
set for each model is generated by sampling from the original training set with replacement. The 

results for both experiments are reported in Table 7. We observe that both K-fold and bagging 

lead to improved explanation accuracy when compared to explanations generated by individual 

models trained on the entire training data. 
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Table 7. Center of mass distance between explanations and ground-truth annotations for an ensemble 

trained using the K-fold and Bagging algorithms. Ind-Avg is the CoM distance of a single model trained on 

the entire training data. Lower is better. 

 

 
 
The results show that other ways of creating diverse models also works with our ensemble 

averaging method. 

 

5.5. Varying the Size of the Ensemble 
 

Next, we investigated the effect of ensemble size on the quality of the averaged explanation using 
the melanoma dataset.  Fig. 5 plots the IoU score of the averaged explanation and the average 

IoU score of individual models against the size of the ensemble using the random weights 

method. We observe that IoU scores tend to increase with ensemble size and plateau after a 
certain threshold. 

 

 
 

Figure 5. IoU between ground truth and generated explanations on ISIC-2018 dataset as a function of 

ensemble size. The blue curve shows the IoU score from our proposed technique which averages the 

explanations across the ensemble. The red curve shows the average of the individual IoU scores in the 

ensemble. 

 

6. HUMAN EVALUATION 
 

In this section, we show that people can notice the difference in the quality of explanations 

produced by ensembles when compared to individual models. In our computational experiments, 
the ensemble results in greater identification of regions of interest and less identification of 

irrelevant regions. The stimuli for the experiment consisted of images annotated by LIME or 

averaging of an ensemble of eleven LIME classifiers starting with different random weights. The 
stimuli were generated using the version of imageLIME in MATLAB. Figure 6 shows examples 

of the stimuli used in the experiment. 

 

In Figure 6, the top bird is a common goldeneye. Its distinguishing characteristics (called field 
marks by birders) include a gold-colored eye, and it is distinguished from the similar Barrow’s 

goldeneye by having a round vs. kidney-shaped patch on the cheek and striped vs. checkered 

wings. The averaged annotation on the right picks up both distinguishing characteristics, showing 
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that averaging finds more relevant features. The middle bird is the Barrow’s Goldeneye and again 
the ensemble focuses on both the wing pattern and the cheek patch. The lower bird is a western 

grebe. It is distinguished from the similar Clark’s grebe by having a yellow vs. orange bill and 

having the black on the head extend below the eye. The average annotation on the right picks up 

both and furthermore does not emphasize a patch on the back that is not relevant to the 
classifications. 

 

6.1. Participant Recruitment 
 

This study was approved by UCSD’s IRB. Participants for this study were expert bird watchers 

who were recruited from mailing lists that report rare bird sightings in Southern California. We 
recruited 28 participants for a LIME vs. averaged LIME study: one participant self-excluded due 

to a lack of familiarity with the bird species included in the studies and did not complete the 

study, and one was excluded due to being under the age of 18, which may point to less real-world 
bird watching experience. In total, 26 participants were included in the analyses. Participants in 

the study had a median of 15 years of bird-watching experience. 

 

6.2. Study Design 
 

Prior to beginning the study, participants were shown an example of LIME used on an image of a 

dog to identify the features most important to classifying its breed. This example was intended to 
familiarize participants with how to interpret the colors on a LIME-generated heatmap. Each 

study contained 24 unique bird images, each of which was shown once to each subject with 

LIME-generated annotations and another time with averaged LIME-generated annotations. This 
results in 48 trials evenly split between the base LIME method and the averaged LIME method. 

 

 
 
Figure 6. The figures on the left were annotated by LIME on a single VGG16 network. The annotations of 

the figures on the right are the average of 11 VGG16  networks. 

 

In addition, these 24 unique bird images consisted of 10 different bird species, and these ten bird 

species were selected to include five pairs of similar-looking birds: 
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o Black-headed grosbeak and blue grosbeak. 
o Clark’s grebe and Western grebe. 

o Eastern towhee and spotted towhee. 

o Indigo bunting and lazuli bunting. 

o The Barrow’s goldeneye and common goldeneye. 
 

6.3. Results of Study 
 

Each trial displayed heatmap-annotated bird images alongside unannotated images, a bird species 

classification task, and questions about annotation preferences. A screen capture of the study 

interface is shown in Figure 7. Participants were asked to classify the bird species in the image by 
selecting 1 of 10 radio buttons corresponding to the ten unique bird species. In each study, 

participants were asked to provide their opinions on the novel highlighting method by answering 

two questions: “This highlighting emphasizes the areas of the bird that I think are important for 
identification” (Question 1), and “I would recommend using this highlighting to identify this 

bird” (Question 2). Participants indicated their responses using a 7-point Likert scale ranging 

from “Strongly Agree” (a value of 7) to “Strongly Disagree” (a value of 1). The midpoint (a 
value of 4) indicates a “Neutral” sentiment. 

 

We compared the median preference ratings for LIME trials to averaged LIME trials. We only 

include trials in which the subject correctly identified the bird species in calculating median 
preference ratings. The median classification accuracy across all participants was greater than 

90%. Thus, participants were generally very accurate in their bird species classification, resulting 

in excluding a few trials per participant. 
 

Bird images annotated by averaged LIME were preferred over annotations from LIME by a 

significant margin for both questions (p-value < 0.001 for both Question 1 and Question 2). All 
reported p-values are Bonferroni-corrected for 3 pairwise Mann–Whitney U tests. Broadly, 

subjects exhibit a significant preference for averaged LIME over standard LIME. Question 1 was 

given a median rating of 4.0 (“Neutral”) for LIME images. This increased to 5.5 (“Slightly 

Agree”/“Agree”) for averaged LIME images. Question 2 was given a median rating of 3.0 
(“Slightly Disagree”) for LIME images. Averaging over an ensemble increased this to (“Slightly 

Agree”). 

 

 
 

Figure 7. An example screen capture from the study. 
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An alternative method of analyzing the responses keeps all trials, including those in which the 
subject incorrectly identified the bird’s species. This may be reasonable since the birder may 

know for example that the coloring around the eye is important for distinguishing grebes, but not 

recall whether the Western or Clark’s grebe has black below the eye. Including all trials, even 

those with incorrect classifications do not significantly differ in the distribution of preference 
ratings for any question for any highlighting method; averaged LIME remains significantly 

preferred over regular LIME for both questions at least with p-value < 0.001. 

 
Subjects in general thought the ensembles led to improved highlighting areas that are important 

for identification and would recommend using that over the regions identified by a single model. 

 

7. FUTURE WORK 
 
We have shown that a simple average of networks increases the accuracy of explanations. 

However, in ensemble learning for classification accuracy, more complex methods such as 

boosting [12] have been developed. Boosting generates models that focus on correcting errors of 
other ensemble members and differentially weights the contributions of different ensemble 

members. This leads us to consider alternative combination algorithms. 

 
One challenge is that boosting requires a ground truth classification, while we do not use ground 

truth explanations in training. A possible approach is to adopt methods in which weights are a 

function of correlations between classifications [1] to the situation where there are correlations 

across explanations. 
 

Our user-study used LIME as the XAI algorithm. Our future work will explore other XAI 

algorithms. Our ultimate goal is to develop and evaluate with end users a new method that 
produces explanations similar to the expert explanation in Figure 2b with labeled regions. To 

achieve this, we need to accurately identify the regions, and the ensemble technique in this paper 

is an important step toward this goal. 
 

8. CONCLUSION 
 

XAI algorithms were developed to increase trust in deep learning algorithms for tasks such as 

image classification. However, XAI algorithms themselves need to be trustworthy. It has been 
shown that differences in training and initial conditions can produce different explanations and 

that the explanations of current XAI systems fail to identify all regions of importance used by 

human experts. 
 

In this paper, inspired by the success of ensembles to increase classification accuracy, we 

proposed using ensembles to improve the explanation accuracy of saliency-based XAI 
algorithms. We show, through empirical results, that ensembles can improve the accuracy of 

explanations when measured using metrics such as IoU, correlation, and center of mass distance. 

Furthermore, we showed that explanations produced by ensembles are preferred by people over 

explanations produced bya single network. By looking for areas of consensus across multiple 
networks, ensembles reduce the irrelevant areas and increase the relevant areas in explanation. 
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The NP-completeness of quay crane

scheduling problem

Ali Skaf, Samir Dawaliby, and Arezki Aberkane

Caplogy R&D, Paris, France

Abstract. This paper discusses the computational complexity of the quay crane scheduling prob-
lem (QCSP) in a maritime port. To prove that a problem is NP-complete, there should be no
polynomial time algorithm for the exact solution, and only heuristic approaches are used to obtain
near-optimal solutions but in reasonable time complexity. To address this, first we formulate the
QCSP as a mixed integer linear programming to solve it to optimal, and next we theoretically
prove that the examined problem is NP-complete.

Keywords: Quay crane, Container, Scheduling, Optimization, MILP, NP-complete.

1 Introduction

In any maritime port, several machines exist to unload/load containers, and quay
cranes are allowed to unload containers from the vessels or load containers into
the vessels. Each vessel is divided into several bays, and each bay contains several
containers. (Fig. 1)

Fig. 1. Vessel-Quay cranes-Bays-Containers

In this paper, we consider the quay crane scheduling problem (QCSP) in the port
of Tripoli-Lebanon. First, we present a novel mathematical Mixed Integer Linear
Programming (MILP) model, and next we prove that the QCSP is NP-complete.
A problem is NP-complete (Fig. 2) when it can be solved by a restraint class of
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search algorithms and can be used to simulate any other problem with a similar
algorithm. More precisely, each entry in the problem must be associated with a set
of solutions of polynomial length, in which the validity can be tested quickly (in
polynomial time for example) as the output for any input is ”yes” if the solution
set is not empty and ”no” if it is empty. The complexity class of problems of this
form is called NP, which stands for ”non-deterministic polynomial time”.
The theory of NP-completeness is designed by [1] HR Lewis (1983).
A problem is NP-complete if:

– it is in NP

– it is NP-hard

For several problems that have only NP solutions, there exist polynomial time al-
gorithms that produce good approximations of the optimal solutions.
For a given NP problem, if there is a correct answer in polynomial time, then there
is a correct answer in polynomial time for all the full NP problems.

Fig. 2. NP-complete

Formally, we define the notion of polynomial reduction as follows: let A and B be
two problems, with the aim of using the solution of A to solve B. (Fig. 3)

– A reduction of A to B is a polynomial time algorithm transforming any instance
of B into an instance of A.

– Thus, if we have an algorithm to solve A, we also know how to solve B.

– A is therefore at least as difficult to solve as B.

– B is at most as difficult to solve as A.

We also write B ≤ A.

The remainder of this paper is organized as follows: In section 2, we present a
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Fig. 3. Polynomial

literature review for the NP-complete problems, then in section 3, we describe in
detail the new proposed mathematical model formulation for the QCSP problem.
Next, we provide the NP-Completeness proof and discussion in section 4. Finally,
some concluding remarks are made in section 5.

2 Literature review

[2] Plesn et al. (1979) proved that he Hamiltonian cycle problem is NP- complete
even in the case of planar digraphs with out-degrees at most 2. Clearly, the bound
two on degrees is the best possible. A Hamiltonian cycle in a graph or digraph
is a cycle containing all the points. Thus any such cycle has p points as well asp
lines (arcs) if the graph (digraph) has p points. No elegant characterization of the
graphs or digraphs which possess Hamiltonian cycles exists, although the problem
is at least one hundred years old. As the problem is a special case of the famous
traveling salesman problem, it is interesting also from the computational viewpoint.
[3] Tovey (1984) proved that 3-SAT is NP-complete when restricted to instances
where each variable appears in at most four clauses. When no variable appears
in more than three clauses, 3-SAT is trivial and SAT is NP-complete. When no
variable appears in more than two clauses, SAT may be solved in linear time.
[4] Ouyang et al. (1997) represent further evidence for the ability of DNA computing
to solve NP-complete search problems. A pool of DNA molecules corresponding to
the total ensemble of six-vertex cliques was built, followed by a series of selection
processes. The algorithm is highly parallel and has satisfactory fidelity. This work
represents further evidence for the ability of DNA computing to solve NP-complete
search problems.
[5] Kaye (2000) demonstrates that a puzzle based on the Minesweeper game is NP-
complete makes this important computer science topic accessible to high school
students. The resource described here is a set of slides showing the detailed solution
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of two introductory puzzles, following by the step-by-step simulation of digital
circuit elements required for proving NP-completeness.
[6] Liu et al. (2002) show further evidence for the ability of DNA computing to solve
NP-Complete problems. The graph-theoretic parameter that has probably received
the most attention over the years is the chromatic number. As is well-known, the
coloring problem is an NP-Complete problem. In their study, it has been solved
by means of molecular biology techniques. The algorithm is highly parallel and
has satisfactory fidelity. This work shows further evidence for the ability of DNA
computing to solve NP-Complete problems.
[7] Kellerer et al. (2004) present an introduction to NP-Completeness of Knapsack
Problems. The reader may have noticed that for all the considered variants of the
knapsack problem, no polynomial time algorithm have been presented which solves
the problem to optimality. Indeed all the algorithms described are based on some
kind of search and prune methods, which in the worst case may take exponential
time. It would be a satisfying result if we somehow could prove it is not possible to
find an algorithm which runs in polynomial time, somehow having evidence that the
presented methods are ”as good as we can do”. However, no proof has been found
showing that the considered variants of the knapsack problem cannot be solved to
optimality in polynomial time.
[8] Bresar et al. (2011) prove that the problem of determining is NP-complete for
every path ≥ 2. For path =2 this equals to the vertex cover problem (shortly VCP)
which is known to be NP-complete.
The importance of the TSP presented by [9] Hoffman et al. (2013) is that it is
representative of a larger class of problems known as combinatorial optimization
problems. The TSP problem belongs in the class of such problems known as NP-
complete. Specifically, if one can find an efficient (i.e., polynomial-time) algorithm
for the traveling salesman problem, then efficient algorithms could be found for all
other problems in the NP-complete class.
In our previous papers, [11] Skaf et al. (2018) suggested two methods to solve the
quay crane scheduling problem at port of Tripoli-Lebanon, to minimize the total
completion time for all containers from the vessel to the storage location. Later
[12] Skaf et al. (2019) proposed for the same problem a genetic algorithm to obtain
near-optimal solutions in an acceptable CPU time. After that, [13] Skaf et al. (2021)
detailed the model with results comparison with literature and benchmark.
In this study, we present a mixed-integer linear programming model to solve the
quay crane scheduling problem and a proof that this problem is NP-complete.

3 Mathematical formulation

In this section, we present the mathematical formulation of the QCSP with the
different variables, parameters and the mathematical model.
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3.1 Assumptions

We consider in this study a single vessel to transport containers. It is divided into
several bays which in turn contains several containers. We also consider multi-quay
cranes to unload/load container from/to the vessel with interference constraints
between them (each bay is handled by at most one quay crane at a time). Each quay
crane can unload/load one container at a time and the most important constraint
here is that a quay crane should complete its unloading/loading in a current bay
before passing to another one. Finally, we ignore the travel time between bays, and
we do not consider any idle quay crane in this study.

3.2 Data

The notation that was used in the proposed formulation of the problem is shown
below:

– Q: set of quay cranes

– |Q|: number of quay cranes

– i : index of quay cranes i (∀i ∈ Q)

– B: set of bays

– |B|: number of bays

– j, j′ : index of bays j and j′ (∀j, j′ ∈ B)

– Cj : number of containers in bay j.

– Tc: time required for a quay crane to unload a container and place it in the
storage location. It is not the same for all containers in the different bays

– M : large integer number

3.3 Decision variables

The decision variables that was used in the proposed formulation of the problem is
shown below:

– x(j,i) =

{
1 if quay crane i unload container from bay j
0 otherwise

– z(j,j′) =


1 if the containers unloading in bay j finishes before the starting

of the containers unloading in bay j’
0 otherwise

– tj : completion time of bay j

– Cmax : makespan
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3.4 Mixed integer linear programming

The mixed integer linear formulation (MILP) was founded by [10] Leonid Kan-
torovich (1939). It is a technique for optimizing an objective function, subject to
linear inequality and equality constraints.

The MILP we propose is as follows:

Objective
Minimize Cmax (1)

Equation (1) is the objective function : minimize the makespan (completion time
of all bays).

Subject to
|Q|∑
i=1

x(j,i) = 1 ∀j ∈ B (2)

Constraint (2) : each bay must be handled only by one quay crane.

tj ≥ (Tc · Cj) ∀j ∈ B (3)

Constraint (3) : the completion time is bigger than the working time in each bay
(working time = number of containers × time needed to unload a container by a
quay crane and store it into the storage location).

tj − tj′ + (Tc · Cj′) + z(j,j′) ·M > 0 ∀j, j′ ∈ B (4)

Constraint (4) : if z(j,j′) = 1, then bay j finishes before bay j’ starts.

tj − tj′ + (Tc · Cj′)− (1− z(j,j′)) ·M ≤ 0 ∀j, j′ ∈ B (5)

Constraint (5) : if z(j,j′) = 0, bay j finishes after bay j’ starts.

|Q|∑
i=1

i · x(j,i) + 1 ≤
|Q|∑
i′=1

i′ · x(j′,i′) + (z(j,j′) + z(j′,j)) ·M
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∀j, j′ ∈ B, j < j′ (6)

Constraint (6) avoid the interference between the quay cranes. If bays j and j’ are
performed simultaneously, this means that (z(j,j′) + z(j′,j)) = 0.
If quay crane i and i’ work in bay j and j’ respectively, then i+1 ≤ i’.

Cmax = max
j

tj (7)

Constraint (7) defines the Cmax value.

x(j,i) = {0, 1} ∀j ∈ B, ∀i ∈ Q (8)

z(j,j′) = {0, 1} ∀j, j′ ∈ B, j < j′ (9)

Constraints (8) and (9) define the property of the decision variables.

4 NP-completeness

In this section we discuss the complexity of the quay crane scheduling problem.

Before getting in details, we need some parameters in this discussion. Let’s suppose
that X is a set of positive integer, the working time (Tc · Cj) ∈ X (1 ≤ j ≤ |B|)
and Y is a given number which Y ∈ X.
The objective is to find all the schedules of the |Q| quay cranes which unload
containers from |B| bays without interfering with each other and whose total com-
pletion time is less or equal to Y .

In the following, we present 4 phases to proof that the quay crane scheduling prob-
lem is NP-complete:

Phase 1: Indicate that the QCSP is in NP.
The feasibility of a given quay crane schedule for the QCSP problem can be an-
alyzed in polynomial time, taking into account that the schedule must satisfy the
non-interference constraints and thus can be realized in O(|B|2) time.
After that, we check that the completion time (makespan) ≤ Y which can be done
in O(|B|) time. Therefore, the QCSP is in NP.

Phase 2: Choosing an NP-complete problem.
The partition problem is a very known NP-complete problem ([1] HR Lewis (1983)).
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The steps of this problem are defined as follows:
There are |B| elements in a fixed set L = {l1, l2, . . . , l|B|}. For each element lj ∈
L, lj ∈ X and the sum of all elements

∑
lj∈L lj = Z.

→ Can the set L be divided into two separate sub-sets L1 and L2 such that∑
lj∈L1

lj =
∑

lj∈L2
lj = Z/2?

Problem explanation with a numerical example: We suppose that the set L =
{80, 117, 57, 100, 58, 110, 174} and the sum of all elements

∑
lj∈L lj = 696. The

answer to the previous question is Yes because the set L can be divided into
two separate sub-sets L1 = {80, 110, 58, 100} and L2 = {57, 117, 174} such that∑

lj∈L1
lj =

∑
lj∈L2

lj = Z/2 = 348. (See Fig. 4.)

Fig. 4. Two subsets

The partition is obtained using the function below (developed in JAVA):

s t a t i c i n t Sp l i tPo in t ( i n t array [ ] , i n t n){

i n t lSum = 0 ;
f o r ( i n t i = 0 ; i < n ; i++) {

lSum += array [ i ] ;
i n t rSum = 0 ;
f o r ( i n t j = i+1 ; j < n ; j++ )

rSum += array [ j ] ;
i f ( lSum == rSum)

return i +1;
}
re turn =1;

}
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The above function performs the following features:

– Traversing the array elements
– Adding the current element to a variable
– Finding the sum of the rest of the array elements
– Splitting the point index
– Returning -1 if it is not possible to split the array into two parts

Phase 3: Making a conversion from the partition problem to the quay crane
scheduling problem.
The partition problem is switched to the QCSP as follows: An instance of the
QCSP corresponding to an instance of the partition problem, has Q quay cranes
and |B| + |Q| bays. The given positive number X is set as Z, then the following
equations (10, 11 and 12) show the processing time of each bay, in another meaning
the processing time of bay 1 and bay |B| + 2 is set as Z/2, the processing time of
bay 2 to bay |B|+1 is set as l1 to l|B|, respectively, and the processing time of bay
|B|+ 3 to bay |B|+ |Q| is set as Z.

Tc · C1 = Tc · C|B|+2 = Z/2 (10)

Tc · Cj+1 = lj 1 ≤ j ≤ |B| (11)

Tc · Cj = Z ∀|B|+ 3 ≤ j ≤ |B|+ |Q| (12)

Table 1 shows this conversion. It indicates |Q| quay cranes, |B|+ |Q| bays and the
processing time of each bay.
After that, we must prove that the set L can be divided into two separate sub-sets
L1 and L2 such that

∑
lj∈L1

lj =
∑

lj∈L2
lj = Z/2 if all the |B| + |Q| bays can

be completed by |Q| quay cranes in Z time without interference between all quay
cranes.
Firstly, we suppose that the set L can be divided into two separate sub-sets L1 and
L2 such that

∑
lj∈L1

lj =
∑

lj∈L2
lj = Z/2.

Then, the scheduling of the |Q| quay cranes without interference is as follows:

– Quay Crane 1 unloads containers from all the bays j + 1, where lj ∈ L1 and
then bay 1.

– Quay Crane 2 unloads containers from bay |B|+2, and then all the bays j+1,
where lj ∈ L2.

– Quay Cranes 3 unloads containers from bay |B|+ 3.
– ...
– Quay Crane |Q| unloads containers from bay |B|+ |Q|.
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Clearly, in this schedule the latest completion time between all bays is Z without
any interference. Therefore, if the set L can be divided into two separate sub-sets
L1 and L2 such that

∑
lj∈L1

lj =
∑

lj∈L2
lj = Z/2, all the |B| + |Q| bays can be

completely handled by |Q| quay cranes in Z time without interference between all
quay cranes.

Table 1. Phase 3 : Transformation

Quay crane Bay Number Bay Processing time

1 1 D/2

2 l1

3 l2

... ...

|B| l|B|−1

|B|+ 1 l|B|

2 |B|+ 2 D/2

3 |B|+ 3 D

4 |B|+ 4 D

... ... ...

|Q| |B|+ |Q| D

In addition, suppose all the |B|+ |Q| bays can be completely handled by |Q| quay
cranes in Z time without any interference between them, then all the Q quay cranes
are fully used as the sum of the processing time of all the bays is |Q| · |B|.
Then, the completion time (makespan) of each quay crane must be equal to Z.
Moreover, there is no interference in the previous quay crane schedule. Accordingly,
the sum of the processing time of all bays, excepting bay 1 handled by Quay Crane
1 should be Z/2 and the sum of the processing time of all bays, excepting bay
|B|+2 handled by Quay Crane 2 should be Z/2, which means that the set L can be
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divided into two separate sub-sets L1 and L2 such that
∑

lj∈L1
lj =

∑
lj∈L2

lj = Z/2.

Subsequently, if all the |B|+ |Q| bays can be completely handled by |Q| quay cranes
in Z time without interference between them, the set L can be divided into two
separate sub-sets L1 and L2 such that

∑
lj∈L1

lj =
∑

lj∈L2
lj = Z/2.

Phase 4: Proof that the above conversion is polynomial. The above conversion
can be done in O(|B|+ |Q|) time. Therefore, PARTITION PROBLEM ∝ QCSP ,
and finally the theory is proved.

5 Conclusion

In this paper, we have investigated the problem of quay crane scheduling in a
maritime port. The objective is how to orchestrate the planning of quay cranes
that unload containers from bays without interfering with each other so that the
total completion time is minimized. To this end, first we proposed a novel mixed
integer linear programming model to solve the studied problem to optimilaty, and
then we provided a theoritical analysis to prove that QCSP is NP-complete.
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ABSTRACT 
 

In recent years, we have seen a huge increase in air conditioning usage [4]. However, much of 

this energy put into air conditioning is being wasted, which contributes to a far less 
environmentally friendly world and is inconvenient for many [5][6]. This paper develops a 

smart vent and a mobile app to regulate temperatures in different rooms of a home to create an 

efficient solution to save energy. This conservation of energy allows both the environment to be 

preserved as well as the financial burden of families in need to be alleviated. Controlled studies 

of the system provide evidence of the system's automated ability to be energy efficient. 

 

KEYWORDS 
 

AI, AC, Raspberry PI. 

 

1. INTRODUCTION 
 
Air Conditioners are a commonality throughout the world right now, with 87 percent of US 

homes equipped with some sort of cooling. However, with such a large amount of air 

conditioning every year comes a ridiculously high 100 million tons of carbon dioxide being 
released every year [10]. 
 

To address the issue of wasted energy, while there are many methods to harness more energy 

efficient forms of energy such as solar energy, these methods not only are extremely expensive, 
but also fairly inefficient, which makes using these alternative sources of energy impractical [7]. 

Although there are other practices to save energy without becoming more energy-efficient, these 

practices are purely based on the user’s choice of using less energy and are therefore often 

deemed inconvenient. Without accountability, this inconvenience leads to many of these energy-
conserving practices to be discontinued after a short period of time. 

 

In this paper, we aim to create an energy efficient smart vent capable of being placed into an 
everyday home. This smart vent is controlled by a mobile app which allows the user to view the 

current temperature of the house as well as setting the target temperature of the room that the vent 

is in. By setting the app into heating or cooling mode, the smart vent will open or close to let the 
temperature of the house reach the user’s target temperature. In addition, the user can manually 

open or close the vent by simply clicking a button on the app. Compared to alternative methods 

of conserving energy, the smart vent is a far more sophisticated solution, as it not only impacts 
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the environment by conserving energy, but also lets the user adjust to different situations by using 
a mobile app [8]. Therefore, we believe that the smart vent is one of the best ways to help cut 

down wasted energy. 

 

In multiple application scenarios, we demonstrate how the smart vent saves energy. Our goal is to 
compare the smart vent with non-smart vent energy levels. After finding the BTU for our AC 

system and how efficient it is, we pick a temperature that is common during the week, and then 

make note of this temperature as the starting temperature [9]. Next, we set the thermostat 5 
degrees below the starting temperature. First, we use the smart vent with it being closed and then 

measure the time it takes for the thermostat to reach the target temperature. Then we use the same 

approach with the non-smart vent which is always opened. Finally, we have the target 
temperature in the room at a midway point so that the vent opens or closes in the middle. Then 

using the amount of time that the AC was running, along with the previous information, we 

calculate the amount of energy used. Through the final experiment, we can also see how after the 

smart vent closes halfway through the thermostat target temperature, the room cools or heats far 
quicker because it no longer needs to alter the temperature of that room. This is especially 

important, as it allows a house’s many different rooms to stay at different temperatures. 

 
The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the experiment and designing the sample; Section 3 focuses on the details of our 

solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 
relevant details about the experiment we did, following by presenting the related work in Section 

5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 

project. 
 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. Data reading and input 
 

One of the most fundamental parts of this project is being able to read the temperature in the 
room and then making decisions off of it. Initially,  in order to effectively read the temperature 

repeatedly over a long period of time, we decided to create a complex circuit system. This system 

is composed of a raspberry pi connected to a breadboard [11]. The breadboard would have all of 

the pins for the motor, and more importantly the pins for the digital temperature sensor. This 
temperature sensor would be able to constantly take in the temperature and then immediately 

have it be sent to the Raspberry Pi which would ultimately use that information for a multitude of 

things. However, this solution was far too complex and took up too much space to the point 
where we couldn’t fit it in the enclosed area in which we wanted to test it in. This becomes a 

problem because it ends up extremely difficult to test and apply to real world settings. To combat 

this, we have tried to use a shorter breadboard. 

 

2.2. Data communication and storage 
 
In order for the motor to be powered and the app to function, data communication and storage is 

essential [12]. In the cloud database Firebase, we store information such as whether the 

thermostat is heating or cooling, whether the vent is open or closed, the current and target 
temperature, and more. The Raspberry Pi also plays a huge role in this, as it both receives 

information from Firebase and sends information into Firebase. When the digital thermometer 

gets an updated temperature, the Raspberry Pi immediately transfers that data to Firebase and our 
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backend application program likewise immediately takes that information to update the app. In 
addition, along with the temperature given by the thermometer, the Raspberry Pi also checks the 

many different conditions that we use to ensure the vent is opened and closed properly. 

 

2.3. Updating the information on the app live 
 

As an application that is centered around providing and changing information, a key part of that 
is to be able to update the information on the app live. We accomplished this by creating database 

reference variables which corresponded to a specific cell in the Firebase database. This allowed 

us to store all of our information in one place and be able to constantly update each variable by 

just editing the reference variable and uploading it to the database. Likewise, we were able to 
take information from the database and immediately reflect those changes on the app. In addition, 

using different kinds of functions. 
 

3. SOLUTION 
 

 
 

Figure 1. Overview of the solution 

 
This solution is a smart vent system that allows the user to regulate the air flow in their home 

through altering different settings in a mobile app. The system has many components to ensure its 

proper function: The hardware and motorized parts, the raspberry pi and its code, the frontend 
application, and the backend cloud database. The application written in Dart in Flutter, can run on 

both iOS and Android devices, which allows for a diverse user base [13]. To start, we have 

modified a standard AC vent by connecting a 5V servo motor using linkage rods. The servo 
motor is attached to three of the pins on a breadboard which is circuited properly to supply the 

sufficient amount of power to the motor. In addition, a digital thermometer pin is also connected 

to the breadboard, allowing us to read the temperature of the surroundings. This breadboard is 

then naturally connected to the Raspberry Pi, which uses the built-in Python IDE to open or close 
the vent after reading the temperature. Subsequently, the Raspberry Pi will then upload the 

temperature reading to the Firebase database. The database stores many important pieces of 

information, such as the ID number of each vent, whether the thermostat system is cooling or 
heating, the current temperature, target temperature, and more. This information is not only used 

when determining whether the vent should be open or not, but is also the basis for the mobile 

app. The mobile app displays the current temperature and allows users to both manually control 

the vent or set it on auto mode. When the vent is in auto mode, the user will set a target 
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temperature and the vent will open or close depending on whether the thermostat is heating or 
cooling, and then maintain the target temperature until a new one is set. This app is developed in 

the Android studio IDE using Google’s open-source UI development kit Flutter. Flutter uses the 

object-oriented programming language, dart. 

 
The tangible system of parts in this project is mainly composed of a 5V servo motor and a 

Raspberry Pi. The servo motor is fixed to the vent using a 3d printed motor mold that has M3 

screw holes. The motor arm is connected to an M2 linkage rod which extends to screw into the 
arm of the vent. When the motor arm turns, it pulls or pushes the linkage rod which in turn pulls 

or pushes the vent arm to open or close the vent. The Raspberry Pi is attached to a breadboard 

which has the motor pins(GPIO18, 5V, and GND) connected. In addition, the digital thermometer 
used to intake the temperature readings is also connected to the breadboard. 

 

When first opening the app, and logging in to an account, you are brought to a page that lists all 

the devices that you have created. At the bottom there is also a button that allows you to create a 
new device by naming it and giving it a unique 6 digit device ID. Next, by selecting one of your 

devices you can see the current temperature of the room, the different settings, and the target 

temperature which you can increase or decrease using buttons on the screen. 

 

 
 

Figure 2. Screenshot of App code 

 

In this figure, we get all of the devices under a user by creating a snapshot and setting it as a 
reference to the user id in Firebase. We loop through all of the items in the deviceMap and for 

each item we store its device id, device label, and whether it is open or not. Next, using this 

information, we transfer those properties to a temporary device “d” and then add it to the device 

list which we ultimately end up returning. This device list is what you see on the homepage.  
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Figure 3. Screenshot of RPi Code 

 

This figure shows the main parts of the Raspberry Pi code which is constantly running to check 
the temperature and adjust the motor position as needed. As shown in the while loop, we call the 

readTemp function at the beginning and using this temperature reading, we first update it into the 

database so that it can be used for the app. Next we check if the vent is being manually 

controlled, and if it is, then we won’t change anything. However, if the vent is on auto mode, then 
we take the target temperature and the thermostat setting from the database and then call 

controlVents, which uses some boolean comparisons to determine whether the vent should open 

or close. 

 

 
 

Figure 4. Diagram of different parts of the database 

 

These are the properties of one of my devices in Firebase. As shown, all of the necessary pieces 
of information that are shown on the app and used to open or close the vent are stored here. These 
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variables are constantly updated both by the user in the app and by the Raspberry Pi when it gets 
a new temperature reading. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

To evaluate the effectiveness of our solution, we compared the energy cost for cooling down the 
home using a normal vent and our smart vent. We created a situation in which the room that the 

smart vent was in didn’t need to be cooled down, and as such, the smart vent closed by itself. In 

order to accurately determine the effectiveness of our solution, we ran this experiment multiple 

times in different rooms. 
 

The results of the experiment show that when using a standard AC vent, the house cooled by 3 

degrees in a span of roughly an hour. However, with the smart vent in this situation being closed, 
it took between roughly 54-58 minutes to cool the house by 3 degrees depending on which room 

the smart vent was in. 

 

The experiment results shows that by using the smart vent, under the scenario where the specific 
room reaches its desired temperature and the smart vent closes, it lets the rest of the house heat or 

cool roughly 5% quicker. This decrease in time to change the temperature in the house means that 

the AC will be running for a shorter period of time which leads to lower energy cost. 

 

5. RELATED WORK 
 

K.J. Chua presented a solution that decreases the base energy output from a standard chiller plant 

[1]. This solution aims to save energy by decreasing the amount of energy that was needed to 
cool down a home normally, rather than trying to decrease energy waste. This is a unique 

approach that can be extremely impactful, but by ignoring the wasted energy, the potential of this 

solution is limited. 
 

Adnan A.Kinsara, Moustafa M.Elsayed, and Omar M.Al-Rabghi created a solution that used 

Carbon Chloride as a liquid desiccant [2]. This liquid desiccant can hold water vapor which 
allows it to be able to overcome the latent part of the air conditioning load. This solution makes 

use of the characteristics of a typical air conditioning system and creates a chemical solution to 

make the system energy efficient. 

 
P. Hengjinda and Dr. Joy Chen proposed a solution using an arduino microcontroller that 

monitors both the room and temperature outside a window [3]. Their intelligent controller 

continuously monitors the surrounding temperature and opens the window when the surrounding 
temperature equals the room temperature. This solution is very effective because it makes use of 

the natural environment to help speed up the air conditioning process.  

 

6. CONCLUSIONS 
 
In this project, we proposed an energy efficient air conditioning system to address the immense 

amount of wasted energy that air conditioning systems create. This system consists of a 5V servo 

motor attached to a standard AC vent’s arm which is then attached to a Raspberry Pi. There is 
also a digital thermometer pin attached to the Raspberry Pi which supplies information to a 

backend database [14]. In addition, we have a mobile app where users can put certain settings 

into place. Using the temperature readings, as well as the target temperature and other factors 
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determined by the user, the motor will open or close the vent. Experiments show that we save 
roughly 5% more energy by being able to close one vent in a room that doesn’t need to be heated 

or cooled. By closing off a certain area of your home, it takes less time to cool the rest of the 

house which saves a lot of energy. 

 
Currently the vent is a little bit inconvenient as there are many parts to the system which causes it 

to be extremely difficult to assemble. In addition, because it is battery reliant, it doesn’t run for a 

very long time. There is also the issue of optimization with the thermometer readings, which 
could change depending on the location of the thermometer. 

 

In the future, in order to find a more secure and optimal spot to place the Raspberry Pi and its 
thermometer, we will experiment with 3D printing as well as other methods to create a more 

stable system [15]. We will also try soldering the pins straight to the Raspberry Pi which will 

make it much more compact. In addition, I plan to add an A.I. based video recognition system 

that can recognize entry into the room and will open or close the vent based on user decision. 
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ABSTRACT 
 
Non-negative matrix factorization (NMF) is an effective dimension reduction tool widely used in 

pattern recognition and computer vision. However, conventional NMF models are neither 

robust enough, as their objective functions are sensitive to outliers, nor discriminative enough, 

as they completely ignore the discriminative information in data. In this paper, we proposed a 

robust discriminative NMF model (RDNMF) for learning an effective discriminative subspace 

from noisy dataset. In particular, RDNMF approximates observations by their reconstructions 

in the subspace via maximum correntropy criterion to prohibit outliers from influencing the 

subspace. To incorporate the discriminative information, RDNMF builds adjacent graphs by 
using maximum correntropy criterion based robust representation, and regularizes the model by 

margin maximization criterion. We developed a multiplicative update rule to optimize RDNMF 

and theoretically proved its convergence. Experimental results on popular datasets verify the 

effectiveness of RDNMF comparing with conventional NMF models, discriminative NMF 

models, and robust NMF models. 

 

KEYWORDS 
 
Dimension reduction, non-negative matrix factorization, maximum correntropy criterion, 

supervised learning, margin maximization. 

 

1. INTRODUCTION 
 

Dimension reduction plays an important role in pattern recognition, computer vision and 

information retrieval. It projects samples from high-dimensional space onto a low-dimensional 
space, and thus reveals the intrinsic structure of a dataset to boost the subsequent processing. 

Recently, non-negative matrix factorization (NMF, [1]) has been proven to be a powerful 

dimension reduction method which approximates a non-negative data matrix by the product of 

two lower dimensional non-negative matrices. Since NMF learns a natural parts-based 
representation, it has been widely used in many tasks such as data mining [2], pattern recognition 

[3,4], and computer vision [5]. 

 
Since traditional NMF methods cannot take advantage of the labels of a dataset, they usually 

perform unsatisfactorily in classification tasks. To overcome this deficiency, Zaferiou et al. [6] 

proposed discriminant NMF (DNMF) to incorporate the Fisher’s criterion into NMF. However, 
DNMF intrinsically assumes that samples obey Gaussian distribution, and this assumption is 

sometimes improper because NMF itself does not assume samples are Gaussian distributed. To 

overcome this problem, Guan et al. [7] proposed manifold regularized discriminative NMF (MD-

NMF) to retain discriminative information for subsequent classification by marginal 
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maximization. Neither DNMF nor MD-NMF can perform well on some seriously noisy datasets 
because their Frobenius norm based [8] or Kullback-Leiblur (KL) divergence based [9] loss 

functions are sensitive to outliers. 

 

In this paper, we propose a correntropy supervised NMF (CSNMF) to overcome this deficiency. 
In particular, inspired by [12], CSNMF measures the loss of NMF by the well-known correntropy 

induced metric (CIM, [10]) instead of Frobenius-norm and KL-divergence. CIM is controlled by 

a kernel size and approximates 
0L -norm when the loss is relatively large, and thus it is robust to 

noise of large magnitudes or outliers. Assuming even noisy samples have correct labels, to utilize 

the labels of the dataset, CSNMF narrows the distance between any samples of the same class in 

the lower dimensional space. Since this discriminative information is noise-free and the utilized 
CIM-based loss function filters out any noise of large magnitude in the dataset, CSNMF can 

boost subsequent classification performance on the noisy datasets. In addition, we developed a 

multiplicative update rule to optimize CSNMF and theoretically proved its convergence. The 
experimental results on several popular face image datasets confirm the effectiveness of our 

CSNMF comparing with the supervised NMF variants and the robustified NMF variants. 

 

The rest of this paper is organized as follows. Section 2 briefly reviews NMF and its variants. 
Section 3 presents the proposed CSNMF, the multiplicative update rule and its convergence. 

Section 4 shows the experimental results on popular face image datasets. We conclude this paper 

in Section 5. 
 

2. RELATED WORKS  
 

2.1. NMF 
 

Given any non-negative matrix, i.e., m nX 

 , non-negative matrix factorization (NMF, [1]) aims at 

finding two lower dimensional non-negative matrices, i.e., m rU 

  and r nV 

 , by minimizing the 

distance between X  and UV . Conventional NMF methods measure the distance by using either 

Kullback-Leibler (KL) divergence [9] or squared Frobenius-norm [8], and thus they are not 
robust enough because their underlying distributions cannot model outliers. In addition, 

traditional NMF methods are not supervised because they completely ignore labels of a dataset. 

 

2.2. NMF’s Variants 
 

From the seminal work of Lee and Seung [1] until now on, many NMF variants have been 
developed to deal with various practical tasks. Guan et al. [11] proposed a non-negative patch 

alignment framework (NPAF) to unify the popular NMF-related dimension reduction methods. 

The objective function of NPAF is 
 

   
0, 0

min , ,
2

T

U V
tr VLV D X UV

 


                               (1) 

 

where ( , )D    measures the loss of such factorization,   is a positive tradeoff parameter, and L  is 

an alignment matrix that encodes the statistical information of the datasets. 

 

Based on NPAF, one can easily develop novel NMF-related dimension reduction method. For 
example, Guan et al. [11] developed a manifold regularized discriminative non-negative matrix 

factorization (MD-NMF) method to preserve the local geometric structure and incorporate the 

discriminative information of the dataset. The objective function of MD-NMF is 
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However, like NMF, MD-NMF is not robust enough because its loss function is sensitive to 

outliers.  

 

To enhance the robustness of NMF, Du et al. [12] proposed a correntropy induced metric (CIM) 
based NMF (CIMNMF), which introduce CIM to measure the loss of the factorization. The 

objective function of CIMNMF is 

 
2

0, 0
min ( , ),

U V
CIM X UV

 
                                                               (3) 

 

where 
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 
   
 

  and 
2 22( ) zk z e 



  is a Gaussian kernel function and σ  

is the kernel size.  

 
Li et al. [13] proposed a graph regularized nonnegative matrix factorization method by 

maximizing the correntropy criterion (MCCGR) to incorporate the local geometric structure into 

CIMNMF, i.e., 
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where L  is the graph Laplacian of the constructed adjacent graph. 
 

Huang et al. [14] proposed robust manifold NMF (RMNMF) to preserve the local geometric 

structure in their previously developed robust NMF (RNMF) with 
2,1L -norm, i.e., 

 

 
2,10, 0,

min + ,
T

T

U V V V I
X UV tr VLV

  
                                                       (5) 

 

where 
2,1 2j

j

Y Y  signifies the 
2,1L -norm. Both MCCGR and RMNMF can be easily unified 

under NPAF. 
 

Although both MCCGR and RMNMF show promises by the authors, they still have flawless. 

Since outliers might violate the intrinsic geometric structure of the clean dataset without outliers, 
the alignment matrix constructed on the noisy observations might be inaccurate from the view 

point of NPAF. Therefore, there are still some space to develop a novel robust NMF variant by 

simultaneously considering the robustness of loss function and alignment matrix. 
 

3. CORRENTROPY SUPERVISED NMF 
 

In this section, we first described a novel correntropy supervised NMF (CSNMF) based on NPAF 

to overcome the deficiencies of NMF and its variants. Then we developed a multiplicative update 
rule (MUR) to solve CSNMF. At last, we theoretically proved that the objective function of 

CSNMF is non-increasing under MUR. 
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3.1. Correntropy Induced Metric 
 

In information-theoretic learning (ITL), one often uses correntropy to process noise [10]. 

Correntropy is defined as a generalized similarity between two variables 
 

    , ,C x y E k x y                                                             (6) 

 

where k  is the kernel function, and both x  and y  represent random variables. Given n  samples, 

the estimator of correntropy is 
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Based on ITL, Liu et al. [10] proposed the correntropy induced metric (CIM) 
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where 
i i ie x y   represents the reconstruction error. The CIM value of large error in (8) is upper 

bounded by 1  regardless the scale of error. Therefore, CIM is less influenced by outliers. Due to 

its robustness, CIM has been widely used in many signal processing [10] and face recognition 

[15-16] tasks. 

 

3.2. The CSNMF Model 
 

Given n  samples arranged in a non-negative matrix, i.e., m nX 

 , correntropy supervised NMF 

(CSNMF) decomposes it into the product of two lower-rank matrices, i.e., X UV , by minimizing 

the CIM between X  and UV , i.e., 

 

 2

0, 0
min , ,

U V
CIM X UV

 
                                                             (9) 

 

where m rU 

  signifies the bases, and r nV 

  signifies the coefficients. Based on ITL [10][12], 

CSNMF succeeds to filter out outliers. 
 

For supervised learning, we assume that all samples including noisy samples are correctly 

labeled. Such assumption makes sense in some situations. Taking face recognition system for 
example, training images might be corrupted by illuminations but the subjects’ name are known 

and correct. CSNMF expect to dig the discriminative information from labels of the dataset by 

incorporating the labels of a dataset, i.e., it narrows the distance between samples of the same 

class, i.e., 
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-norm, and ijS  reflects the similarity between 
ix  and jx , i.e., 
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where ( )l   means the label of a sample. Although samples X  might be corrupted, considering the 

robustness of CIM, it is reasonable to trust that the coefficients V  is much less sensitive to 

outliers than X . Therefore, we can measure the distance between coefficients of two samples by 

the L2
-norm in (10) to benefit from its nice mathematic property. 

 

By simple algebra, we can rewrite the objective function in (10) as (VLV )T

i j ij

i j

v v S tr

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2

2
, where 

L D S   and D  is a diagonal matrix with 
ii ij

ij

D S . By combing (9) and (10), we obtain the 

objective function of CSNMF as follows: 
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U V
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
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                                                      (12) 

 

where   is a positive trade-off parameter. Obviously, CSNMF can be unified by NPAF and L  is 

considered an alignment matrix. CSNMF is jointly non-convex, and thus it is impossible to find 

its global optimum in polynomial time. In the following section, we developed a multiplicative 

update rule (MUR) to find its local minimum. 

 

3.3. MUR for Optimizing CSNMF 
 

For solving the constrained optimization problem (12), by using the Lagrangian multiplier 

method [8], we can obtain the Lagrangian function as follows: 

 

       2 , ,
2

TCIM X UV tr VLV tr U tr V


    L                                   (13) 

 

where α  and β  are the Lagrangian multipliers for the constraints U 0  and V 0 , respectively. 

 

To solve (12), we firstly calculate the first-order derivatives of L  with respect to U  and V , i.e., 
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                       (14) 

 
And 
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                                    (15) 

 

The above two equations can be further written as 
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and 
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where L L L D S     , and 0D  and 0S   construct the positive and negative components of L , 

respectively. 

 
By using the K.K.T. conditions [17], any stationary point of (12) satisfies the following 

conditions 
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                                                               (18) 

 

By combing the first two conditions in (18), we can obtain the following equations 
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From (19-20), we can obtain the following multiplicative update rules: 
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where 
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where 
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     . According to [12], the kernel size can be adaptively updated by 
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We summarized the total procedure of MUR in Algorithm 1. The stopping condition is written 

as follow: 
 
 

1 1

1 1 0 0

( , ) ,

( , ) ,

t t t t

t t

F U V F U V
tol
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 





, where  ,F U V  is the objective value in (12). It accepts the 

non-negative samples and outputs its factorization results. Although the MUR is derived from the 

Lagrangian multiplier method, we can theoretically analyze its convergence by using the 

auxiliary function in the following section.  
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Algorithm 1: The MUR for Optimizing CSNMF 

Input : m nX 

 , min{m,n}r . 

Output: m rU 

 , r nV 

 . 

1. Calculate the alignment matrix L  according to (12). 

2. Initialize 0U , 0V , and calculate  
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4. Until {The stopping condition is satisfied.} 

5. tU U , tV V . 

 
The computational complexity of Algorithm 1 is dominated by two parts: the updating 

statements and the construction of the alignment matrix. The complexity of the first part is 

 2#iter O mnr n r  , where the #iter  is the iteration of the algorithm and  2O mnr n r  is the time cost 

of each iteration. The complexity of the second part is 2( )O n . Therefore, the total time complexity 

of Algorithm 1 is  2 2# ( )iter O mnr n r o n   . 

 

3.4. Theoretical Analysis 
 

Here we use the auxiliary function technique to prove the convergence of Algorithm 1. Let 

   2, ( , )
2

TF U V CIM X UV tr VLV


   denote the objective function in (12). 

 

Lamma 1. If there exists an function G  for  F x  which satisfies    ,G x x F x   and    ,G x x F x , 

then we call it auxiliary function, and F is non-increasing under the following update rule: 
 

 1 arg min , .t

x

x G x x                                                                      (24) 

 

Let    ,VJ V F U V  denotes the function with respect to V when U is fixed, and    ,UJ U F U V  

denotes the function with respect to U with V fixed. 
 

Lamma 2. Given 
tU , the following function 
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where 
ijuJ   is the first order derivative with respect to U , is an auxiliary function of 

ijuJ . 

 

Lamma 3. Given 
tV , the following function 
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where 
abvJ   is the first order derivative with respect to V, is an auxiliary function of 

abvJ . 

 
The proofs of both Lemma 2 and Lemma 3 are deduced in Appendix A and Appendix B for the 

smoothness of logic. 

 

According to Lamma 1 and Lemma 2,    argmin , , ,U U
U

F G U U V F U V
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, we have the 

multiplicative update rule (22). According to Lamma 1 and Lemma 3, 
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, we have the multiplicative update rule (21). 

 

4. EXPERIMENTS 
 

In this section, we evaluate the effectiveness of the proposed CSNMF on several popular face 
datasets by comparing with CIMNMF [12] and MCCGR [13]. We also compared CSNMF with a 

supervised NMF (SNMF) to demonstrate the robustness of CSNMF. SNMF incorporates the 

identical discriminative information like CSNMF, i.e., 
 

,V
min (VLV ),T

FU

γ
X UV tr
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 

2

0 0

1

2 2
                                                       (27) 

 

where 
F

  signifies the Frobenius norm, and L  is defined as the same alignment matrix as (12). 

 

4.1. Experimental Setting  
 
Our experiments are conducted on the Yale [18], UMIST [19] and ORL [20] datasets. Each 

experiment was test on the dataset which was divided to training set and test set. To sufficiently 

compare the performance, we use different sizes of training sets to learn the lower dimensional 
space. And in order to obtain better performance, it is important to choose a proper tradeoff 

parameter   in (12), here we set it to be 510  in all experiments. In the classification stage, we 

applied the nearest neighbor (NN) rule as a classifier to determine the labels of test samples. 
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Figure 1. Face recognition accuracy on the Yale dataset. We randomly selected (a) 4, (b) 5, and (c) 6 

images from each subject to learn the lower dimensional space and evaluate on the remaining images. The 

average results of 10 runs are reported. 

 

4.2. Face Recognition 
 

Yale dataset: The Yale [18] dataset contains 165 frontal view images from 15 subjects. Each 
one was taken 11 photos with varying facial expressions. And each image was normalized to 32 x 

32 pixel array then reformulated to a vector form. Figure 1 shows the average accuracy of 

CSNMF, MCCGR, SNMF and CIMNMF. Their dimensions ranged from 10 to 120, and we 

random selected 4, 5 and 6 images for each individual for training. Table 1 records the highest 
average classification accuracy and their corresponding dimension. The experimental results 

show that our CSNMF is significantly superior to other algorithms in most cases. The comparison 

between CSNMF and SNMF shows that the utilized CIM successfully filters out outliers. The 
comparison between CSNMF and CIMNMF shows that the incorporated labels enhances the 

discriminative ability of the learned subspace. The comparison between CSNMF and MCCGR 

reflects that the adjacent graph constructed purely on labels are more robust than that constructed 
on features. In summary, CSNMF can fully takes advantage of the labels of dataset meanwhile 

take off the influence of the noises from both samples and constructed adjacent graphs. 

 
Table 1. The highest average face recognition accuracies on the Yale dataset. 

 

Algorithm 6 7 9 

CSNMF 0.5705(35) 0.5994(30) 0.6453(40) 

CIMNMF 0.5229(30) 0.5694(30) 0.6060(35) 

MCCGR 0.4719(30) 0.5400(15) 0.5820(20) 

SNMF 0.5852(115) 0.5661(120) 0.6033(65) 

 

 
 

Figure 2. Face recognition accuracy on the UMIST dataset. We randomly selected (a) 6, (b) 7, and (c) 9 

images from each subject to learn the lower dimensional space and evaluate on the remaining images. The 

average results of 10 runs are reported. 
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UMIST dataset: The UMIST [19] dataset contains 575 images from 20 subjects. Each one holds 

41 to 82 images which varying in poses from profile to frontal views， and each image was 

normalized to 40 x 40 pixel array then reformulated to a vector form. Fig.2 shows the average 

accuracy of CSNMF, SNMF, MCCGR and CIM-NMF. Their dimensions range from 10 to 120, 
and we random selected 6, 7 and 9 images for each subject to comprise the training set. Table 3 

records the highest average face recognition accuracy and their corresponding dimension. The 

experimental results show that our CSNMF is superior to other two algorithms mostly because it 
simultaneously takes advantages of the robustness of CIM and the discriminative information of 

labels of the dataset. 

 
Table 2. The highest average face recognition accuracies on the UMIST dataset. 

 

Algorithm 6 7 9 

CSNMF 0.9839(85) 0.9972(75) 1.0000(75) 

CIMNMF 0.9750(115) 0.9869(95) 0.9942(110) 

MCCGR 0.9697(45) 0.9800(105) 0.9812(45) 

SNMF 0.9769(75) 0.9931(110) 0.9963(60) 

 

ORL dataset: The Cambridge ORL dataset consists of 400 images from 40 subjects, and each 
subject hold 10 images with varying lighting, facial expressions, and facial details. Each image 

was normalized to 32 x 32 pixel array then reformulated to a vector form. Fig.3 shows the 

average accuracy of CSNMF, SNMF, MCCGR and CIMNMF. Their dimensions range from 10 
to 120, and we random selected 4, 5 and 6 images for each subject in the learning procedure. 

Table 4 records the highest average face recognition accuracy and their corresponding dimension. 

The experimental results show that our CSNMF is superior to SNMF, MCCGR and CIMNMF, 

and it confirms that CSNMF simultaneously takes their advantages without introducing their 
disadvantages. 

 

 
 

Figure 3. Face recognition accuracy on the ORL dataset. We randomly selected (a) 4, (b) 5, and (c) 6 

images from each subject to learn the lower dimensional space and evaluate on the remaining images. The 

average results of 10 runs are reported. 

 
Table 3. The highest average face recognition accuracy on the ORL dataset. 

 

Algorithm 6 7 9 

CSNMF 0.8900(110) 0.9552(110) 0.9544(90) 

CIMNMF 0.8640(105) 0.9320(100) 0.9422(90) 

MCCGR 0.8363(45) 0.9137(70) 0.9284(45) 

SNMF 0.8869(80) 0.9400(75) 0.9478(55) 
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5. CONCLUSIONS 
 
In this paper, we proposed a correntropy supervised non-negative matrix factorization (CSNMF) 

method for learning the discriminative lower dimensional space from noisy datasets. Since 

CSNMF can take advantages of the robustness of maximum correntropy criterion and 
discriminant power of the labels of dataset under the non-negative patch alignment framework, it 

outperforms both robust variant and supervised variant of NMF. We developed a multiplicative 

update rule to solve CSNMF and proved that it can monotonically decreases the objective 
function of CSNMF. 
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APPENDICES 

 

Appendix A: Proof of Lemma 2 

 

It is obvious that    , 
ijuG u u J u . With the Taylor series expansion of  

ijuJ u , we can obtain 
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Then we can see that, 
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So we have    , 
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ij uG u u J u . This completes the proof.   □ 

 
Appendix B: Proof of Lemma 3 

 

It is obvious that    , 
abvG v v J v . With the Taylor series expansion of  

abvJ v , we have 
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Then we can see that 
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So we have    ,
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t

ab vG v v J v . This completes the proof.   □ 
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ABSTRACT 
 

Something that still remains an issue to this day is how students and other individuals can 

become educated in matters that are generally taught in person and are difficult to translate to 

an online environment in particular [5]. In particular, teaching how to operate lab equipment 

without having hands-on experience is incredibly difficult. With the COVID-19 pandemic, the 

need for sufficient online learning materials and tools has become much greater in recent years 

[6]. To resolve this issue, a simulation was made in Unity that aims to educate its users on how 

to work with a microscope [7]. Sliders are provided in the simulation to control the X-axis, Y-
axis, Z-axis, and focus. The simulation was tested for its effectiveness by gathering fifteen 

participants to download and test the simulation, then asking each participant to fill out a 

survey. In the survey, the participants graded the educational value and convenience of using 

the application on a scale from one to ten, and they were encouraged to leave any other 

feedback in a free-response section of the survey [8]. Results indicated that the general public 

would find this simulation practical in daily life, as participants generally rated the simulation 

as both educational and convenient to use. 

 

KEYWORDS 
 

Simulation, Microscope, Unity. 

 

1. INTRODUCTION 
 

Microscopes have been an important invention that has been widely used throughout history. The 

concept started with two lenses placed on opposite sides of the tube, and Galileo Galilei perfected 

the invention in 1609. When using microscopes, we can observe the world much closer and 
through a perspective that would not have been possible with the naked human eye. In particular, 

microscopes have paved the way for numerous advancements in science and medicine. With the 

help of microscopes, humanity has been able to discover smaller forms of life such as bacteria, 
viruses, fungi, and other microorganisms, and doctors have been able to identify the source of 

illnesses and even develop cures for illnesses [1]. With its impact on our society, the ability to use 

them can be crucial to those who wish to pursue careers in relevant fields.  

 
The topic of how to use microscopes is significant because many students use them, whether they 

are taking major courses in college or doing a lab in a middle school science class. Whenever 
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microscopes had to be used, they were commonly done so within a classroom or laboratory 
setting, in which students and researchers would be able to handle the microscopes physically. 

However, after the COVID-19 pandemic hit, using physical microscopes became much more 

difficult [9]. And social distancing guidelines made it so that in-person instruction can be quite 

limited. With the rapid development of technology in recent years, a new popular path can be 
opened for teaching individuals how to operate a microscope. 

 

There are currently many guides on how to operate a microscope. They exist in mostly text or 
video form, and many of them are easily accessible through the internet. Simulations that teach 

users the intricacies of using a microscope are also present, which can give visual learners an 

easier time understanding what to do. The way that is believed to be best for students’ 
understanding is to have a hands-on demonstration of how to use the microscope and have the 

students follow along with a physical microscope. Depending on what the situation calls for, 

different methods of teaching may have their advantages and be preferable. Unfortunately, these 

methods also come with fairly significant drawbacks. With text-based guides on how to use 
microscopes, the biggest limitation is being able to visualize the instructions and apply them in a 

lab environment. Video-based guides can solve this issue, but what both guides lack is the 

involvement of the learners. This concept of active learning is applied in simulations [10]. 
Unfortunately, many simulations suffer from being either too simple or too complex. Simulations 

can simplify the action of using a microscope far too much when they only require a click of a 

button. Others may require the user to make so many complicated motions with the microscope 
and show so many numbers on the screen that the details detract from the main points. 

Furthermore, the graphics of some older simulations may be jarring and ward away potential 

users that have been accustomed to better and cleaner graphics. The method of getting hands-on 

experience with a physical microscope may no longer be feasible in recent times, when concerns 
over public health and distance may restrict people to only using online resources. With 

advancements in technology, a new method may be able to address the downsides of previously 

used methods. 
 

A Unity game was created that was meant to educate its players on how to properly use a 

microscope in a lab environment [11]. The primary features of this game are sliders that the 

player is able to control using the mouse. There are four sliders in the simulation: the first one 
controls the X-axis, the second one controls the Y-axis, the third one controls the Z-axis, and the 

final one controls the focus. The X-axis determines how far to the left or to the right the image is 

shifted, and the Z-axis determines how far above or below the image is shifted. The Y-axis 
determines how closely the image is zoomed in. Finally, the focus slider will only allow the 

image to show up clearly on the microscope if the focus value is within a certain interval. 

Otherwise, the image will appear blurry. 
 

Unlike guides on how to operate a microscope, the method of using a simulation is much more 

interactive and may allow for deeper understanding. Looking at text or a video of how to use a 

microscope may not let the concepts stick in people’s minds as well as playing an active role in 
their own learning. While this simulation may be similar to other simulations, it also does its best 

to strike the perfect balance between being easy to use and understand and being educational. 

 
The method we used to prove the effectiveness of the microscope simulation is by creating a 

survey on Google Forms. The Google Forms would have two questions: “How educational was 

this simulation?” and “How convenient was this simulation to use?”. The first question asks the 
participants how much understanding and knowledge they can derive from the simulation, and 

the second question asks the participants how well the knowledge can be absorbed by the 

individuals that use them in a timely manner. Both of these qualities would be vital to the success 

of the simulation, as high scores in both would indicate that the general public would deem the 
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simulation worthy of use, whether it be in a classroom setting or at an individual’s own leisure. 
At the bottom of the survey, an optional free-response section would be available for the 

participants to send any custom feedback that they may have about the simulation. 

 

Fifteen participants will be gathered, and each of them would be asked to download the ZIP file 
that includes the Unity simulation. They would be instructed to unzip the file, then run the 

simulation inside the unzipped folder. From there, the participants would spend at least one 

minute testing each of the sliders inside of the simulation and understanding how the microscope 
works as a whole. After they are finished using the simulation, they would be provided with a 

link to the Google Forms survey. Whatever responses the participants gave would be recorded in 

a linked Google Sheets table, including the feedback in the optional free-response section at the 
bottom of the survey. 

 

The remainder of the paper will be divided into five sections, which will be labeled with the 

numbers 2 through 6. Section 2 describes the hurdles that had to be overcome when coming up 
with ideas for the simulation and experimenting on the simulation. Section 3 offers an 

explanation for how the simulation as a whole, as well as specific sections of the simulation, was 

implemented. Section 4 brings up how effective the simulation is using a survey that tests for 
important qualities that are desirable for users, and Section 5 introduces related works and how 

they compare to this work. The final section, Section 6, provides a conclusion that includes the 

summary of the simulation, some current limitations to the application, and what can be done in 
the future to address these limitations. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. How education regarding science labs was limited by the COVID-19 pandemic 
 
The problem to be addressed was how education regarding science labs was limited by the 

COVID-19 pandemic, leaving many classes only available online. Unfortunately, bringing 

science labs to an online environment is a more difficult transition than some other classes, as lab 
equipment that students would normally be able to get a hands-on experience with would no 

longer be accessible. When searching for the most common lab equipment that students would 

use, the microscope was consistently regarded as a useful and popular tool in modern science 

education. A comprehensive and well-written guide seemed like a good idea at first, but such a 
solution would not be able to emulate the active learning that students would be able to attain by 

directly operating a microscope. The next idea that was eventually implemented as the final 

solution was to create a simulation that could educate users on how to utilize a microscope. 

 

2.2. How exactly to make the simulation 
 
After figuring out what to make to address the issue of students having a lack of access to lab 

equipment, the issue of how exactly to make the simulation arose. There are several different 

kinds of simulations of microscopes online, with some that can even simulate multiple types of 
microscopes. To stand out from the others, the original plan was to make something that could 

provide the history of microscopes and other various information regarding microscopes that 

other simulations might not have. However, after envisioning the final product, such a feature 
might be overwhelming and might even be seen as irrelevant for users that are new to operating 

microscopes and are only using the simulation for the sole purpose of understanding how to use a 

microscope. With this in mind, the implementation of the simulation was made to be as easy to 
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understand and clear as possible to use, which would allow the target demographic of students or 
other individuals who have never used microscopes before to absorb the information in a much 

more efficient manner. 

 

2.3. Experiments for the microscope simulation 
 

The final challenge was coming up with experiments for the microscope simulation. Since the 
microscope is simple, it is difficult to test the simulation for how accurate it is. The only features 

to test within the simulation are the sliders that control the X-axis, the Y-axis, the Z-axis, and the 

focus. Therefore, a different form of experimentation was needed. After some brainstorming, the 

path of experimentation that seemed best was surveying participants and asking them to try the 
simulation. The survey would be split into two main sections, which are how educational it is and 

how convenient it is to use. Participants would be given the option to rate each section on a scale 

from one to ten. These sections would be crucial for our results, as having positive scores in both 
sections would mean that the simulation would likely be practical as a tool to be used by the 

general public. 
 

3. SOLUTION 
 

 

 
 

Figure 1. Overview of the solution 

 

The Unity microscope simulation has two main scenes. The first scene is the main menu screen, 

in which the user is met with the title “Microscope” and a button labeled “Start” right below the 
title. To proceed with the next screen, the user will click the start button, which will transfer the 

simulation to the second scene. In this scene, an image of a microscope can be seen on the left 

side of the screen, and the image that can be seen through the microscope is present on the right 
side of the screen. On the top left of the screen, four sliders are available for the user to interact 

with. The first slider is the X-axis, and adjusting the X-axis value causes the stage of the 

microscope to move left and right in the diagram of the microscope on the left side of the screen. 
The image that can be seen through the microscope on the right side of the screen is shifted 

horizontally. The second slider is the Y-axis, in which adjusting the Y-axis value moves the 

microscope stage up and down. The image seen from the microscope zooms in when the stage is 

moved up and zooms out when the stage is moved down. The Z-axis slider moves the stage 
forward and backward, and the image in the microscope shifts vertically to account for this 

change. Finally, the focus slider makes it so the image in the microscope shows up clearly when 

at a certain interval of values, but shows up as blurry for all other values. The functionality of the 
simulation is implemented using scripts written in the C# programming language [15]. 

 

In order to switch from the main menu scene to the simulation scene, a button is placed in the 

main menu scene. When the user presses the button, the button is able to transfer to the second 
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scene because the button was assigned a C# script. In this script, the SceneManager called the 
load scene function with the desired scene to be switched to in the argument of the function. As 

C# scripts provide much of the functionality in many Unity games and applications, this is a 

common way to perform the task of switching scenes. 

 
The C# scripts play more of a crucial role in the simulation scene. The four sliders that are 

present control the X-axis, Y-axis, Z-axis and focus. All of these sliders have different effects on 

the image that can be seen through the microscope, and the first three sliders control the diagram 
of the microscope. The sliders in the simulation were created using the built-in slider element that 

can be selected from the user interface section of Unity. Just like with the button that transfers 

scenes, the sliders also have a script attached to them. The script controlling the X-axis slider 
controls both the stage of the microscope diagram and the image seen through the microscope as 

two separate tasks. The slider for the X-axis is directly linked to the position of the stage, which 

changes the X-axis of the stage object depending on the value of the X-axis slider. The X-axis of 

the image through the microscope is also shifted, which made the implementation of this slider 
surprisingly convenient. The same procedure is applied to the Z-axis. When it comes to the Y-

axis, the script causes the stage to move up as the slider is moved from left to right. To match the 

stage moving up, the image seen through the microscope becomes zoomed in the farther the 
value is moved right along the slider. For the script controlling the focus slider, the diagram of 

the microscope does not change at all no matter what value the focus is set to. Rather, only the 

image seen through the microscope is affected. When the user first enters the simulation scene, 
the image appears blurry, as the focus slider is set all the way to the left. However, the only way 

to make the image appear clear in the simulation is to move the slider somewhere near the middle. 

This is performed by using a blur effect. When images are displayed in Unity, the quality of the 

image will be completely clear and unblurred by default. However, the script is coded so that the 
image’s blur value is set to zero as long as the focus value resides within a certain interval, then 

the blur value becomes greater the farther the focus value is from that interval. 

 

 
 

Figure 2. Screenshot of code 1 
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Figure 3. Capture Device Screenshot 

 

 
 

Figure 4. Image through microscope 1 

 

 
 

Figure 5. Image through microscope 2 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

The experiment that was used to test the effectiveness of the microscope simulation was a survey 

that was created in Google Forms. First, the participants would download a ZIP file, unzip the file, 
and run the Unity simulation from inside the folder. The participants would then spend at least 

one minute fiddling with the sliders and examining how changing certain values affects the 

position and image quality of the image and the stage of the microscope. After the participants 
are done, they would answer the first question in the Google Forms survey about how educational 

they felt the simulation was, which was recorded on a scale from one to ten. Since there are 
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fifteen participants taking the survey, there is a large enough sample size to account for 
variability. 

 

 
 

Figure 6. Table of participant number and education value rate 

 

 
 

Figure 7. Graph of educational value of the microscope simulation 

 
According to the results of the participants’ perceived educational value of the simulation, it 

appears that the educational value ratings were fairly high. With the exception of one of the 

ratings at a 5, the rest of the ratings were 7 or above. Such results could signify that the 

participants were pleased with how much knowledge they received when using the simulation. 
Some feedback that participants sent stated that the implementation of the sliders in the 

simulation was well-made, as the sliders captured the feeling of having to use “guesswork” that 

people would experience when turning the knobs on an actual microscope and using trial and 
error to eventually get the best view from the microscope. However, two pieces of feedback also 

indicated that the coarse adjustment knob and the fine adjustment knob that are usually present on 

microscopes could have been emphasized more, and separate sliders to represent each knob could 
have been more informative. 
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4.2. Experiment 2 
 

The second question in the same Google Forms survey asked how convenient using the 

simulation was. To keep the style consistent throughout the survey, a scale from one to ten was 
also used to record the results. At the end of the survey, an optional free-response section was 

provided to the participants. This would allow the participants more freedom to express their 

thoughts about the simulation and share more valuable insight that would not be possible with the 
previous two questions. The measurement for the convenience of the application was also not 

altered significantly by variability, as the sample size of fifteen would still be enough to mitigate 

its effects. 

 

 
 

Figure 8. Table of participant number and convenience rating 

 

 
 

Figure 9. Graph of convenience rating of the microscope simulation 

 

The results regarding the convenience of the microscope simulation indicate that the simulation is 

effective at helping its users absorb knowledge more easily. Three participants rated the 
convenience a perfect score of 10, and all of the ratings were 6 or above. Furthermore, an average 

result of 8.53 means that participants were generally very satisfied with how user-friendly the 

simulation is. The vast majority of participants who left feedback reported that the simulation was 

incredibly simple and easy to use, which allowed for a more convenient and enjoyable time 
learning with the simulation. The user interface was also generally praised by the participants for 
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its clean and minimal aesthetic. On the other hand, one participant also noted that the concept of 
the focus only reaching maximum image sharpness at a certain interval could be confusing to 

new users, and there should be at least some indicator or note that informs the users of this.  

 

In the first experiment, the vast majority of the participants believed the implementation of the 
microscope simulation made sense and provided accurate information regarding how a 

microscope would work. As the participants are a subset of the general public, it is believed that 

the general public would likely find this to be educational for both students and other curious 
individuals. 

 

With the results of the second experiment, it appears that the general public would also find the 
simulation to be very intuitive and convenient to use. With both qualities of the simulation being 

rated very highly, the simulation seems to be a valuable and helpful tool overall that can improve 

the learning process when it comes to using a microscope. These results were expected, as the 

simulation was specifically designed to optimize the learning of users who have never had 
experience operating a microscope before. Therefore, it could be concluded that this simulation 

has been a success so far. 

 

5. RELATED WORK 
 

One article reports on the use of an Arduino as a piece of lab equipment that can take on multiple 

roles within a lab environment, which is possible by loading scripts onto the board’s memory. 

The Arduino is significant because it is more affordable and portable than dedicated hardware [2]. 
Both the Arduino article and this work mention the usage of lab equipment and the effectiveness 

of implementations. While the Arduino article focuses on the physical implementation of lab 

equipment, this work emphasizes the implementation of a microscope through software that can 
act as an online learning tool for the general public. 

 

Another work states that the use of algorithms and computations can be integrated into a 
microscope in order to create a more advanced microscope with improved accuracy. Recent 

improvements in simulation speed can allow the viewing of important biochemical processes 

such as protein folding and membrane transport in milliseconds [3]. The related work and this 

work both share the topic of simulations involving microscopes. In particular, the related work 
offers an in-depth view of how computational microscopes can improve the field of science 

through various examples. On the other hand, this work involves the creation of a simulation of a 

traditional optical microscope and how effective it is at educating the general public. 
 

A third related work covers the history of the optical microscope in cell biology and medicine. 

Only with the large magnification of microscopes, along with proper contrast and resolution, 

have we been able to see cells and their components. Recently, light microscopy has advanced to 
the point that live cell imaging is possible [4]. This work is similar to the related work because 

the topics of both works are related to optical microscopes. However, while the related work 

emphasizes how the optical microscope has been improved and utilized in making discoveries for 
cell biology, this work places its focus on the creation and experimentation of an optical 

microscope simulation. 

 

6. CONCLUSIONS 
 
In light of the COVID-19 pandemic and the difficulty of learning information from online 

science labs that would be best done in person, a simulation was created to educate the general 

public on how to operate a microscope [14]. The simulation features four sliders, which each 
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affects the image shown by the microscope in a different way. The X-axis and the Z-axis control 
how far the image in the microscope is shifted in a certain direction, the Y-axis controls how 

zoomed in the image in the microscope is, and the focus controls how clear the image appears in 

the microscope. The simulation was designed to teach students and other members of the general 

public the core concepts of how to use a microscope in a simple and digestible form. 

 
The experiment that was performed was a survey that gauged how useful the simulation would be 
if it was released to the general public. Fifteen participants were asked to download the Unity 

simulation, use the simulation for at least one minute, then submit their responses on a Google 

Forms survey as to how educational the simulation was and how convenient the simulation was 

to use on a scale from one to ten. The responses were then recorded into a Google Sheets table 
that was linked to the Google Forms survey [13]. According to the results, the simulation was 

effective at providing some educational value to its users as well as offering a clean and intuitive 

user interface for the users to work with. The feedback indicated that the ease of use was what the 
participants generally appreciated the most about the simulation. 

 

A current limitation of the simulation is that the simulation only educates the user on how to use 
a microscope. However, in a lab environment, microscopes are not the only instruments that are 

used to conduct research or perform experiments; many others are used as well, such as 

volumetric flasks and spring balances. Although the simulation serves its current purpose fairly 

well, the scope of the simulation is limited by its sole topic of how to use a microscope. Ideally, 
the simulation could be expanded to become a more general-purpose tool that could offer its 

users more knowledge about various sets of lab equipment. 

 
To address this limitation, some work regarding the simulation that is planned for the near future 

is adding some of the most common lab instruments [12]. In the main menu of the screen, rather 

than just having a button to start the simulation, there would be multiple buttons that correspond 
to each instrument. Furthermore, the option to go back to the main menu would be added as well, 

in case the users decide that they have tried a certain instrument enough and want to try another 

one. 
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ABSTRACT 
 
Blockchain-based cryptocurrency has attracted the immersive attention of individuals and 

businesses. With distributed ledger technology (DLT) consisting of growing list of record blocks 

and securely linked together using cryptography, each block contains a cryptographic hash of 

the previous block, a timestamp, and transaction data. The timestamp proves that the 

transaction data existed when the block was created. Since each block contains information 

about the block previous to it, they effectively form a chain, with each additional block linking 

to the ones before it. Consequently, blockchain transactions are irreversible in that, once they 

are recorded, the data in any given block cannot be altered retroactively without altering all 

subsequent blocks. The blockchain-based technologies have been emerging with a fleet speed. 

In this paper, the trustworthy Artificial Intelligence will be explored for blockchain-based 

cryptocurrency where the prohibitive price leap creates a challenge for financial analysis and 

prediction.  
 

KEYWORDS 
 

Trustworthy Artificial Intelligence, Blockchain, Cryptocurrency, Financial Prediction. 

 

1. TRUSTWORTHY ARTIFICIAL INTELLIGENCE 
 

The flotilla development of Artificial Intelligence (AI) technology has enabled numerous 
applications in the world, including AI in astronomy, AI in healthcare, AI in gaming, AI in data 

security, AI in social media, AI in travel and transportation, AI in automotive industry, etc. [1, 2] 

However, many AI systems are vulnerable to indiscernible attacks which degrade people's trust in 

AI systems [3, 4]. One inspiring question is what does it mean to be trustworthy?   
 

In April 2019, the European Commission’s High-Level Expert Group on Artificial Intelligence 

(AI HLEG) published Ethics Guidelines for Trustworthy AI, stating that human beings will be 
able to confidently and fully reap the benefits of AI only if they have trust in it [5, 6]. There are 

three aspects to enforce the trustworthy AI: 1) robust and reliable technology to avoid 

unintentional damage due to lack of technological mastery; and 2) behave ethically and morally; 
3) human in the loop. Four principles including human autonomy, prevention of harm, fairness, 

and explicability were set.  

 

One definition is that to be trustworthy, an AI system should operate competently, behave 
ethically and morally, and interact appropriately with humans. Is this sufficient?  Based on the 

definition provided by the Merriam-Webster dictionary, it says that firm belief in the character, 

strength, or truth of someone or something. Can we have a firm belief for an AI system?   
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Holton [7] stated that in order to trust one need not believe. He used an example of a shopkeeper 
who decides to trust his employee, although the latter has been convicted of petty theft. Holton 

argued that the shopkeeper can decide to trust the man without believing that he will not steal. He 

may trust him because he wants to give him moral support, a new chance to earn trust. This sort 

of trust has been called “therapeutic trust”. However, contrary to Holton, I think that a firm belief 
must be implemented to be trustworthy.  

 

Carsel [8] proposed a social-cognitive theory of trust which states that, in social contexts, trust is 
a fundamental element of relationships. Without trust, people may not be able to pursue valued 

interdependent goals [9] and meet relationship satisfaction [10]. To understand trust formally, a 

coherent theoretical framework is needed [11,12]. The question that typically guides 
psychological research and theory in trust is “Does Human A trust AI B?” An important 

implication is that current paradigms overlook the possibility that Human A might trust AI B 

differently across various contexts. For example, imagine AI B achieved a great job for Human A 

in Task X, Human A may trust AI in the context of Task X.  However, AI performs poorly in 
Task Y due to data adversarial attacks. Consequently, Human A may not trust AI B in Task Y. 

Such possibilities raise the challenges to scientific community. One of important focus in trust 

community is to predict whether or not Person (Human) A will trust Person (AI) B, such as 
generalized anxiety [13], attachment style [14], and group membership [15]. However, such an 

analysis does not consider the social contexts and can only examine average levels of trust 

between people (human and AI). 
 

By being able to identify when, why, and how human come to trust AI in context, practitioners 

need to implement policies that facilitate trust between human and AI on how to regain trust that 

was lost in their relationship or identify levels of (dis)trust in specific contexts that facilitate 
maladaptive behaviour within those contexts. An alternative question that draws attention to the 

potential variability in trust between human and AI across contexts is “When does Human A trust 

AI B?”  
 

When discussing the trust between humans, researchers link the concept of risk [16, 17], ranging 

from situating trust as simply a subset of risk to locating risk as an antecedent to trust, or the 

current risks to the individual do indeed affect the individual’s trust in others in a trust game. In 
the person to person trust, the risks to the trustor are not constant across contexts, even if they are 

similar to past interactions between the trustor and trustee, we should expect interpersonal trust to 

calibrate to the specific demands of the interaction.  How about the trust situation between human 
and AI?  

 

Instead of examining whether and to what degree an individual trusts others, the focus should be 
on the potentially varying levels of trust across the various contours within human and AI’s 

relationships. In other words, the motivating question becomes “Human A trusts AI B for what?” 

A careful reading of “trust” indicates that we often say “trust” when people share a goal. 

I think that we should propose a novel theoretical orientation to trust between human and AI and 
formulate a contextual theory of trust using a new theoretical lens. Following this idea, I will 

apply the trustworthy AI in the blockchain-based cryptocurrency systems.  

 

2. BLOCKCHAIN-BASED CRYPTOCURRENCY 
 

A blockchain is a distributed ledger technology (DLT) that consists of growing list of records, 

called blocks, that are securely linked together using cryptography [18, 19, 20]. Each block 

contains a cryptographic hash of the previous block, a timestamp, and transaction data (generally 
represented as a Merkle tree, where data nodes are represented by leafs). The timestamp proves 

that the transaction data existed when the block was created. Since each block contains 
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information about the block before it, they effectively form a chain (compare linked list data 
structure), with each additional block linking to the ones before it. Consequently, blockchain 

transactions are irreversible in that, once they are recorded, the data in any given block cannot be 

altered retroactively without altering all subsequent blocks. 

 
Cryptographer David Chaum first proposed a blockchain-like protocol in his 1982 dissertation 

[21] "Computer Systems Established, Maintained, and Trusted by Mutually Suspicious Groups." 

Further work on a cryptographically secured chain of blocks was described in 1991 by Stuart 
Haber and W. Scott Stornetta [22, 23]. A blockchain was created by a person (or group of people) 

using the name (or pseudonym) Satoshi Nakamoto in 2008 [24] to serve as the public distributed 

ledger for bitcoin cryptocurrency transactions, based on previous work by Stuart Haber, W. Scott 
Stornetta, and Dave Bayer [22, 23] The identity of Satoshi Nakamoto remains unknown to date. 

The implementation of the blockchain within bitcoin made it the first digital currency to solve the 

double-spending problem without the need of a trusted authority or central server. The bitcoin 

design has inspired other applications and blockchains that are readable by the public and are 
widely used by cryptocurrencies. The blockchain may be considered a type of payment rail [25, 

26, 27]. 

 
The Bitcoin protocol is the consensus mechanism that allows users to send and receive a digital 

like currency called Bitcoin. Because the transfer of Bitcoin requires intensive use of 

cryptography, Bitcoin is referred to as a cryptocurrency. Just in this year, Bitcoin price rose to 
near $65k, then fell $29k the next. The current price as of today is $19,000. Additionally, the 

volatility of Bitcoin and other cryptocurrency is highly compared to traditional stock and indexes. 

Normal stock prediction is a non-trivial task, but to add extreme volatility and parameters that are 

internal only to Blockchain, a question of whether an AI algorithm such as a Deep Neural 
Network (DNN) can learn the behaviour of Bitcoin is a scorching topic in Cryptocurrency. 

Previous studies have shown a deep neural network is no better than traditional statistical 

methods [28, 29, 30]. 
 

3. CRYPTOCURRENCY PREDICTION 
 

Stock trend prediction is challenging because there are many factors can influence the price [33]. 

The factors may be internal or external (or both) events to the given company. The events may 
not visible before it occurs. The problem of predicting Bitcoin prices is even more challenging in 

that Bitcoin prices may not adhere to outside business influence and government, but only on 

limit of coins [34, 35]. With increasing business using cryptocurrency, the United States 
Exchange Commission (USEC) has enforced rules to regulate cryptocurrency. To predict 

cryptocurrency prices, linear regression, support vector machine, logistic regression, and time 

series analysis have been used [36, 37, 38]. Among them, linear regression provides decent 

results. In this study, I would like to use deep neural network learning.   
 

4. DATA DESCRIPTION 
 

The data are obtained via blockchain.com (https://www.blockchain.com/charts) for blockchain 
data, bitcoinnity.org (https://data.bitcoinity.org/markets/price) for bitcoin data, and Yahoo 

Finance (www.yahoofinance.com) for indexes data. The datasets are collected in CSV format. 

The data range from September 2011 to September 2022.  
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5. ALGORITHIMC AND EXPERIMENTAL IMPLEMENTATION  
 

In these experiments, I used the Scikit Learn Library and trained different neural network models 

on the datasets, including 1-hidden, 2 hidden, and 3-hidden layer deep neural network (DNN) 

models.  I used 80% of the dataset was used for training and 20% used for testing. The DNN 

models are trained through a 10-fold cross-validation and 100 epochs. As discussed in class 10-
fold cross validation and a high epoch were important to implement to ensure the consistency and 

validity of the results. I then calculated the RMSE (Root-mean-square deviation) and MAPE 

(Mean absolute percentage error) 
 

                              
 

6. CONCLUSION 
 
Trustworthy AI becomes increasingly critical for the current world applications. The scientific 

community should explore further about the fundamental concepts on trustworthy AI in various 

social contexts. This paper explores trustworthy AI for blockchain-based cryptocurrency where 
the prohibitive price leap creates a challenge financial analysis and prediction. Blockchain is an 

emerging technology which promises security and true decentralization with cryptocurrency 

being the first widely used application. In this paper, I used deep neural networks trained with 
blockchain and macroeconomic variables which provides stronger predicting power than linear 

regression. In the future, I would like to see how a DNN model would predict Bitcoin price with 

its current    trend. Another idea I plan to explore is to model other cryptocurrencies such as 

Ethereum or Dogecoin. As each blockchain has unique parameters that could affect the coin 
prices differently. Such studies would contribute sanguinely to the blockchain and 

cryptocurrency resources. 
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ABSTRACT 
 
The issue to be resolved was videos may be a difficult and time-consuming process to edit, 

specifically with cropping videos [4]. The solution that was implemented was a mobile 

application that was capable of cropping videos using a body tracking solution called 

MediaPipe Pose [5]. Using a landmark model that labeled the body parts of a person, the 

application can recognize where the person is located in the video frame by saving the 

minimum and maximum x- and y- coordinates. In the image array, the rows and columns not 

included within those coordinates are deleted, which leaves only the area with the person 

inside. To prove the effectiveness of the application in daily life, a survey was performed on 
fifteen participants. Each participant was shown the same video demonstration of the 

application being used, then the participants answered questions regarding how useful the 

application would likely be in daily life and how convenient the application would be to use. 

Results indicate that the general public would be willing to use the application as a long-term 

solution for video cropping [7]. 

 

KEYWORDS 
 
Video Editor, Dancing, Video Cropping, Flutter. 

 

1. INTRODUCTION 
 
The idea of this application sparked when dancers faced the problem of not being able to edit 

their dance videos efficiently and aesthetically to post online. Users had to conduct a lot of 

research over a period of time to find all the methods available. Because they change positions 
when dancing, they have to film the frame fairly wide so it covers my entire range of motion. 

However, this makes the body really small in the video and very hard to see. When looking for 

apps that have the functions of having the frame follow the person in a video but there were no 

such products. Over the past few months, we have experimented with similar functioning 
applications. The popular video sharing platform TikTok has a body zoom filter which can be 

used when filming on the app [8]. However the flaw in this method is that the filter is exclusively 

used for filming in the application, meaning that a video cannot be uploaded to then apply the 
filter. Another flaw was that it zoomed very far in, which captured the full range of motion 

however is occasionally aesthetically displeasing. Another editing app that has a similar idea to 

what we were looking for was CapCut. This editing software allows users to upload videos and 
edit by hand. They have a feature that allows users to hand edit each frame they wish to zoom in 

or out and left or right. This allows the users creative freedom in how they wish the frame to 

track their body, however the major flaw in this is that it is very time consuming. The benefits of 
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this app is that it is able to be used to film videos with the app that will automatically edit the 
video for the user as well as upload and process filmed videos. This product should be extremely 

relevant in solving many dancers’ problems that are similar to mine. 
 

Some existing video editors attempt to make video cropping easier. Video editors exist in which 

cropping is performed by typing in the minimum and maximum x- and y-coordinates of the 
video that should still be kept in [9]. However, this may be too much effort for an ordinary user, 

as the user will have to measure the resolution of the video, then estimate how many pixels they 

would have to crop out from each side of the video. By having a designated crop button and 
allowing the user to manually stretch and resize the region that should be kept in, the user may 

find this method of cropping videos more intuitive than the previous method. 
 

One of the biggest issues with these general-purpose video editors, however, is that they are so 

feature-heavy that it can become difficult to navigate through them all. With so many buttons on 
the screen, these editors can be incredibly daunting for those who are new or inexperienced with 

video editing. Furthermore, more heavy-duty video editors generally require a strong machine to 

use, which can lead to those with older devices either running the video editor very slowly or not 

being able to run the video editor at all. The ideal video cropping solution is a lightweight 
application that is capable of video cropping with very little effort needed from the user [10]. 

 

A method that has been tested before is “smart” video cropping, which examines the video for 
what parts should be kept in the video before cropping automatically. Much of this was done to 

resolve the issue of unusual aspect ratios, which may have resulted in awkward cropping. For 

example, the video could be completely centered and cut off a person that is on the very side of 
the screen, but this new method could crop so the person shows up on the screen. However, many 

of these implementations were made more than ten years ago, and there may be newer 

technologies today that may be more accurate. 
 

The tool that was created to tackle the issue of video cropping being a difficult and daunting 
process is a mobile application that automatically crops the video for the user. The mobile 

application was made using Flutter for the front-end code and Python for the back-end code. The 

main feature of this application is smart video cropping. The user of the application will simply 
be able to input a video and be returned a video that is cropped to have the person in the image 

be the focus of the video. This feature was intended for dancing videos, but it can also be applied 

to other videos that require the person of the video to be the primary focus. As some people can 

be too far away from the camera at the time of recording, such an application can refine videos 
and enhance the viewing experience of those who watch them. Compared to general-purpose 

video editors, this application is much more lightweight. However, the application lacks the 

multitude of features that come with full video editors. Since the application was designed for 
only one primary purpose, the lack of features is not too detrimental to the application. As this 

application was made with recent technologies, they may be more consistently accurate than 

implementations developed in the past. 
 

In order to prove that the application would be effective and would provide benefits to the general 
public if it was widely released, a survey was conducted on Google Forms. Each participant 

would watch the same video demonstration of a person using the application and showing off 

each of the features. Then, the participants would answer questions that ask how useful the 
application is in daily life and how convenient the application would be to use. They will be 

provided with a scale from one to ten to answer each question, in which one is the worst rating 

and ten is the best rating. In case the participants have more thoughts they would like to share, 

they would be able to do so inside an optional free-response feedback section at the bottom of the 
survey. 
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The results of the survey could indicate if there are any particular aspects of the application that 
could use more work. They could also gauge how successful the application would be and how 

much of a positive impact it would potentially make on society. Convenience and usefulness are 

both very valuable qualities for an application to have. If the application is too inconvenient to 

use or requires too much time and effort to deliver the desired result, people will likely try to find 
alternatives. If the application provides no benefit or practical use in daily life, users may not be 

intrigued enough to download the application in the first place. Only when both qualities are 

done well in the application would users install the application and use it long-term. 
 

The remainder of the paper will be divided into five sections, labeled from 2 through 6. Section 2 

describes the hurdles that had to be overcome when coming up with ideas for the application and 
implementing the application. Section 3 offers an explanation for how the application as a whole, 

as well as specific sections of the application, was implemented. Section 4 analyzes how 

effective the application is using experiments that test the functionality of the application and the 

feedback from the general public, and Section 5 introduces several related works and how they 
compare to this work. The final section, Section 6, provides a conclusion that includes the 

summary of the application, some current limitations to the application, and what can be done in 

the future to resolve these limitations. 
 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 
 

2.1. Coming up with an Idea for What the Application Should Do 
 

The first challenge was coming up with an idea for what the application should do. The topic that 
was to be addressed was how dancing videos had the dancer too far away from the camera, 

which may detract from the quality or viewing experience of those who watch the video. At first, 

one idea that was considered was that the application should let the user choose a specific box in 
the video, and the application would crop out everything else in the video except the specified 

box. However, that would still take much effort from the users of the application, and they would 

likely not use the application again if it was too inconvenient for them to use. To address this, the 

video cropping idea was still utilized, but what was cropped out of the video could be decided 
based on an AI that detected where the person was in the video. 

 

2.2. Implementing the Application itself 
 

Another obstacle was implementing the application itself. While the ideas and concepts were 

already confirmed, applying those ideas and concepts to code and software was a much more 
challenging feat. While creating the front-end with Flutter took a relatively short amount of time, 

coding with Python was much more difficult, as it involved using a model that would be able to 

track the human body quickly. The model that was settled on was a detection model from 
MediaPipe Pose, which would use landmarks to predict where the specific body parts of a person 

were inside video frames. Using the detection model for the first time was confusing and 

frustrating, and there were not many examples of working Python code involving MediaPipe Pose 

that could be easily found online [11]. After much trial and error with the code, a working 
implementation was finally created. By retrieving the x- and y-coordinates of where the predicted 

landmarks were in the image array, a box could be created and the rest of the rows and columns 

in the image array could be deleted. 
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2.3. Coming up with an Experiment that could Effectively Test the Application for 

Relevant Information 
 
A challenge that was also encountered was coming up with an experiment that could effectively 

test the application for relevant information. The first step in doing so was determining exactly 

what would be considered as “relevant information” [12]. Anything that would improve the 

chances of the application succeeding if it were to be widely released to the general public, such 
as practicality and ease of use, would be very important to gauge. In order to do so, a survey was 

used by gathering participants to view a video demo and asking them to complete a Google Form. 

The questions that the survey would have should ask for relevant information, which would 
allow the participants to share their thoughts regarding the convenience and usefulness of the 

application. However, there is the possibility that the participants have other feedback they 

would like to share that is not covered by the previous questions. Therefore, an optional free- 
response section was added to the survey as well. 

 

3. SOLUTION 
 
 

 
 

Figure 1. Overview of the solution 

 

The application is comprised of three primary screens in Flutter. The first screen is the main 

menu screen, which is what the users of the application see when they first open up the 

application. On this screen, the words “Zoom in Dancing” are displayed as the title, and an image 
of a dancer is located below the title. Below the image is a single button labeled “Start”. The 

second screen is the upload video screen, which can be accessed by tapping the start button on the 

main menu screen. On this screen, the users are provided with two options as to how they will 
input their video into the application. The first option is to select a video file from their library, 

which allows the user to choose a file that is saved in the device’s storage. The second option is to 

access the camera from the application, in which users will have the opportunity to take a video 
of themselves dancing without having to exit the application and do so from the camera app. 

Once a video file has been selected or a video has been taken using the camera, the application 

reaches its third and final screen. This screen is responsible for displaying the resulting video, 

which will be cropped to place more emphasis on the person in the video. Such a feat is 
performed using Python back-end code, specifically with MediaPipe Pose, which is a body pose 

tracking solution that can detect human bodies in video frames. 
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The application was created using Flutter for the front-end code and Python for the back-end 
code. To access the different screens in the application, certain triggers were used [15]. To 

transition from the main menu screen to the upload file screen, the user would have to press the 

start button. The button is programmed so that when it is pressed, Flutter calls Navigator.push() 

which routes the application to a separate screen. In the case of transitioning from the upload 
video screen to the results screen, this same method is used, but it only triggers when the 

application has had a proper video file inputted into it, whether that be through selecting a file 

from the device or recording a video within the application using the device camera. 
 

The functionality related to the cropping of the input video in the application comes from the 

Python back-end code. One of the most significant components of the application is MediaPipe 
Pose. MediaPipe Pose tracks body poses in videos using the landmark model. The landmark 

model inside MediaPipe Pose performs a prediction on thirty-three “landmarks” of the human 

body [6]. These landmarks range from areas on the limbs such as the elbows and knees to more 

specific body parts, including the pinkies and thumbs of each hand. Facial features are even 
included as some of the landmarks, such as the corners of the mouth, inner eyes, outer eyes, nose, 

and ears. Within the Python code, a minimum detecting and tracking confidence level of 0.5 is 

needed to determine the pose in the inputted video. Since MediaPipe Pose’s models were 
designed with real-time detection in mind, the majority of modern-day smart devices possess the 

capabilities to utilize these models. 

 
As for how the MediaPipe Pose is implemented into the application, the landmarks that the 

landmark model finds are processed and stored in a variable. Each of the landmarks is looped 

through. For the x-coordinate of each landmark, it is checked with the current minimum and 

maximum x-values and updated if the x-coordinate is lower than the current minimum or higher 
than the current maximum. The same procedure happens for the y-coordinates of the landmarks. 

This is mainly done to determine where the person is located in the video. With this information, 

the application will know what can safely be cropped out of the video. The minimum and 
maximum x- and y-coordinates that MediaPipe has detected are multiplied by the width and 

height of the screen to take ratios into account. Using built-in functions in MediaPipe, the 

landmarks that the landmark model has recognized are drawn out and indicated directly on the 

output video file. The outputted video file is created by taking each frame of the inputted file and 
saving the frame as an image array. When the time comes for the video to be cropped, the image 

arrays are retrieved from a list and the image arrays have only a portion of their rows and 

columns saved, based on the final screen height and width that MediaPipe has determined. 
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Figure 2. Screenshots from the video cropping application 

 

 
 

Figure 3. Screenshots of the video cropping application code 
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4. EXPERIMENT 
 

4.1. Experiment 1 
 

The experiment to test the effectiveness of the video cropping application is a survey created in 
Google Forms. Fifteen participants were gathered to take the survey, which is a large enough 

sample size to mitigate the effects of any variability. First, each participant was asked to watch a 

video demo of the application and how it would affect an inputted video. Because every 
participant was given the same video demo, there are fewer confounding variables in the 

experiment. Then, the participants would be given the link to a Google Forms survey. The first 

question asks how practical and useful the application seemed on a scale from one to ten. 

 

 
Figure 4. Table of participant number and usefulness rating of applicant 

 

 

 
Figure 5. Graph of usefulness rating of the video cropping application 

 

The responses from the first question were generally positive. All of the usefulness ratings from 
the participants were 6 or higher, and the average of the ratings was a comfortable 7.73. This 

could indicate that if the application were to be widely released, the general public may perceive 

the application as a tool that could reliably crop videos in a meaningful way that enhances the 

viewing experience of those who watch the refined videos. With the video demo that was . In the 
feedback that was provided by the participants, many said that this would be a helpful tool. Even 

those who claimed they were proficient and had experience in video editing admitted that this 

application could save a lot of time and effort in certain situations. However, one participant 
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expressed concern about how the application may not always be accurate when it comes to 
cropping the video in the right areas, and manually cropping the videos may be a more consistent 

choice. 

 

4.2. Experiment 2 
 

The second question from the Google Forms survey asked whether the application would be 
convenient and easy to use. Just like the previous question, this question would use a scale from 

one to ten for the participants to choose from. For both questions, a score of one indicates that 

the application completely lacked that specific quality, while a score of ten indicates that specific 

quality was done extremely well. Because an optional free-response section would be placed at 
the end of the survey, participants will have more freedom in expressing their thoughts and 

opinions, as the first two questions are quite limited in gathering the participants’ full thoughts. 

 

 

Figure 6. Table of participant number and convenience rating of applicant 

 
 

 
Figure 7. Graph of convenience rating of the video cropping applicant 

 
From the results of the second question, participants were generally pleased with how intuitive 

the application was to use. The convenience ratings were similar to the usefulness ratings of the 

application, since all the ratings were 6 and above and the average was at a fairly high 7.67. 
However, the convenience of the application may have been reduced by the addition of too many 

features. The feature that emphasized the points where the application recognized the human 

body appeared to be particularly polarizing among the participants. While some stated in their 

feedback that they simply thought of such a feature as a nifty little bonus, others thought that it 
provided too much unnecessary information that the average user of the application simply had 
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no use for, as it only seemed to get in the way and people would normally already be able to tell 
where a person is in the video when watching it. 

 

According to the results of the first experiment, the application can be a great help to many 

people around the world. The participants are regarded as a small sample of the general public, 
which means that the general public can make use of the application, particularly those that make 

dance videos or other similar videos that require cropping. A fairly high score on the usefulness 

of the application was to be expected, as the primary purpose of creating the application in the 
first place was to improve the quality of life for people who have recorded videos that could be 

improved through an automatic cropping system. 

 
The results of the second experiment indicate that application will be able to be used by many 

without any steep learning curves and without much effort. This is significant for the success of 

the application, as users will likely not spend the time to learn how to use a complicated 

application and would prefer to use an application that requires minimal interaction and effort to 
reach a final product. This was also an expected result, as the general public was kept in mind 

during the development of the application. 

 

5. RELATED WORK 
 

One related work highlights how video editing can be a difficult process, and a new video editor 

named Silver was developed to address that. Research indicates that the use of metadata can help 

video editor tools become more helpful to the users, such as resolving inconsistencies in audio 
and video boundaries [1]. The related work is similar to this work in that tools were created in 

the hopes of making a complicated-seeming process like video editing become less daunting and 

more convenient to use. However, while the related work places more focus on video editing as a 
whole and dual channels of video and audio, this work focuses more on the idea of video 

cropping using a body detection model. 

 
Another related work presents a way to convert video files to different aspect ratios. This would 

be particularly useful for devices that have screens with uncommon aspect ratios. A trained 

scoring algorithm is used to figure out what the screen should focus on most when cropping a 

video [2]. This related work is very similar to this work in that smart video cropping is 
performed using the help of advanced back-end code. The related work provides a large 

emphasis on varying aspect ratios fitting cleanly on a screen. On the other hand, this work 

presents an application that chooses to crop in order to focus on a person in the video. 
 

A third related work also focuses on different aspect ratios and how to prevent the issue of 

awkward video crops. The solution that is presented is a video retargeting method that makes use 
of critical regions to determine areas of the video that should not be cropped out [3]. This related 

work also shares a similarity with this work in that a video cropping method is used to include 

important portions of the video. The related work focuses on critical regions to figure out what 

should stay inside the final video, while this work utilizes a person detection model involving 
landmarks. 

 

6. CONCLUSIONS 
 
To tackle the issue of people not being able to easily crop videos, an application was created that 

can automatically detect the person inside a video and crop out the rest of the video so that the 

person is the primary focus of the video. This application was mainly intended for dancing 

videos, but it can also be applied to other types of videos as well. The application was built using 
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Flutter and Python, and the application made use of a person detection model from MediaPipe 
Pose that tracks the “landmarks”, or body parts, of a person in video frames [13]. Using the 

coordinates of the landmarks, the application deletes the unneeded rows and columns of the 

image arrays to create the final video product. 

 
The experiment that was performed on the application was a survey. Fifteen participants watched 

a video demonstration of someone using the application and showing off the features in the 

application. Then, the participants were asked to fill out the survey, which had two main 
questions. The first question asked how useful the application seems in daily life, and the second 

question asked how convenient using the application would be. According to the results, the 

participants seem to generally agree that the application would be useful and convenient based 
on the video demo, which can indicate that the application would likely be used by people long- 

term. This could also solve the issue of cropping videos in the future, and an application like this 

may potentially lead the way for more applications implementing a tool or feature similar to this 

in the future. 
 

A major limitation in this program is that it has difficulty in processing videos containing more 

than one person. Running any video with multiple people can result in a lot of errors because the 
software is only built to acknowledge one body at a time. If multiple are present, the video 

product tends to jump from one person to another randomly. Another aspect that could be 

improved is video quality and processing speed. Additionally to improving the two, options for 
each could be implemented so the user could select the size of the file they wish to export. 

 

With more development, the application could have more features to be implemented to appeal 

to the dance audience specifically such as special editing features, filters, effects and sharing 
features. For example, the user could choose to crop their video to an ideal size for TikTok, 

Instagram reels, Youtube, and other platforms [14]. 
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ABSTRACT 
 
Traffic sign recognition (TSR) is a challenging task for unmanned systems, especially because 

the traffic signs are small in the road view image. In order to ensure the real-time and 
robustness of traffic sign detection in automated driving systems, we present a single level 

detection model for TSR which consists of three core components. The first is we use channel 

shuffle residual network structure to ensure the real-time performance of the system, which 

mainly uses low-level features to enhance the representation of small target feature information. 

Secondly, we use dilated convolution residual block to enhance the receptive field to detect 

multi-scale targets. Thirdly, we propose a dynamic and adaptive matching method for the 

anchor frame selection problem of small traffic signs. The experimental surface on Tsinghua-

Tencent 100k Dataset and Chinese Traffic Sign Dataset benchmark has better accuracy and 

robustness compared with existing detection networks. With an image size of 800 × 800, the 

proposed model achieves 92.9 running at 120 FPS on 2080Ti. 

 

KEYWORDS 
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1. INTRODUCTION 
 
Traffic sign recognition (TSR) is a critical component of Automated Driving Systems (ADS) [1] 

and High-Definition Maps (HD Map) [2], which can provide TSR aims to help make drivers 

more aware and able to make better safer driving decisions. Therefore, TSR must fulfill the 

requirements of high precision and real time. However, TSR still faces big challenges, on the one 
hand, the complex road conditions and natural environments that appear in the images [3], and on 

the other hand, most traffic signs in the Tsinghua-Tencent 100k dataset (TT100K) [4] are smaller 

than 32 × 32 pixels, which means that most traffic signs account for less than 0.3% of the image 
and detecting small objects is more challenging than large ones. 

 

As a kind of object detection problem, TSR usually shares the same detection algorithms based 
on convolutional neural networks. On one hand, two-stage approaches such as Fast RCNN [5], 

Faster RCNN [6], Mask RCNN [7] and Cascade RCNN [8] use region proposals to detect 

objects. Although these neural networks are superior in terms of accuracy, the low per-frame 

detection speed limits their application in real-time TSR. On the other hand, one-stage detectors 
such as SSD [9], YOLO series [10]-[11] [12] [13], YOLOX [14], etc. possess good speedups. 

Classic detectors still play a great role in TSR. Faster R-CNN [15] and SSD [16] are adapted to 

reduce the computational complexity for TSR. Yuan [17] et al. extracted regions of interest by 
adding attention module to CNN to refine the feature extraction of traffic signs in complex 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121808
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backgrounds. Zhang [18] et al. introduced image enhancement and spatial pyramid pooling (SPP) 
modules based on YOLOv3 to effectively fuse low-level and high-level features. These efforts 

have had some effect, but it is still not enough to satisfy the demands of TSR. This has inspired a 

series of works targeting lightweight architecture design and better speed-accuracy trade-offs, 

including MobileNet [19], MobileNetV2 [20], ShuffleNet [21], ShuffleNet V2 [22], and so on. 
Although efficient, they are still not sufficient for low-dimensional feature extraction. In order to 

achieve real-time, high accuracy, and we present a single level detection model for TSR which 

can extract the low-dimensional feature more quickly and efficiently, as shown in Figure 1. 
 

 
 

Figure 1. The network structure of TSD. 

 
The main contributions of this paper are as follows: 

 

1) We propose an effective TSR detection model, which uses channel shuffle residual 
structure for low-level feature extraction, which can effectively reduce the 

computational overhead of the model. 

 

2) We introduce dilated convolution to increase the receptive field [23] and enhance the 
feature representation using an attention mechanism to improve the robustness of the 

model. 

 
3) We design an adaptive matching training samples algorithm to solve the problem of 

unbalanced distribution of small-scale traffic sign training samples, which can 

dynamically assign positive anchors according to the targets of different scales to 

improve the detection effect and robustness of traffic signs. 
 

4) We evaluate our model on the Tsinghua-Tencent 100k dataset (TT100K) [4] and the 

Chinese traffic sign dataset (CTSD) [24], and the results show that our model achieves 
outstanding performance in terms of faster speed and higher accuracy compared with 

state-of-the-art work. 

 

2. PREPARATION 
 
As a typical small object detection problem, the ability to detect small targets is critical for a TSR 

model [25]. CNNs use multi-level convolution and pooling operations to obtain deeper semantic 

features, These operations result in small objects existing only at shallow layers, but shallow 
features are not powerful enough in complex traffic scenes due to the lack of deep semantic 
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information. Therefore, the researchers have devoted their efforts to improving the small object 
feature representation capacity, including designing multiscale feature fusion backbones, adding 

feature pyramids to neural networks [26], and exploiting attention mechanisms [27]. 

 

 
 

Figure 2. Three structures of FPN in the RetinaNet network. C3~C5 are the input feature layers with 

downsampling multiplier 8, 16, 32, respectively, and F3~F7 are the output layers after FPN, respectively. 

The gray lines denote unused channels.  

 

Among all, FPN [26] is a popular module as it can rise the detection accuracy by fusing multi-

scale features, in which small scale features contributes the most to TSR. Therefore, before we go 
to the elaboration of our detector, we first evaluate to what extent of the contribution of FPN in 

TSR, which we hope can inspire our design of TSR detector. Unfortunately, we found that the 

depth pyramid level plays a secondary role in TSR. Figure 2 shows the three structures of FPN 

we’ve evaluated, and Table. 1 shows the results of FPNs on RetinaNet [28] network and 

TT100K dataset. 

 
Table 1.  The result under TT100K dataset with 800×800 input. 

 

model mAP 𝐀𝐏𝟓𝟎 𝐀𝐏𝐬 𝐀𝐏𝐦 𝐀𝐏𝐥 

MiMo 0.559 0.841 0.266 0.690 0.778 
MiSo 0.554 0.841 0.283 0.698 0.720 

SiSo 0.556 0.847 0.285 0.698 0.750 

 

From Table. 1, we found that MiMo, MiSo, and SiSo achieve comparable performance in TSR, 

and even SiSo structure is the best for small targets. We speculate that the small target 
information on C3 feature layer is detailed enough without using the complex information on C4 

and C5 layers. Table. 1 demonstrates that FPN is of limited help in TSR. This is also claimed by 

YOLOF [29]. Motivated by this observation, we design a detector based on the SiSo structure 
and remove the deep layer to reduce the inference time. Also we redesign the network structure to 

extract traffic sign features efficiently, and design an adaptive allocation strategy in order to 

balance the problem of under-allocation of positive samples for small traffic sign training. 

 

3. METHODOLOGY 
 

This section proposes a real-time yet efficient single-stage detection framework based on SiSo 

structure for TSR, denoted as TSD hereafter. Its schematic diagram is shown in Figure 1. The 
backbone is used for feature extraction, the neck further processes the features and distributes 

them to the head, and the head performs the classification and regression tasks and generates the 

final prediction result. In this section, we will elaborate the three components of TSD 

respectively. 
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3.1. Backbone 
 

The residual structure [30] can effectively solve the problem of gradient disappearance and 

gradient explosion caused by too deep network structure. However, a larger network structure 
also brings a boosting number of parameters and computational overhead. In order to better 

achieve the accuracy and real-time performance of TSR, we designed a new residual structure as 

shown in Figure 3. We replaced the conventional residual structure with CS residual structure, 
and the parameters were reduced by 36.7% with comparable performance. 

 

 
 

Figure3.  Residual structures. (a),(b) are traditional residual structures, c and d are CS residual structures 

we designed. where 64-d denotes the input dimension, Channel shuffle randomly disrupts the channel, 

which allows information exchange between channels of the same group. 

 

The network parameters of the entire backbone are shown in Table 2. The Focus module can 

obtain a two-fold downsampling feature map without information loss, and the CBR module 

consists of Convolutional, Batchnorm [31], and ReLU activation functions [32]. 
 

Table 2.  Structure of Backbone. 

 

layer-name Parametric Output-size 

Input - 800×800×3 

Focus [ Slice
CBR 1 × 1

] 400×400×32 

CBR [
conv 3 × 3，s = 1

Batchnorm
ReLU

] 400×400×32 

CS Residual, s=2 [
half1: CBR 3 × 3, s = 2

half2: CBR 1 × 1，s = 2
half1: CBR 3 × 3

] 200×200×64 

CS Residual [half1: CBR 3 × 3
half1: CBR 3 × 3

] 200×200×64 

CS Residual, s=2 [
half1: CBR 3 × 3, s = 2

half2: CBR 1 × 1，s = 2
half1: CBR 3 × 3

] 100×100×128 

CS Residual [half1: CBR 3 × 3
half1: CBR 3 × 3

] 100×100×128 
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3.2. Neck 
 

The input of the neck is the output of backbone, which we first simply process using a 1 × 1 

convolution and a 3 × 3 convolution to obtain a 128-channel feature layer. Then, in order to make 
the output features of neck cover all the targets on various scales, we use the dilated convolution 

[33] to form the residual block, whose rate is 2, 3, 5 in order, and the channel of the dilated 

convolution is set to half of the input channel, and we add SElayer [34] to enhance the feature 
expression after the convolution, and the overall structure of the neck is shown in Figure 4. 

 

 
 
Figure 4.  The neck structure. 1×1 and 3×3 represent the size of the convolution kernel, and three 

consecutive dilated convolution residual blocks can increase the receptive field range, and in the residual 

blocks we add an attention mechanism to enhance the feature representation, and all convolutional layers 

are followed by a Batchnorm layer and a ReLU layer. 

 

3.3. Head 
 

For the head, we use two parallel task-specific head compositions: a classification head and a 
detection head. We follow the design of the FFN in DETR [35], so that the two heads have 

different number of convolution layers. The classification head has a 1 × 1 convolution and a 3 × 

3 convolution, and the regression head has a 1 × 1 convolution and three 3 × 3 convolutions, 
followed by batch normalization layer and ReLU layer. Also, we follow the design in Auto assign 

[36] by adding an implicit objectness prediction (without direct supervision) for each anchor on 

the regression head. The final classification scores for all predictions are generated by 
multiplying the classification output with the corresponding implied objectivity. 

 

The loss function consists of categorical loss and regression loss, where we use Focal Loss as the 

category loss function and GIoU Loss as the location loss function. The total loss is shown in 
Equation 1. 

 

Loss = γ1
1

Npos
∑ Lcls

i + γ2i
1

Npos
∑ Lreg

j
j   (1) 

 

Where Npos denotes the number of positive samples, i denotes all positive and negative samples, 

j denotes all positive samples, and γ1 and γ2 are the values of the weights learned by the network. 
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3.4. Label Assignment 
 

The definition of a positive sample is crucial for the optimization of the target detection problem, 

and in the anchor-based approach, the definition of a positive sample is based on the IoU between 
the anchor and the GT frame. For example, in RetinaNet [37], an anchor is a positive sample if 

the maximum IoU between it and the GT frame is greater than a given threshold value of 0.5. 

This strategy is called Max-IoU matching. When facing small-scale targets and large scale gaps 
between targets, this methods have certain drawbacks, the large target will match more positive 

anchors than the small target, which will lead to an unbalanced distribution of positive and 

negative anchors. Small targets may match few or no positive anchors, which makes the detector 

pay more attention to the large ground-truth boxes and ignore the small ground-truth boxes 
during training, resulting in poor detection. Thus we propose an adaptive matching strategy.  

 

Based on the pre-generated anchors, we additionally use the predicted bbox as supplementary 
information and propose an adaptive matching strategy: calculate the IoU value of the predefined 

anchor and GT, select the IOU value greater than 0.15 At the same time, we use the predicted 

bbox with the IoU value of GT greater than 0.15 as a supplementary candidate positive sample. 
Then we calculate the mean and standard deviation based on the total candidate positive samples 

to obtain a threshold, and then use the threshold to filter the final set of positive samples. The 

specific algorithm is as follows: 

 

Algorithm 1 Adaptive matching training samples 

Input: 

G is a set of ground-truth boxes on the image 

A is a set of all anchor boxes 

P is a set of all Prediction boxes 

Y is the initial IoU threshold with a default value of 0.15 

Output: 

O is a set of positive samples 

N is a set of negative samples 

I is a set of ignore samples 

Detail: 

1: for each ground-truth g ∈ G do 
2:  build an empty set for candidate positive samples of the 

ground-truth g: Cg; 

3:  for each ai ∈ A do 

4:   compute IoU between g and ai :Ag = IoU(ai, g); 

5:   if Ag = IoU(ai, g)>Y then 

6:    Cg=Cg ∪ ai; 

7:   end if 

8:  end for 

9:  for each pi ∈ P do 

10:   compute IoU betweengandpi :Pg = IoU(pi, g); 

11:   if Pg = IoU(pi, g)>Ythen 

12:    Cg=Cg ∪ pi; 

13:   end if 

14:  end for 

15:  compute IoU between Cg and g:Dg = IoU(Cg, g); 

16:  compute mean ofDg : mg = Mean(Dg); 

17:  compute standard deviation of Dg: vg = Std(Dg); 
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18:  coumpute IoU threshold for ground-truth g: tg = mg + vg; 

19:  for each candidate c ∈ Cg do 

20:   ifIoU(c, g) ≥ tg then 

21:    P2 = P2 ∪ c; 
22:   elifY ≤ IoU(c, g) ≤ tgthen 

23:    I = I ∪ c; 

24:   end if 

25:  end for 
26: end for 

26: N = A − P2 − I; 
27: return P2, N, I; 

 

4. EXPERIMENTS AND RESULTS 
 
We evaluated our TSD on TT100k and CTSD, using the COCO benchmark [38]. Most of the 

category in the TT100K are less than 100, and to make full use of the annotation information, we 

divided both datasets into three categories (danger, prohibitory, mandatory). We divide all traffic 
signs into small, medium, and large groups, which can compare the performance of traffic signs 

at different scales in more detail. We compare with some currently popular lightweight detection 

frameworks, such as YOLOv4-Tiny [39]. A description of the datasets and specific experimental 
details are given below. 

 

4.1. Datasets 
 

CTSD has 700 annotated images in the training set and 400 in the test set, and the traffic signs are 

classified into three categories (danger, prohibitory, mandatory). The training set of TT100K 
includes 6105 labeled images and the test set has 3071 images, with a total of 232 categories. 

Considering many of them have very few, and in order to make full use of their labeling 

information, we process them into the same three categories as CTSD, As shown in Figure 5. For 

TT100K, we divided the traffic signs into three categories: small, medium, and large according to 
their bounding box sizes, with those smaller than 32 × 32 being small targets, those with sizes 

ranging from 32 × 32 to 96×96 being medium targets, and those larger than 96×96 being large 

targets. The original annotation of the training set of TT100K consists of 51.43% small targets, 
41.45% medium targets, and 7.12% of large targets, as shown in Figure 6. When we resize it to 

an image size of 800 × 800 for training, the percentages of small, medium, and large targets are 

89.28%: 10.69%: 0.04%, respectively. Table 3 contains the image size and annotation size for 

both datasets. 
 

Table 3.  Details of TT100K and CTSD. 

 

Dataset train images test images image size(px) sign size(px) 

TT100K 6105 3071 2048×2048 8×9~285×343 

CTSD 700 400 
768×1024 

~720×1280 

20×20 ~ 

380×378 
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(danger) (prohibitory)         (mandatory) 

 
Figure 5.  Traffic sign categories in TT100K. 

 

4.2. Experiment Environment 
 

All experiments in this paper are conducted on Ubuntu 20.04LTs system with GeForce RTX 
2080Ti, based on MMdetection [40] framework, except for SSDLite where the input image size 

is 320×320. The rest of the image preprocessing is exactly the same, each image is resized to 

800×800, RandomFlip, RandomShift, Normalize. RandomFlip, RandomShift, Normalize. 
Batchsize is set to 8, and we adopt the learning rate setting in DETR [28], the initial learning rate 

is set to 0.02, and a smaller learning rate is set in the backbone network, i.e., 1/3 of the initial 

learning rate to stabilize the training at the beginning. We set the warmup times as 1500 times. 
For model inference, we post-processed the results using an NMS with a threshold of 0.5. 

 

 
 
Figure 6. Sample distribution in the used dataset. The left figure shows the two-dimensional distribution of 

large, medium and small targets in the original annotation of TT100K training set, and the right one shows 

the percentage of large, medium and small targets in the training set. 
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4.3. Comparison With Previous Work 
 

We used AP (Average Precision) (APs, APm, APl), AP50, and AP75which were introduced by MS 

COCO [38] benchmark to evaluate the accuracy and the number of images processed per second 
(FPS) to evaluate the inference speed. Since the image size in CTSD is not uniform, FPS metric 

is not evaluated. The results are shown in Table 4 and Table 5. The readers can also refer to 

Figure 7 for a more intuitive comparison result. 
 

 
 

Figure 7. Compare our method with the previous method on TT100K and CTSD. 

 
We can see that our detector can achieve the best results in most cases. Both YOLOv3-

MobileNetV2 and YOLOv4-Tiny used the Kmeans method [41] to obtain the anchor sizes, and 

the anchor settings for TT100K and CTSD were [[(73, 73), (110, 111), (157, 154)], [(31, 31), (42, 

41), (56, 55)], [(16, 16), (20, 20), (25, 25)]] and [[(23, 25), (30, 32), (43, 45)], [(12, 14), (15, 16), 
(19, 20)], [(6, 7), (8, 9), (10, 11)]]. 

 
Table 4.  Comparison of our method with other methods on TT100K. 

 

method mAP 𝐀𝐏𝟓𝟎 𝐀𝐏𝐬 𝐀𝐏𝐦 𝐀𝐏𝐥 FPS 

SSDLite 0.460 0.802 0.264 0.582 0.635 95 

YOLOv3-

MobileNetV2 
0.545 0.927 0.455 0.597 0.602 88 

YOLOv4-Tiny 0.437 0.855 0.264 0.530 0.612 114 

TSD (Ours) 0.643 0.929 0.498 0.717 0.746 120 

 
In terms of accuracy, our method achieves the highest AP metric of 92.9% on TT100K, which is 

7.4% higher than YOLOv4-Tiny, which indicates that our method has good results for small 
object detection. In the CTSD, YOLOv4-Tiny is comparable to our method. Please note, TSD is 

able to reach 94.3% if inputting 1024×1024 images for inference. 
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Table 5.  Comparison of our method with other methods on CTSD. 

 

method mAP 𝐀𝐏𝟓𝟎 𝐀𝐏𝐬 𝐀𝐏𝐦 𝐀𝐏𝐥 

SSDLite 0.538 0.853 0.268 0.576 0.563 

YOLOv3-

MobileNetV2 
0.644 0.922 0.411 0.687 0.532 

YOLOv4-Tiny 0.722 0.936 0.430 0.767 0.765 

TSD (Ours) 0.736 0.940 0.556 0.771 0.731 

 

 
(𝑎1)          (𝑎2) 

 

 
(𝑏1)                                  (𝑏2) 

 
Figure 8.  Partial visualization results, a1 and a2 are the visualization results of Yolov4-Tiny, b1 and b2 are 

our results. 
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In terms of inference speed, we test on TT100k with input image size of 800×800 for inference, 
our method has FPS of 120, which is slightly faster than YOLOv4-Tiny and fully satisfies the 

real-time requirement. 

 

To show the results of our experiments more visually, Figure 8 shows the visualization of some 
tested samples on YOLOv4-Tiny and TSD. 

 

4.4. Ablation Experiment 
 

We investigated the effectiveness of the backbone and neck components of TSD, and all 

experiments were performed on TT100K. 
 

In Table 6, we replace the CS Residual structure of the backbone part with the conventional 

residual structure, and we can see that CS Residual structure achieves comparable performance 
with the conventional residual structure, but CS Residual structure parameters were reduced by 

70% and FLOPs by 61.8% when the output channel of the backbone is 128. 

 
Table 6.  backbone uses different residual structures for comparison. 

 

Backbone 𝐀𝐏𝟓𝟎 Params(M) FLOPs (GFLOPs) 

Residual 0.929 0.667 12.101 

CS Residual(ours) 0.929 0.2 (70% ↓) 4.621 (61.8%↓) 
 

We tested different choices of dilation for the expansion convolution in the neck part, and the 

results are shown in Table 7. We can see that the difference in model results is not significant for 

different choices of dilation, and we guess the reason is that the target scale of TT100K is small, 
and the small receptive field is enough to cover most of the targets in the image. We learned that 

the grid effect occurs when the dilation of the dilated convolution is greater than 1 [33]. To 

ensure the robustness of the model, we set the dilation to 2, 3, 5. 
 

Table 7.  Different dilations，RF means receptive field. 

 

Dilation 𝐀𝐏𝟓𝟎 𝐀𝐏𝐬 𝐀𝐏𝐦 𝐀𝐏𝐥 RF 

1,2,3 0.926 0.490 0.713 0.748 13x13 

2,2,2 0.925 0.492 0.711 0.751 13x13 

1,2,5 0.924 0.486 0.712 0.761 17x17 

2,3,5 0.929 0.498 0.717 0.746 21x21 

2,4,6 0.921 0.479 0.710 0.754 25x25 

 

5. CONCLUSIONS 
 

In this work, we aim to improve the speed and accuracy of small traffic sign detection, and we 
find that FPN have limited improvement in detection capability for small targets. We propose an 

effective framework TSD for small TSR, detailing various optimization strategies, including for 

proposing CS Residual structure, Dilated convolution blocks and adaptive matching training 
sample methods. Experiments show that our method outperforms some lightweight detection 

algorithms on TT100K and CTSD. 
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Our model has some limitations when facing the detection of very large targets, because we focus 
more on the feature information within a certain range.If you need to, we suggest that you can 

further increase the range of receptive field or create another branch to detect large objects. 

 

For future work, we will try to optimize the detection algorithm using the anchor-free approach, 
which can eliminate our customization work for anchor and enhance the robustness of the model. 
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ABSTRACT 
 

Deep learning has been increasingly used in various applications such as image and video 

recognition, recommender systems, image classification, image segmentation, medical image 
analysis, natural language processing, brain–computer interfaces, and financial time series. In 

deep learning, a convolutional neural network (CNN) is regularized versions of multilayer 

perceptrons. Multilayer perceptrons usually mean fully connected networks, that is, each 

neuron in one layer is connected to all neurons in the next layer. The full connectivity of these 

networks makes them prone to overfitting data. Typical ways of regularization, or preventing 

overfitting, include penalizing parameters during training or trimming connectivity. CNNs use 

relatively little pre-processing compared to other image classification algorithms. Given the 

rise in popularity and use of deep neural network learning, the problem of tuning hyper-

parameters is increasingly prominent tasks in constructing efficient deep neural networks. In 

this paper, the tuning of deep neural network learning (DNN) hyper-parameters is explored 

using an evolutionary based approach popularized for use in estimating solutions to problems 

where the problem space is too large to get an exact solution.  

 

KEYWORDS 
 

Deep Learning, Convolutional Neural Network, Deep Neural Network Learning, Hyper-

Parameters.    

 

1. DEEP LEARNING 
 
In deep learning, a convolutional neural network (CNN) is a class of artificial neural network 
(ANN), most commonly applied to image and video recognition, recommender systems, image 
classification, image segmentation, medical image analysis, natural language processing, brain–
computer interfaces, and financial time series [1-10]. CNNs are regularized versions of multilayer 
perceptrons. Multilayer perceptrons usually mean fully connected networks, that is, each neuron 
in one layer is connected to all neurons in the next layer. The "full connectivity" of these 

networks makes them prone to overfitting data. Typical ways of regularization, or preventing 
overfitting, include penalizing parameters during training (such as weight decay) or trimming 
connectivity (skipped connections, dropout, etc.) CNNs take a different approach towards 
regularization: they take advantage of the hierarchical pattern in data and assemble patterns of 
increasing complexity using smaller and simpler patterns embossed in their filters. Therefore, on 
a scale of connectivity and complexity, CNNs are on the lower extreme [11, 12]. 
 
Convolutional networks were inspired by biological processes with relatively little pre-processing 

compared to other image classification algorithms [13]. This means that the network learns to 
optimize the filters (or kernels) through automated learning, whereas in traditional algorithms 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121809
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these filters are hand-engineered. This independence from prior knowledge and human 
intervention in feature extraction is a major advantage. A CNN consists of an input layer, hidden 
layers and an output layer. In any feed-forward neural network, any middle layers are called 
hidden because their inputs and outputs are masked by the activation function and final 

convolution. In a CNN, the input is a tensor with a shape: (number of inputs) × (input height) × 
(input width) × (input channels). After passing through a convolutional layer, the image becomes 
abstracted to a feature map, also called an activation map, with shape: (number of inputs) × 
(feature map height) × (feature map width) × (feature map channels). Convolutional layers 
convolve the input and pass its result to the next layer. This is similar to the response of a neuron 
in the visual cortex to a specific stimulus [14]. Each convolutional neuron processes data only for 
its receptive field. Convolutional networks may include local and/or global pooling layers along 
with traditional convolutional layers. Pooling layers reduce the dimensions of data by combining 

the outputs of neuron clusters at one layer into a single neuron in the next layer. Local pooling 
combines small clusters, tiling sizes such as 2 × 2 are commonly used. Global pooling acts on all 
the neurons of the feature map [15]. Each neuron in a neural network computes an output value 
by applying a specific function to the input values received from the receptive field in the 
previous layer. The function that is applied to the input values is determined by a vector of 
weights and a bias (typically real numbers). Learning consists of iteratively adjusting these biases 
and weights. 

 

2. HYPER PARAMETERS 
 

Constructing an efficient DNN for given applications is not a trivial task. It involves significant 
domain knowledge and efforts in exploring the properties of the data. For example, how sparse 
the data is, how many training or test samples are available, the definition of the data and it’s 
types, and the data representation power [16]. The goal of DNN is to be able to represent the 
available data as precisely as possible while avoiding the problem of over-fitting, thus 
constructing an efficient DNN should fit the data but not over-fit the data, which means that time 
must be spent determining when the data is being over-fit and when it is not. Fortunately, DNNs 

have several parameters that define their overall structure. These parameters are referred to as 
hyper-parameters in that they are used to define the structure of the DNN rather than are 
parameters to be used by the DNN [17]. 
 
There are many parameters to define DNNs, for example, the number of layers in the DNN, the 
number of nodes within a given layer, the algorithms used between layers, the overall algorithm 
used for the network, the optimization techniques [18] involved, the activation functions, the 
number of epochs, the size of batches, the number of folds, etc. Since there are variety of hyper-

parameters, a critical question is what hyperparameters to be used for given problems. Exploring 
possible configurations of hyper-parameters will significantly impact the results. To complicate 
matters even further those parameters are often only reasonably transferable to another problem if 
the problems themselves can be mapped into the same problem space. Even if we may reasonably 
transfer some parameters to similar problems, there are often unique qualities within the datasets 
that differentiate them to a degree where one DNN configuration is not necessarily the most 
efficient for the next DNN configuration. The hyper-parameter tuning has been often based on 

intuition rather than scientific rationale because one experience with a set of parameters does not 
necessarily directly translate into another researcher’s experience. This paper will explore the 
scientific evolutionary principles using genetic algorithms for hyper-parameter tuning.   
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3. GENETIC ALGORITHMS 
 
Genetic algorithm (GA) is a metaheuristic inspired by the process of natural selection that 
belongs to the larger class of evolutionary algorithms. Genetic algorithms are commonly used to 
generate high-quality solutions to optimization and search problems by relying on biologically 
inspired operators such as mutation, crossover and selection [19, 20]. In a genetic algorithm, a 
population of candidate solutions (called phenotypes) to an optimization problem is evolved 

toward better solutions. Each candidate solution has a set of properties (its genotype) which can 
be mutated and altered; traditionally, solutions are represented in binary as strings of 0s and 1s, 
but other encodings are also possible [20, 21]. The evolution usually starts from a population of 
randomly generated individuals, and is an iterative process, with the population in each iteration 
called a generation. In each generation, the fitness of every individual in the population is 
evaluated; the fitness is usually the value of the objective function in the optimization problem 
being solved. The more fit individuals are stochastically selected from the current population, and 
each individual's genome is recombined or possibly randomly mutated to form a new generation. 

The new generation of candidate solutions is then used in the next iteration of the algorithm. 
Commonly, the algorithm terminates when either a maximum number of generations has been 
produced, or a satisfactory fitness level has been reached for the population. A typical genetic 
algorithm involves a genetic representation of the solution domain, a fitness function to evaluate 
the solution domain. Once the genetic representation and the fitness function are defined, a GA 
proceeds to initialize a population of solutions and then to improve it through repetitive 
application of the mutation, crossover, inversion and selection operators. 

 
The initial population in GA is generated randomly, allowing the entire range of possible 
solutions (the search space). During each successive generation, a portion of the existing 
population is selected to breed a new generation. Individual solutions are selected through a 
fitness-based process, where fitter solutions (as measured by a fitness function) are typically 
more likely to be selected. The fitness function is defined over the genetic representation and 
measures the quality of the represented solution. Genetic operators include Crossover (genetic 

algorithm) and Mutation (genetic algorithm). Although crossover and mutation are known as the 
main genetic operators, it is possible to use other operators such as regrouping, colonization-
extinction, or migration in genetic algorithms [22, 23, 24, 25, 26]. This generational process is 
repeated until a termination condition has been reached. Common terminating conditions include 
a solution is found that satisfies minimum criteria, fixed number of generations reached, allocated 
budget (computation time/money) reached, the highest-ranking solution's fitness is reaching or 
has reached a plateau such that successive iterations no longer produce better results.  
 

The best individual is kept and by the end of the GA run the best individual is the one with the 
optimal result. In this case optimal refers to the fitness function of the individual, which is the 
function that defines how good an individual is. Extrapolating this towards DNN we can then say 
that if we can express an individual as the set of hyper-parameters of a DNN then the optimal 
DNN configuration is the one which evaluates to the best outcome. The best outcome for a DNN 
is the one that achieves the best accuracy and the best learning rate. By treating the parameters 
that define a DNN as an optimization problem we map this problem to a Genetic Algorithm to 

find the best possible result within a given time.  
 

4. RESEARCH PROBLEM 
 

During the confirmation of DNNs, we need to determine which parameters to use. In this context, 
I capture a small subset of the parameters in a DNN and attempt to optimize them. It is possible 
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to model a DNN with much greater complexity but in order to verify the results it will take much 
longer than the computational resources available to complete. 
 
The research problem is defined as follows: using a DNN and given datasets, can a GA be used to 

generate better results in a reasonable time period? Here a reasonable period refers to under one 
hour of time and the parameters explored are the batch sizes, number of layers, nodes within 
layers, and activations used within layers. 

 

5. ALGORITHMIC SOLUTION 
 
Since the number of possible combinations of these parameters is extremely large, a upper bound 
has been placed on these values in order to comply with the requirement that a result can be 
found within a reasonable time period. The activations used are those available within the Python   

Scikit-Learn framework. Although some activations are probably unnecessary there was no filtering 
done to prevent this. Instead, the GA identifies these as being poor performers and filter them out 
of the results. The batch sizes could potentially rise to half of the entire dataset but these instead 
were reduced to a more reasonable range. The reasonable range was determined experimentally 
ahead of time by noting that extremely large values would often result in extremely poor accuracy 
while at the same time extremely smaller batch sizes would runs slowly and result in poor 
accuracy. 
 

Algorithm A shows the procedure to build and run a GA. Algorithm B shows the procedure of 
creating and running a model.  
 
Algorithm A  

Population Initialization  

 while generations < 25 do 

  for all individuals in population  
                do Calculate  fitness 
 end for 

  select N best fitness individuals to create popula tion 
 for all individuals in best do 

 if random < Mutation Probability then 

 mutate individual 
 end if 

 end for 

 for all individual A, individual B in best do 

 if random < Crossover Probability then 

 crossover individual A, individual B 
 end if 

 end for 

 generations++ 
 end while 

 output best individual 
 

Algorithm B 

CREATEMODEL (individual) 
 model = Sequential 
 add input layer to model 

 for all layers in individual do 

 if random < Layer Probability then 
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 add random layer to model 
 end if 

 end for 

 add output layer to model 

 return model 
 
RUNMODEL (individual) 

 train, test data.split() 
 compile model from train, test 

 model CreateModel(individual) 
 run model 

 return model accuracy 

 
 

6. EXPERIMENTS 
 
The DNN and GA are implemented using Python Scikit-Learn framework on Windows. I used 
the Distributed Evolutionary Algorithms in Python (DEAP) which is an evolutionary 
computation framework for rapid prototyping and testing of ideas [27]. It incorporates the data 
structures and tools required to implement most common evolutionary computation techniques 
such as genetic algorithm, genetic programming, evolution strategies, particle swarm 

optimization, differential evolution, traffic flow [27, 28, 29, 30] and estimation of distribution 
algorithm. The benchmarks dataset MNIST and CIFAR-10 are used, which make use of 
categorical cross entropy as the loss function as well as the adam optimizer. For the GA, the 
population was limited to 25 in order to limit the computational running time. 
 
Both datasets show a clear advantage to using the GA as the best accuracy achieved was better 
than on a basic CNN with no hidden layer. The best performing GA had around batch size of 100 
whereas the worse performing had a batch size of 500. This indicates that the batch size is closely 

related to the data itself rather than a generic value and is a great candidate for hyper-parameter 
tuning. 

 

7. CONCLUSION 
 
The genetic algorithm is beneficial to be used for the purposes of hyper-parameters tuning in 
deep neural network learning. It can enhance the chances to identify an efficient architecture as 
well as optimize the performance to discover the best parameters for a given problem. Instead of 
researching what the current best solution is, it is wise to allow the genetic algorithm to do the 

work instead. Rather than a human applying an educated guess at what will perform better, the 
genetic algorithm will do the same thing without requiring additional effort to review the results. 
It is therefore a good approach to tuning hyper-parameters, particularly in a domain where there 
is not sufficient intuitive knowledge. However, the genetic algorithm suffers from high 
computational costs and in some cases is not realistic if computational resources are limited.  
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ABSTRACT 
 

Alarms data is a very important source of information for network operation center (NOC) 

teams to aggregate and display alarming events occurring within a network element. However, 

on a large network, a long list of alarms is generated almost continuously. Intelligent analytical 

reporting of these alarms is needed to help the NOC team to eliminate noise and focus on 

primary events. Hence, there is a need for an anomaly detection model to learn from and use 

historical alarms data to achieve this. It is also important to indicate the root cause of 

anomalies so that immediate corrective action can be taken. In this paper, we aim to design an 

anomaly detection model in the context of alarms data (categorical data) in the field of 

telecommunication and that can be used as a first step for further root cause analysis. To do 

this, we introduce a new algorithm to derive four features based on historical data and 
aggregate them to generate a final score that is optimized through supervised labels for greater 

accuracy. These four features reflect the likelihood of occurrence of events, the sequence of 

events and the importance of relatively new events not seen in the historical data. Certain 

assumptions are tested on the data using the relevant statistical tests. After validating these 

assumptions, we measure the accuracy on labelled data, revealing that the proposed algorithm 

performs with a high anomaly detection accuracy 

 

KEYWORDS 
 

Alarms, Anomaly detection, Events data, Probabilistic scoring distribution. 

 

1. INTRODUCTION 
 

Anomaly detection is an aspect of data mining that has been the subject of research in many 
fields, such as telecommunications, information technology and finance. 
 

There are several definitions of anomaly in the literature. Hawkins [1] defines an anomaly/outlier 

as an observation, which deviates considerably from the remaining observations, as if generated 
by a different process. Dunning and Friedman [2] state that anomaly detection involves 

modelling what is normal in order to discover what is not. In general, anomalies are events with a 

special behaviour that is dissimilar to that of normal events, and it is expected that this behaviour 
would be detected by analysing underlying data. Therefore, there is an urgent need for intelligent 

algorithms to identify such abnormal behaviour. 
 

Anomaly detection improves data quality by deleting or replacing abnormal data. However, in 

certain cases, anomalies reflect an extreme event and can provide useful new knowledge. For 
example, the detection of such anomalies can prevent material damage and encourage predictive 

maintenance in the industrial field. It also has applications in several other areas such as health 

[3], cybersecurity [4], finance [5], natural disaster [6], and telecommunication [7]. 
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Several methods have been proposed for detecting anomalies, each of which has its own strengths 
and weaknesses. Patcha and Park [8] reviewed all the known methods used for anomaly 

detection. Additionally, an overview of existing techniques covering several approaches is 

presented in [9] and [10]. 
 

Despite the large volume of literature on anomaly detection for numeric data e.g., time series, 

there is limited knowledge on the problem of abnormal behaviour in the context of categorical 

and structured textual data. 
 

In this paper, we aim to design an anomaly detection algorithm in the context of alarms data 

(categorical data) in the field of telecommunication. In other words, in a given period of time, 

each network element of a telecommunication network generates a set of Key Performance 

Indicators (KPIs) and alarms that describe its behaviour. Alarms are typically categorical data 
with different characteristics (i.e., name, description, severity of the event, start time, end time), 

triggered to indicate a certain event occurring on the network element. Based on this information, 

those intervals of time are detected that have a high probability/score of displaying abnormal 
behaviour. Alarms data is important in a real-world context when KPIs are unavailable and 

cannot be calculated or extracted. It should be noted that alarms are events that can start popping 

up on a certain network element at any time. Therefore, each alarm can be considered to be 
equivalent to a binary random variable that can appear at any time with a certain probability. 
 

Here, we propose an approach that introduces two new, innovative aspects. First, four features 

are calculated and aggregated to define events data during a certain interval of time; this includes 

the number of alarms, occurrence time, inter arrival time, transition frequency (Markovian 
model) and historical frequency. By combining this information, we compute an abnormality 

score which is, to the best of our knowledge, the first time that an anomaly detection algorithm 

has incorporated all the attributes of an event. In fact, in the majority of prior influential studies 
only a few of the previously cited attributes were considered. [11] consider just the Markovian 

component; in [12], a feature selection step is proposed prior to anomaly detection, which is a 

process that is associated with a high risk of loss of key information and requires significant 
effort for data labelling; [13] consider categorical data to be textual and vectorize it before the 

anomaly detection phase which is also associated with a high risk of loss of information. Second, 

the proposed algorithm enables users to extract local and focused information about one of the 

previously discussed features which may provide greater insight into the root cause of the 
anomaly (also known as anomaly fingerprint). 
 

In this paper, we first describe the methodology used to build the abnormality score. We then 

present an application of the algorithm and analyse the results. 
 

2. METHODOLOGY 
 

We propose a semi-parametric scoring system that reflects the different behavioural aspects of a 

component of a network during a given interval of time using alarms data generated for that 

component. These aspects are (2.1) the number of alarms, (2.2) the inter-arrival time between 
alarms, (2.3) the transition probability of two consecutive alarms, and (2.4) the historical 

frequency of an alarm. The calculation of the final score is demonstrated in Subsection 2.5 and 

the optimization of the model weights is shown in Subsection 2.6. Because alarms are generated 
from each network component, of which there are different types, we group these components by 

type when drawing inferences from the data to reduce volatility and heterogeneity in the 

calculated statistics. 
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2.1. Number of Alarms 
 

It is a common practice in parametric statistics to assume a Poisson distribution while modelling 

the number of occurrences of a certain event during a fixed period. Therefore, under this 

assumption, we begin by estimating the rate parameter 𝜆 of the Poisson distribution by 

calculating the arithmetic average of the number of alarms across all the intervals for each 

different component type of the network. Therefore, if we have 𝐿 different types of components 

in the network, 𝐿 different rate parameters 𝜆1 ,… , 𝜆𝐿 are estimated. 
 

Now, let 𝑁𝑙 ,𝑙 = 1, …, 𝐿 denote the random variables (r.v.) indicating the number of alarms 

generated by a component of type 𝑙∈ {1, … , 𝐿} over an interval of time. Based on the previous 

assumption, 𝑁𝑙 follows a Poisson distribution with rate parameter 𝜆𝑙 . Note that 𝔼[𝑁𝑙 ] = 𝜆𝑙 and it 
can easily be shown that the proposed estimator is a minimum variance unbiased estimator 

(MVUE) of 𝜆. Hence, if 𝑛 denotes the observed number of alarms in a fixed interval for a 

component of type 𝑙, the associated probability can be computed as shown in Equation (1). 
 

 
 

Hence, in order to standardize this probability and transform it into a score that reflects the 

number of alarms, and the fact that a higher-than-average score indicates a higher probability of 

abnormal behaviour, 𝑆 1 𝑙 can be defined as: 
 

 
 

where 𝑖𝑛𝑡(. ) denotes the integer part of a real number. Then, a value of 𝑆 1 𝑙 close to one implies 

that the number of alarms indicates abnormal behaviour in the specified interval. Note that 𝑖𝑛𝑡(𝜆𝑙 
) represents the mode of a Poisson distribution of parameter 𝜆𝑙 . 
 

2.2. Inter-Arrival Time 
 

Using the same logic, we consider the intervals of time during which at least two alarms were 

detected for each type of component 𝐿. We also define the r.v.𝑌𝑙 representing the time between 
two consecutive alarms that occurred within the same interval of time. It is common to model 

such r.v. by an exponential distribution with rate parameter 𝜇𝑙 , which is estimated by calculating 

the inverse of the arithmetic average of the time between two consecutive alarms during all the 
intervals for each different component type of the network. Note that under the previous 

assumption, 𝔼[𝑌𝑙 ] = 1 𝜇𝑙 ⁄ . Hence, if the number of alarms during an interval for a component of 

type 𝑙∈ {1, … ,𝐿} is 𝑛 ≥ 2, an associated probability can be computed as shown in Equation (3). 
 

 
 

where 𝑦𝑗 ,𝑗 = 1,… , 𝑛 − 1 denotes the time between alarms 𝑗 and 𝑗 + 1. Similarly, this probability 

can be standardized and transformed into a score to reflect that alarms occurring consecutively 
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within a very short span of time are more likely to indicate abnormal behaviour, as shown in 
Equation (4). 
 

 
 

Here, a value of 𝑆 2
𝑙 close to one implies that the time between consecutive alarms indicates 

abnormal behaviour in the specified interval. 
 

2.3.Transition Probability 
 

In the same context as that of the inter-arrival time score, and based on all the observed alarms 

during all the intervals for a component of type 𝑙, we define the state space of alarms as 𝐸𝑙 = {𝑎1 

,… , 𝑎𝐾 }, where 𝐾 denotes the number of unique observed alarms in component 𝑙. 
Subsequently, we empirically compute the transition probabilities, ∀𝑖,𝑗∈ {1, …𝐾}, as shown in 

Equation (5). 
 

 
 

Hence, we obtain a transition matrix in a similar manner to a Markov chain, that summarizes all 

the historical transitions that have occurred for each type of component. Then, to highlight 

abnormal behaviour during a given interval, we identify the occurrence of transitions that are 
historically uncommon. Practically, if the number of alarms during an interval for a component of 

type 𝑙 is 𝑛 ≥ 2, where these alarms are elements of the state space 𝐸𝑙 denoted by 𝑥1 ,… , 𝑥𝑛, an 

associated probability can be computed as shown in Equation (6). 
 

 
 

As described previously, the probability is standardized and transformed into a score to reflect 
that the alarms that occur consecutively and that have not occurred one after the other frequently 

in the past are more likely to be displaying abnormal behaviour. This score is obtained as shown 

in Equation (7). 
 

 
 

Here, a value of 𝑆 3 𝑙 close to one implies that during this interval, a non-frequent transition is 

occurring, which is likely to be abnormal behaviour. 
 

2.4. Historical Frequency 
 

Now, we consider the historical frequency of the alarms occurring during an interval. In other 

words, an alarm of a certain type that is historically infrequent is considered to be more critical 
and should be highlighted. In real world scenarios, given that access to big data can be limited, 

this attribute helps in identifying infrequent or non-occurring events in the network, especially 
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high impact events that occur rarely. Then, for a component of type 𝑙 we consider the state 

spaceof alarms 𝐸𝑙 = {𝑎1 ,…, 𝑎𝐾 }, and the historical frequency of each of these alarms is 

computed and denoted by 𝑓𝑖𝑖∈ {1, … 𝐾}. 
 

Further, to highlight abnormal behaviour during a given interval, we focus on the alarm with the 

lowest historical frequency among those that occurred during this interval, which are denoted by 

𝑥1 ,… , 𝑥𝑛∈𝐸𝑙 , with 𝑛 ≥ 1. 𝑃4
𝑙 is first defined as shown in equation (8) 

 

 
 

This is derived using all the available historical intervals data. This is followed by 

standardization, where 𝑃4
𝑙 is transformed into a score quantity as shown in Equation (9). 

 

 
 

Here, a value of 𝑆4
𝑙 close to one implies that a non-frequent alarm occurs during this interval, 

which indicates abnormal behaviour. 
 

2.5. Final score and individual contributions 
 

To obtain a final abnormality score for a given interval of time and for a particular component of 

the network of type 𝑙∈ {1, …𝐿}, the previously computed scores are aggregated as weighted 

average measures as shown in Equation (10). 
 

 
 

 
 

The values of different weights are determined based on interactions with subject matter experts 

(SMEs) and a supervised grid search approach that will be discussed later. 
 

A value of 𝑆𝑙 close to one indicates that abnormal behaviour is being displayed during the 

specified interval and addressing this should be considered to be a priority for the SMEs. In 

addition, diagnostic information can be extracted from the four individual scores which may 
provide a starting point for the SMEs to analyse the root cause of the detected anomalies. This 

additional information is used to explain the derived score by specifying which alarms occurred, 

which interarrivals are low, which transitions are rare and which alarms have the lowest 
occurrence historically. 
 

2.6. Validation And Optimization 
 

After assigning a score to each of the intervals across all the components of the network, we 

validate the results by comparing our labels to the ones given by the SMEs (labels are determined 

by manual inspection of the data to identify occurrences of anomalies). From the scores obtained 
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in Subsection 2.5, the labels are determined based on a predefined fixed threshold denoted by 𝑠, 
such that: 
 

 
 

The values of the weights in Subsection 2.5 and the value of the threshold 𝑠 are determined based 

on a grid search process [14], where several scenarios/combinations of the underlying parameters 

are considered. The selected combination is the one with the best performance based on the 

accuracy of the confusion matrix that shows the degree of similarity between our labels and the 
SMEs labels, and the value of the Area Under the ROC Curve (AUC) [15]. Such optimization 

makes the algorithm similar to supervised ML models with the aim of maximizing the correlation 

between labels and features. This is a unique supervision method to replicate and learn human 
decisions. 

 

3. APPLICATION 
 

The methodology described in Section 2 is applied on real world data obtained from a virtual 

telecommunication network to identify intervals with a high probability of displaying abnormal 
behaviour. Data description, results and analyses, and the advantages of the proposed algorithm 

will be presented in Subsections 3.1, 3.2 and 3.3 respectively. 
 

3.1. Data Description 
 

From a virtual telecommunication network, and for a given period, we consider alarms occurring 

on the different network elements over 30-minute intervals with a sliding window step of 5 

minutes. The concept of the sliding window is introduced to consider events (i.e., alarms) that 
overlap between two consecutive intervals. In addition, to assure that the different aspects of the 

methodology of Section 2 are applicable, we estimate the parameters of the underlying 

distributions—Poisson for counting alarms and exponential for inter-arrival time—separately on 

the three types of components that are present in the network and are indexed as 𝑙∈ {1,2,3}. 
 

These alarms (categorical data) with their different levels of severity, e.g., critical, minor and 

major, occurring during a given interval indicate the occurrence of abnormal behaviour. Based on 
the abnormality score that is computed by the proposed algorithm, SMEs should prioritize 

intervention in such cases. 
 

3.2. Results And Analysis 
 

We first estimate the parameters of the Poisson distribution 𝜆𝑙 ,𝑙∈ {1,2,3} and the exponential 

distribution 𝜇𝑙 , for each type of component by applying the methods described in Subsections 

2.1 and 2.2. For each type of component, all the available alarm occurrences across all the 
intervals are used. Note that only those intervals with at least two alarms are considered for the 

estimation of 𝜇𝑙 because the exponential distribution models the time between two consecutive 

alarms (in minutes). Moreover, goodness-of-fit tests are conducted to test the feasibility of the 
assumption that the number of alarms and the time between two consecutive alarms are governed 

respectively by Poisson and exponential distributions. Pearson’s chi-squared test [16] is used for 

the goodness-offit test. The estimation results and the p-values of the statistical tests are 

represented in Tables 1 and 2 respectively. 
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Table 2 shows that when the different types of components are considered separately, the 

assumption about the underlying distribution appears to be reasonable. Therefore, the parametric 

approach defined in Subsections 2.1 and 2.2 can be relied upon to compute scores 𝑆1 𝑙 and 𝑆2 𝑙 
for each interval for the different network elements. 
 

The third type of score is based on a transition matrix of the probabilities of different descriptions 
of alarms for a given type of component. To compute such a matrix, the empirical approach 

described in Subsection 2.3 is applied. Table 3 shows the transition matrix of alarm descriptions 

for the component of type 𝑙 = 3. 
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As an example of how to read Table 3, we can say that for network element of type 𝑙 = 3, when at 
least two alarms occur during an interval, alarms of description 3(b) are followed by alarms of the 

same description in 20% of cases and alarms of description 3(h) in 80% of cases. 
 

Using these matrices and applying the method described in Subsection 2.3, one can obtain the 

third score 𝑆3
𝑙 for each interval for the different network elements. 

 

The next step is to compute the historical frequency of each alarm description for a given type of 

component and to use these frequencies, as described in Subsection 2.4, to calculate the fourth 

score 𝑆4 𝑙 for each interval for different network elements. An example of these frequencies is 

shown in Table 4 for the network element of type 𝑙 = 1. Then, when an alarm of description 1(b) 

occurs during an interval and is observed to have a low historical frequency, then the interval is 

suspected to be displaying abnormal behaviour. 
 

 
 

Now, for each component type 𝑙 ∈ {1,2,3} and for all the intervals, the final abnormality score 𝑆𝑙 

can be computed by applying Equation (10) and by setting the initial values for the weights 𝑤𝑖 , 𝑖 =

1,2,3,4 (e.g., 𝑤𝑖 =
1

4
∀𝑖). In addition, to apply Equation (11), a threshold 𝑠 needs to be determined 

to label all the intervals with 1 if abnormal behaviour is taking place and 0 otherwise. 
 

To optimize the choice of the underlying weights and threshold, the SMEs label a parallel and 

independent abnormal behaviour based on the same data for the same intervals. Then, based on a 
random grid search process, the parameters of the algorithm are optimized, for each component 

type, on two levels. First, among all the tested combinations of weights 𝑤𝑖 verifying 0 < 𝑤𝑖 < 1 

and ∑ 𝑤𝑖
4
𝑖=1 = 1 we select the one with the highest AUC. Second, among all the threshold used to 

draw the optimal ROC curve, we select the one with the highest accuracy in terms of true positives 

and true negatives, i.e., we maximize the sum of the diagonal terms of the confusion matrix. 

Hence, we begin the grid search process by considering the following equation: 
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where 𝑤 is a vector of weights 𝑤𝑖 , 𝑖 = 1,2,3,4 and 𝔇 is the set of all the considered combinations 
of weights during the first level of the grid search process. Once the optimal combination of 

weights 𝑤∗ is selected, we select optimal threshold by applying the following equation: 
 

 
 

where 𝑇𝑃(𝑠) and 𝑇𝑁(𝑠) denote the true positive and true negative labels respectively when the 

threshold 𝑠 is fixed. 𝒯 represents the set of all the considered thresholds during the second level 

of the grid search process. The construction of the sets 𝔇 and 𝒯 is done with collaboration and 

validation by the SMEs. Furthermore, we are not concerned by the phenomenon of overfitting 

because we are using the latter grid search process merely to optimize the selection of the 

underlying weights of different scores and the threshold based on a matching method with labels 
fixed by the SMEs. 
 

Considering network element of type 𝑙 = 1, Fig. 1 shows the optimal ROC curve with a 

maximum AUC of 0.975 corresponding to the vector of weights 𝑤∗ = (𝑤1
∗ = 0.41, 𝑤2

∗ =
0.29, 𝑤3

∗ = 0.2, 𝑤4
∗ = 0.1) for intervals with at least two alarms (i.e., 𝑆2

𝑙  and 𝑆3
𝑙  are computable) 

and a vector  𝑤∗ = (𝑤1
∗ = 0.8, 𝑤2

∗ = 0, 𝑤3
∗ = 0, 𝑤4

∗ = 0.2) for intervals with less than two 

alarms. 
 

 
 

Figure 1. Optimal ROC curve 

 

Table 5 shows the optimal confusion matrix corresponding to a threshold of 0.58. In other words, 

for components of type 𝑙 = 1, we will apply the following rule to label anomalous behaviour 

across all the intervals: 
 

 
 

In the following certain interpretations and metrics are discussed based on the confusion matrix: 

 True positive: 2521 intervals; False positive: 531 intervals. 

 True negative: 199513 intervals; False negative: 103 intervals. 
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 Sensitivity: proportion of true positive among SMEs abnormal intervals: 
2521

(2521 + 103)⁄ = 0.961. 

 Specificity: proportion of true negative among SMEs non abnormal intervals: 
199513

(199513 + 531)⁄ = 0.997. 

 Accuracy:  
(2521 + 199513)

(2521 + 531 + 103 + 199513)⁄ = 0.997. 

Table 5.  Confusion matrix. 
 

 
 

Based on all the previous metrics computed after interactions with the SMEs, it is evident that the 

proposed algorithm is performing well with a high accuracy, and that we can rely on it to detect 
abnormal behaviour in future intervals. Furthermore, the algorithm is applied on online arriving 

alarms data and intervals that have been declared as anomalous and validated by experts. Here, 

approximately 1% of the intervals under control were behaving in an abnormal way, which is 
very reasonable in practice and is commonly encountered by SMEs. In addition, the algorithm 

presented in this paper has several advantages when compared to the classical anomaly detection 

approach. Most of these advantages will be enumerated in the next subsection. 
 

3.3. Advantages Of The Proposed Algorithm 

 
Compared to popular anomaly detection models, the proposed algorithm has four main 

advantages: 

 

 Our algorithm is already adapted to be an online anomaly detection model applied directly to 
new arrivals for the purpose of highlighting abnormal behaviour. Hence, there is no need to 

train such a model on a sample and to test it on another because such a model has no risk of 

overfitting. 

 To the best of our knowledge, this is the first time that an anomaly detection algorithm, based 

solely on alarms categorical data, has successfully extracted diagnostic information from the 

four different components of the global score (i.e., 𝑆1
𝑙 , 𝑆2

𝑙 , 𝑆3
𝑙 and𝑆4

𝑙 ) to help SMEs initiate root 

cause analysis of the detected anomalies.  

 The proposed algorithm has the ability to generate abnormality scores based solely on alarms 
data without any additional information about numeric KPIs, which is uncommon in the field 

of anomaly detection for telecommunication networks. 

 The interpretability of this model adds great value and is important for both developers and 

users.  
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3.4. Test 0f Independence Between Different Type of Alarms 
 

The algorithm proposed in this paper assumes the existence of one family of alarms. In fact, if 

other families of alarms are available, our model can easily be generalized by proposing a 

weighted anomaly score for the different families of alarms. Additionally, we can consider the 
same optimisation process proposed in Subsections 2.6 and 3.2 to determine the values of the 

different weights. 
 

Further, to ensure the statistical independence between different families of alarms in terms of 
occurrence time we suggest an independence test. This is essentially a uniform distribution 

goodness-of-fit test using classical chi-squared test. Therefore, for alarms of family 𝒜, we test 

whether the occurrence times of such alarms, between two alarms of another family ℬ, are 

uniformly distributed. It is important to note that in order to apply such an approach, the intervals 
of time separating the occurrence of two alarms of the same family need to be normalized. 
 

4. CONCLUSION AND PERSPECTIVES 
 

In this paper, an innovative anomaly detection algorithm that solely uses structured alarms 

(categorical data) has been presented. The proposed model takes into consideration four different 
attributes extracted from alarms occurrence data to compute a global anomaly score. This can 

then be used to extract diagnostic information that helps SMEs in performing root cause analysis. 

Our algorithm is shown to be more advantageous than other existing anomaly detection models, 
when applied in the same context. 
 

Moreover, we applied the algorithm to real data in the field of telecommunication. The results 

were then validated by SMEs who provided positive feedback and found that our algorithm 
outperforms the previously used classical approaches. Users of such a model are also convinced 

by its output because it relies on the behaviour of historical data and generates real-time ranking 

of events occurring on a network component in terms of abnormality. 
 

A first perspective of this work is to mathematically formalize a model/algorithm using the 

extracted information from different sub-scores in order to enhance existing root cause analysis 

methods based solely on alarms data. A second perspective is to combine alarms data with other 

type of non-numeric features, e.g., textual data, to build a more complete anomaly detection 
approach that covers novel aspects that have not been addressed before. Such pioneering work 

can be initiated by drawing inspiration from [17]. 
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ABSTRACT 
 
Considering the current state of Covid-19 pandemic, vaccine research and production is more 

important than ever. Antibodies recognize epitopes, which are immunogenic regions of antigen, 

in a very specific manner, to trigger an immune response. It is extremely difficult to predict such 

locations, yet they have substantial implications for complex humoral immunogenicity 

pathways. This paper presents a machine learning epitope prediction model. The research 

creates several models to test the accuracy of B-cell epitope prediction based solely on protein 

features. The goal is to establish a quantitative comparison of the accuracy of three machine 

learning models, XGBoost, CatBoost, and LightGbM. Our results found similar accuracy 

between the XGBoost and LightGbM models with the CatBoost model having the highest 

accuracy of 82%.  Though this accuracy is not high enough to be considered reliable it does 

warrant further research on the subject.  
 

KEYWORDS 
 
machine learning models; data exploratory techniques; B-cell epitope prediction.  

 

1. INTRODUCTION 
 

Given the current rate of globalization, we can expect with near certainty that we will see events 

similar to the Covid-19 pandemic in the coming years. This makes vaccine research and 

development, especially the speed and efficiency of these processes, more relevant than ever.  An 

essential aspect of vaccine research and development is B-cell epitope prediction.  B-cell epitope 

regions are areas of antigen proteins that when recognized by B-cells produce large amounts of 

antigen-specific antibodies.  Historically, B-cell epitope predication has relied primarily on 

sequence data and not protein features.  By utilizing these protein features we can potentially 

increase the speed of B-cell epitope prediction which may help expediate the research and 

development of new vaccines.     

 

For the purpose of this paper, we used several different machine learning models to test the 

relationship between protein features and B-cell epitope regions in an attempt to find this highest 

accuracy possible.  The input to our algorithm is a dataset consisting of protein/amino acid 

sequences and their associated protein features and target behavior (anti-body inducing 

behavior).  Three different machine learning models applied to this dataset.  All of these models 

utilize boosting algorithms, specifically gradient boosting.  These algorithms function by first 

creating weak learners and converting them to strong learners [1]. XGBoost or extreme gradient 

boost, is a gradient boosting decision tree (GBDT) model that focuses on speed and performance 

[2].  In recent years it has gained significant popularity through its ability to yield highly accurate 

results from large datasets.  LightBGM is another gradient boosting tree-based model.  Alongside 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121811
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the expected speed and performance of a gradient boosting model, LightBGM offers reduced 

memory usage which can help facilitate large-scale data processing.  The final model, CatBoost, 

is another GBDT model.  It behaves much like similar models; however, it specializes in data 

processing speed, with the potential to be notably faster than the previously mentioned models 

[3].  Each of these models will output an accuracy for the prediction of the target behaviour based 

on the features.   

 

2. RELATED WORK  
 

Machine learning algorithms have become one of the foremost methodologies within the field of 

bioinformatics and more specifically, immunoinformatic, for the purpose of predicting B-cell 

epitope regions.  The following section will detail a number of papers regarding B-cell epitope 

prediction to provide a basic survey of the topic.  Three of the most methodologies used include 

Naïve Bayes Classification, Support Vector Machine and Artificial Neural Networks [2].  Many 

papers that explore B-cell epitope region prediction will include at least one of these as part of 

their methodology.  J Chen et al used the amino acid pair (AAP) antigenicity scale to predict B-

cell epitopes.  They saw significantly improved performance with the AAP antigenicity scale by 

utilizing support vector machine rather than existing scales [4].  

 

Tao Lui et al utilized deep learning, a type of neural network with many hidden nodes and hidden 

layers, to create a predictive model for linear B-cell epitopes.  They obtained sample peptides 

from the IEDB database and used this data to build a feed forward deep neural network.  This 

ensemble prediction model was named DLBEpitope and performed better than current major 

models [5].  

 

A great deal of success has also been made less conventional models such as BERT-based 

epitope prediction.   

 

While BERT models are typically used for natural language processing, Minjun Park et al were 

able to create a Bert-based model, EpiBERTope.  They pre-trained it with the Swiss-Prot protein 

database so that it could predict linear and structural epitope while exclusively relying on protein 

sequences.  This model outperformed all the classic benchmark models include random forest, 

gradient boosting, naïve bayes and support vector machine [6].  

 

3. PROBLEM DEFINATION  
 

The main motivation behind this work is, to highlight the work done in B-cell epitope prediction 

using machine learning models, the limitation and the strength of each work presented in this 

work. Also, introducing machine learning methods to predict the B-cell epitope, in additionally, 

to provide future directions in terms of the limitation of the proposed method.  

 

4. METHODOLOGY  
 

This section covers pre-processing steps, and the methodology used in this research.  

 

4.1. Data Pre-Processing  
 

In this work Python [7], [8] is used for performing the prediction. Python is a general-purpose 

programming language with most data analysis features provided by NumPy and pandas. It has 

efficient high-level data structures and an object-oriented programming technique that is simple 

but effective.  
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This dataset was obtained from IEDB and UniProt available for public [9]. This dataset consists 

of three csv files, input_bcell, input Sars and input covid.  Input_bcell is by far the largest file 

with dimensions 14387 x 14.  All three of these files have the same columns excluding input Sars 

which does not have the target column.  The first few columns are identifying pieces for the 

protein sequences and are not utilized by this paper.  These include the parent protein id, protein 

sequence, peptide start position, peptide end position and peptide sequence.  All of these columns 

are dropped in pre-processing because they are not needed when exclusively examining the 

protein features.    

 

4.2. ML Models  
 

This work implements Boosting algorithms [2], [10]. Gradient boosting is an algorithm that 

stands out for its predictability and speed, especially when dealing with big and complicated 

datasets[11], [12]. Gradient Boosting algorithm has three main components, loss function, weak 

learner, and additive model. The main goals of Gradient Boosting algorithms are to improve the 

prediction power by converting a number of weak learners to strong learners. Boosting 

algorithms work on the idea of first building a model on the training dataset, then building a 

second model to correct the errors in the first model. This process is repeated until the errors are 

minimized and the dataset is accurately predicted. Boosting algorithms are divided into three 

main categories, AdaBoost algorithm, Gradient algorithm, and Extreme Gradient Boosting, or 

XGBoost [2]. Gradient boosting algorithms can be Regressors (for predicting continuous target 

variables) or Classifiers (predicting categorical target variables). In this paper, XGBoost is used 

for predicting categorical target variables.   

 

XGBoost stands for eXtreme Gradient Boosting. XGBoost is a powerful machine learning 

algorithm. it is a supervised learning algorithm used optimized loss function and applied several 

regularization techniques[2]. XGBoost is a more regularized form of Gradient Boosting. 

XGBoost uses advanced regularization which improves model generalization capabilities. 

XGBoost can be used for a variety of applications, including regression and classification 

problems [f]. XGBoost is a faster algorithm because of its parallel and distributed computing. It 

has a deep consideration in terms of systems optimization in machine learning [1]. The adoption 

of XGBoost is mostly due to its execution speed and model performance. It uses ensemble 

learning methods, which means it combines several different algorithms to produce a single 

model. This method allows for parallel and distributed processing while maximizing memory 

utilization. The steps of XGBoost shown in Algorithm 1.  

 

 
LightGBM is a tree-based learning optimization technique. This approach, as an optimization 

technique, minimizes both information loss and memory space usage. Furthermore, unlike 

traditional learning tree algorithms that develop at the level of the node with the largest share of 

information loss, Light GBM accelerates the learning process by 
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CatBoost, like the Light GBM method, is part of the GBDT model, which seeks to handle 

categorical features [3], [13], [14].  This approach is frequently used in search, system 

suggestions, personal help, self-driving automobiles, and weather forecasting. This optimization 

approach is notable for its data processing speed, which may be up to 60 times quicker than Light 

GBM in some situations [1].  

 

The main motivation of choosing these models is as following:  

 

 Faster training speed and higher efficiency.  

 Lower memory usage.  

 Better accuracy.  

 Support of parallel and GPU learning.  

 Capable of handling large-scale data.  

 

implementations of the Gradient Boosted Trees algorithm, a supervised learning method that is 

based on function  approximation by optimizing specific loss functions as well as applying 

several regularization techniques. Gradient boosting is a machine learning technique that can be 

used for a variety of applications, including regression and classification. It returns a prediction 

model in the form of an ensemble of weak prediction models, most commonly decision trees. The 

resulting approach is called gradient-boosted trees when a decision tree is the weak learner; it 

usually outperforms random forest. A gradient-boosted trees model is constructed in the same 

stage-wise manner as other boosting approaches, but it differs in that it allows optimization of 

any differentiable loss function [15], [16].  

 

5. RESULTS 
 
In this section, we present experimental results conducted on the dataset.  
 

5.1. Dataset Description   
 

The experimental data in this paper are derived from dataset developed during a research process 

obtained from IEDB and UniProt [9].The dataset consists of 15 features, and the result in the data 

were taken from 14907 people. General statistical information about the dataset shown in Table1.  
 

Table 1. Statistical Information about the Dataset. 

 

 
 

The first few features are identifying pieces for the protein sequences and are not utilized by this 

paper.  These include the parent protein id, protein sequence, peptide start position, peptide end 

position and peptide sequence.  All of these features are dropped in pre-processing because they 
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are not needed when exclusively examining the protein features. The features and its abbreviation 

are shown in Table 2.  
 

Table 2. Dataset and Feature Abbreviation. 

  

Features  Abbreviation of Features 

parent_protein_id  Parent Protein  

protein_seq  parent protein sequence  

start_position  start position of peptide  

end_position  end position of peptide  

peptide_seq  peptide sequence  

chou_fasman  peptide feature, β turn  

emini  
 

peptide feature, relative surface 

accessibility  

kolaskar_tongaonkar  
 

peptide feature, antigenicity  

parker  
 

peptide feature, hydrophobicity  

isoelectric_point  protein feature  

 

5.2. Data Correlation   
 

After data pre-processing, we have to learn whether or not the data is processed properly and how 

much the correlation between the data is. The correlation coefficient can be used to reflect the 

close relationship between the features. The correlation coefficient is calculated by the difference 

method. It is also based on the dispersion of the two features and their respective averages. The 

two differences are multiplied to reflect the degree of correlation between the two features. The 

linear single correlation coefficient is studied as shown in Fig.1.   
 

 
 

Figure 1. Correlation coefficient matrix  

 
Diving more into the features. we have to learn whether or not the data is processed properly and 

how much the correlation between the data is. Finding the distribution of each feature is 

important. It is clear from Fig.2. some variables having skewed distribution. Most of machine 

learning models assume that the data is normally distributed those variables may need scaling.  
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Figure 2. The population distribution of all attributes.  
 

From correlation coefficient matrix, we can figure out whether there is a linear correlation 

between target and various parameters, such as the emini is 0.34.  
 

5.3. Performance Metrics/Confusion Matrix  
 

XGBoost, LightGBM and CatBoost Tree algorithms are used in this research work. 

Experiments are performed using internal cross-validation 10-folds [17], [18]. Accuracy, F-

Measure, Recall, Precision and ROC (Receiver Operating Curve) measures are used for the 

prediction of this work. Table.3.3 defines accuracy measures below.  
 

Table 3. List of Accuracy Measures  

 

Measures  Definitions  Formula  

1. Accuracy (A)  Accuracy determines the accuracy of the 

algorithm in predicting instances.  
A=(TP+TN) / (Total no of 

samples)  

2. Precision (P)  Accuracy is measured by Precision.  P = TP / (TP+ FP)  

3. Recall (R)  To measure the classifier¢¢s completeness or 

sensitivity, Recall is used.  
R =TP / (TP+FN)  

4. F-Measure  F-Measure is the weighted average of precision 

and recall.  
F=2*(P*R) / (P+R)  

5. ROC  ROC (Receiver Operating Curve) curves are 

used to compare the usefulness of tests.  
 

 

5.4. Result Analysis   
 

By the iterated training and adjustment parameters of the training set, the comparison results are 

showed between XGBoost, CatBoost, and LightGbM in Table.4.  
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Table 4. Performance comparison for dataset.  

 

Prediction 

Models   
Precision   Recall  Accuracy%  

XGBoost 0.708  0.532  81.83  

CatBoost 0.737  0.514  82.01  

LightGBM 0.720  0.531  81.83  

 

While carrying out B-cell epitope prediction, the model can also give the order of importance 

feature for improving the accuracy of the prediction model through the tree model mechanism. 

These important features can also be used as some clinical reference value for doctors.   

 

Finally, the results of an attribute in all the models are weighted and summed, and then averaged 

to obtain the importance score.  

 

As shown in Fig.3.[19]   
 

 
 

Figure 3. Feature importance of the Machine Learning Algorithm  
 

As can be seen from Fig.3. we can clearly see that feature (peptide) is the most important 

feature which has contributed towards the prediction of the results. Followed by feature 

(kolaskar_tongaonkar) and feature (emini). The least important feature is feature (antigenicity). 

The model can also give the order of importance feature for improving the accuracy of the 

prediction model through the tree model mechanism. These important features can also be used 

as some clinical reference value for doctors.  

 

6. CONCLUSION 
 

Data preparation is a necessary step in ensuring model accuracy and speeding up the process. 

When the models are compared, it is evident that CatBoost outperforms several classic 

approaches. We suggested a better feature combination approach based on CatBoost after 

comparing it to the integrated algorithms. The experiment findings suggest that using the 

CatBoost model, it is possible to develop a B-cell epitope prediction model with high prediction 

accuracy, stability, and speed.However, there were no missing data in the datasets used in this 

experiment. As a result, the same conclusions cannot be predicted from a dataset with missing 

values and noisy data. As a result, we will test the accuracy and speed of the model’s using 

datasets that include a variety of data types as well as missing data in the future. In addition, as 

we are entering the BigData era, we would attempt running the models in-memory distributed 

computing and design UGI for it to make it easy to use.  
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ABSTRACT 
 

The assessment of Alzheimer's Disease (AD) and Mild Cognitive Impairment (MCI) associated 

with brain changes remains a challenging task. Recent studies have demonstrated that 

combination of multi-modality imaging techniques can better reflect pathological 

characteristics and contribute to more accurate diagnosis of AD and MCI. In this paper, we 

propose a novel tensor-based multi-modality feature selection and regression method for 

diagnosis and biomarker identification of AD and MCI from normal controls. Specifically, we 

leverage the tensor structure to exploit high-level correlation information inherent in the multi-

modality data, and investigate tensor-level sparsity in the multilinear regression model. We 

present the practical advantages of our method for the analysis of ADNI data using three 

imaging modalities (VBM-MRI, FDG-PET and AV45-PET) with clinical parameters of disease 

severity and cognitive scores. The experimental results demonstrate the superior performance of 
our proposed method against the state-of-the-art for the disease diagnosis and the identification 

of disease-specific regions and modality-related differences. The code for this work is publicly 

available at https://github.com/junfish/BIOS22. 

 

KEYWORDS 
 

Alzheimer's disease, multi-modality imaging, brain network, tensor, feature selection, 

regression. 

 

1. INTRODUCTION 
 

Alzheimer’s Disease (AD) is one of the most common and incurable neurodegenerative diseases 

[1], which can result in progressive cognitive decline and behavioral impairment, and even cause 

death in severe cases. A recent report shows that 26.6 million AD patients exist in the world and 
1 out of 85 people will be living with AD by 2050 [2]. Thus, for timely therapy that might be 

effective to slow the disease progression, it is important for early diagnosis of AD and its 

prodromal stages like Mild Cognitive Impairment (MCI). In particular, MCI is attractive because 
it represents a transitional stage between normal aging and dementia [3]. Evidence shows that 

patients with MCI have a high risk to convert into AD, about 12% per year, while healthy 

controls convert at a 1–2% rate [4]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121812
https://github.com/junfish/BIOS22
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Recent studies have showed great promise for the use of multi-modality imaging in predicting the 
progression of AD markers and clinical diagnosis [5–7], such as Magnetic Resonance Imaging 

(MRI) and Positron Emission Tomography (PET). The results indicate that multi-modality 

imaging data contain complementary information of clinical importance and thus have the 

potential to improve the performance of AD diagnosis tasks and provide further insight into the 
pathophysiology of AD [8]. However, multi-modality imaging data contain noisy and 

heterogeneous information, making it challenging to effectively incorporate them into 

quantitative models. It is also challenging to analyze all voxels in the whole brain, as the number 
of whole-brain voxels usually far exceeds the number of observations available in practice, 

leading to overfitting. 

 
Recently, various machine learning methods have been proposed for the analysis of multi-

modality images in AD studies [6, 9–13]. Feature selection, which searches for a subset of 

significant features from the original set of features, is critical for effective machine learning, as 

spurious features can harm the learning process, especially in the presence of multi-modality and 
high dimensionality data. Furthermore, unlike feature extraction techniques such as principal 

component analysis (PCA) [14], which project raw data onto a new low-dimensional space, 

feature selection tends to preserve the interpretability of raw data, as the selected features have 
clear connections to the original ones. This can help experts to understand which features are 

relevant to certain disease states. 

 
Feature selection methods are either classifier dependent or classifier independent. The classifier 

dependent method can potentially provide better performance as it directly makes use of the 

interaction between features and accuracy [15]. In this respect, several approaches at different 

levels of complexity have been developed and applied for multi-modality AD diagnosis and risk 
factor analysis (e.g., [6, 7, 10]). However, existing methods mainly adopt vector space models for 

multi-modality fusion, which may lead to the loss of valuable information due to vector 

quantization, and thus degrade the prediction performance. 
 

In this paper, we propose a novel tensor-based method to model the inherent relationship between 

the features of multi-modality data and perform joint feature selection and tensor regression for 

AD diagnosis, in which tensor-structured sparsity and low-rankness properties are jointly 
exploited to learn the interpretable coefficients. We test the feasibility of this method on a large 

neuroimaging data set from the ADNI cohort using disease severity score and cognitive scores of 

MMSE and ADAS-13 across three different imaging modalities, including VBM-MRI, FDG-
PET, and AV45-PET. Extensive experimental results demonstrate that the proposed method has 

better prediction performance compared to the vector space models, as well as good 

interpretability for diagnostic results from selected discriminative regions and modality-related 
differences. 

 

2. MATERIALS AND METHODS 
 

2.1. Data Acquisition and Preprocessing 
 

In this work, a total of 692 non-Hispanic Caucasian participants in the Alzheimer’s Disease 

Neuroimaging Initiative (ADNI) database [16] that passed quality control were used for our 
analysis, including 163 cognitively normal controls (CN), 73 normal controls with significant 

memory concern (SMC), 214 patients with early MCI (EMCI), 149 patients with late MCI 

(LMCI), and 93 AD patients. Each subject has three modalities of imaging data, including 
structural Magnetic Resonance Imaging (VBM-MRI), 18 F-fluorodeoxyglucose Positron 

Emission Tomography (FDG-PET) and 18 F-florbetapir PET (AV45-PET). 
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The multi-modality imaging data were aligned to each participant’s same visit. The structural 
MRI scans were preprocessed with voxel-based morphometry (VBM) using the SPM software 

[17]. Generally, all scans were aligned to a T1-weighted template image, segmented into gray 

matter (GM), white matter (WM) and cerebrospinal fluid (CSF) maps, normalized to the standard 

Montreal Neurological Institute (MNI) space as 2 × 2 × 2 mm3 voxels, and were smoothed with 
an 8 mm FWHM kernel. The FDG-PET and AV45-PET scans were also registered to the same 

MNI space by SPM. The MarsBaR toolbox1 was used to group voxels into 116 ROIs defined by 

Automated Anatomical Labeling (AAL) [18]. ROI-level measures were calculated by averaging 
all the voxel-level measures within each ROI. 

 

To assess the level of AD’s development, we consider three clinical scores as our prediction 
responses: (1) Disease Severity Score (DSS), in which we treat different stages of AD 

progression as an index of disease severity (1-CN, 2-SMC, 3-EMCI, 4-LMCI, and 5-AD), (2) AD 

Assessment Scale–Cognitive 13-item (ADAS-13) [19], with a total score of 85, improving the 

responsiveness of classic ADAS-Cog [20] for MCI by considering more candidate tasks related 
to additional cognitive domains, and (3) Mini-Mental State Examination (MMSE) score [21], a 

widely used screening test of cognitive function among the elderly, with a maximum score of30 

points. We normalize these three prediction scores to the range of [0, 1] so that they have the 
same scale, and the higher scores indicate the greater severity of the cognitive impairments. 

 

2.2. Tensor Construction 
 

Tensors are higher-order generalizations of matrices to multiple indices that can be used to 

represent multi-dimensional and multi-relational data. To model the inherent relationship and 
connectivity between the ROIs from multi-modality data for AD/MCI assessment, we investigate 

three sizes of tensor representations as follows. 

 

 𝟏𝟏𝟔 × 𝟑. We concatenate 116  feature values from all three imaging modalities along an 

additional modality dimension in the order of VBM, FDG and AV45 . Each modality 

contains 116  ROI-based features, thus resulting in a 2D tensor of size 116 × 3  for each 
subject. 

 𝟏𝟏𝟔 × 𝟏𝟏𝟔 . We construct an ROI-to-ROI connectivity matrix based on the pairwise 

similarity of ROIs, thus obtaining a 2D tensor of size 116 × 116 for each subject. For each 

ROI, we concatenate features from three modalities into a vector of 3 dimensions, denoted 

as𝑟𝑖 , 𝑖 = 1, 2,⋯ , 116. Then we use the k-Nearest Neighbor (𝑘NN) graph [22] to construct the 

connectivity matrix via the Gaussian similarity function, i.e., 𝑿𝑖,𝑗 = exp⁡(− ‖𝑟𝑖 − 𝑟𝑗‖
2
𝜎2⁄ ), 

where𝜎  is a user defined parameter specifying width. For simplicity, we set 𝜎 = 1and 

consider 𝑘 = 1, 2,⋯ , 116⁡in our paper. In particular, when 𝑘 = 116, it is a fully connected 

matrix, as each ROI is connected to other ROIs. 

 𝟏𝟏𝟔× 𝟏𝟏𝟔 × 𝟑. We construct an ROI-to-ROI connectivity matrix in each modality using the 

𝑘NN graph as above, and concatenate them along an additional modality dimension to 

generate a 3D tensor of size 116 × 116 × 3 for each subject. 

 

2.3. Joint Feature Selection and Tensor Regression 
 

Figure 1 provides an overview of our proposed method, which uses tensor data as input features 

to perform feature selection and regression simultaneously. 

 

                                                
1https://imaging.mrc-cbu.cam.ac.uk/imaging/MarsBar 
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Objective Function. Assume that we have a dataset containing𝑁  subjects, each subject is 

represented by an 𝑀 th-order tensor 𝒳 ∈ ℝ𝐼1×⋯×𝐼𝑀  and is associated with a regression label 

𝑦 indicating disease status. Similar to linear regression, the tensor regression model can be 

formulated as follows: 

 

𝑦 = 〈𝒲,𝒳〉 + 𝜀, (1) 
 

 
 

Figure 1. The framework of the proposed method. The input data contains three modalities: VBM-MRI, 

FDG-PET, and AV45-PET, then 𝑘NN graph is applied to construct tensor data representation. Finally, we 

regress the response values by using the proposed method. 

 

where 𝒲  is the coefficient tensor, 𝜀  is the bias error, and 〈∙,⁡⁡⁡∙〉  denotes the inner product 

operator. To exploit the high-dimensional structure and correlation in the tensor representation, 
we employ the following sparse and low-rank tensor regression model to solve Eq. (1) inspired 

by [23]. 

 

min
𝒲𝑟

1

𝑁
∑(〈∑𝒲𝑟

𝑅

𝑟=1

, 𝒳𝑖〉 − 𝑦𝑖)
2 +∑𝜆𝑟‖𝒲𝑟‖1

𝑅

𝑟=1

𝑁

𝑖=1

, s. t.⁡⁡⁡CP⁡rank(𝒲𝑟) ≤ 1. 
 

 (2) 

 

Where𝒲𝑟 = 𝒘𝑟
(1) ⊗⋯⊗𝒘𝑟

(𝑁) is a unit-rank tensor defined upon the CP rank [24],⊗denotes 

the outer product operator, and 𝜆𝑟 is the regularized parameter that contributes to the sparsity. 

 

Due to the use of a ℓ1-norm regularizer in unit-rank tensors, after finding the optimal solution in 

Eq. (2), we have many zero elements in ∑ 𝒲𝑟
𝑅
𝑟=1  , whose corresponding features are not useful in 

prediction of disease status. Furthermore, by simple arithmetic, we have‖𝒲𝑟‖1 = ∏ ‖𝒘𝑟
(𝑗)‖

1
𝑁
𝑗=1 , 

i.e., the sparsity ofa unit-rank tensor directly leads to the sparsity of itscomponents. This allows 

us to produce a set of sparse factor components 𝒘𝑟
(𝑗) for 𝑗 = 1,⋯ ,𝑁 simultaneously. Using this 

we can examine how each ROI behaves and how each modality 

contributes to the prediction. 
 

Optimization. A common way to solve Eq. (2) is to utilize the alternating least squares (ALS) 

[25]. However, in this way it is difficult to estimate 𝑅  and 𝜆𝑟 . Here we adopt a divide-and-
conquer strategy to sequentially solve the following sparse unit-rank estimation problems instead 

based on the fast stagewise unit-rank tensor factorization (SURF) algorithm [23], which can 

automatically estimate 𝜆𝑟 and is easy to tune the parameter 𝑅. 

 

min
𝒲𝑟

1

𝑁
∑(〈𝒲𝑟 , 𝒳𝑖〉 − 𝑦𝑖

𝑟)2 + 𝜆𝑟‖𝒲𝑟‖1

𝑁

𝑖=1

, s. t.⁡⁡⁡CP⁡rank(𝒲𝑟) ≤ 1 

 

 (3) 
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where 𝑟 is the sequential number of the unit-rank terms and 𝑦𝑖
𝑟 is the current residue of response 

with 

𝑦𝑖
𝑟 ≔ {

𝑦𝑖if⁡𝑟 = 1⁡⁡⁡

𝑦𝑖
𝑟−1 − 〈𝒲𝑟−1, 𝒳𝑖〉,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡otherwise,

 
 

(4) 

 

Where 𝒲𝑟−1 is the estimated unit-rank tensor in the (𝑟 − 1)-th step. The final estimator can be 

obtained as𝒲 = ∑ 𝒲𝑟
𝑅
𝑟=1 . 

 

3. RESULTS 
 

3.1. Experimental Settings 
 
Competing Methods. To show the validity of the proposed method, we compared our method 

with the PCA feature extraction method followed by linear regression (PCA+LR), and three 

representative feature selection methods—Lasso [25], Elastic Net (ENet) [26], and Group Lasso 
(gLasso) [27]. 

 

Evaluation Metrics. For the quantitative performance evaluation, we employed two metrics: (1) 

root mean squared prediction error (RMSE), measuring the deviation between the ground truth 
response and the predicted values, and (2) sparsity of coefficients, defined as the percentage (%) 

of the number of zero elements to the total number of elements in the coefficients. 

 
Implementation Details. For model validation, subjects were randomly split into training and 

test sets in the ratio of 5:1. The hyperparameters of all methods were optimized using 5-fold cross 

validation on the training set. Specifically, we traversed all possible percentage of the principal 
components to realize the best results in PCA+LR. The regularizer parameter of Lasso was 

selected from {0.1, 0.2,⋯ , 1}. For the ENet, the weight of lasso ( ℓ1 ) versus ridge ( ℓ2 ) 

optimization was learned from {{0.1, 0.2,⋯ , 1}. For the gLasso, the features are grouped by 

modalities or ROIs, and the parameter-wise and group-wise regularisation penalty are selected 

via a grid search ranging from {10−6, 10−5, ⋯ , 101} , then applying a more fine-grained 

searching (i.e., {0.1, 0.2,⋯ , 1}) after the magnitude is determined. In our proposed method, the 

rank 𝑅  is incrementally learned from 1 to 70 with step size 1. To avoid randomness from 
affecting the experiments, five trails were conducted to record mean value and standard deviation 

of final results for each method. 

 

3.2. Experimental Results 
 

Table 1 shows the performance comparison of five methods. It is clear that the proposed method 
consistently outperforms the competing methods in terms of both RMSE and Sparsity. 

Specifically, we observe the following results. 

 

 The prediction performance of our method improves consistently when the feature sizes or 
dimensions of input data grow, which proves the connectivity information among ROIs in the 

brain is helpful to AD assessment. The gLasso outperforms the other three baselines and 

performs better with the higher-order tensor data, because the group variables can consider 

the structure information to some extent. In contrast, the Lasso and ENet struggle to handle 
higher dimensional data since vectorization may lead to a certain loss of structural 

information. These results indicate not only the importance of considering multi-modality 

information and constructing connectivity among ROIs in the brain data, but also the 
effectiveness of maintaining the dimensionality in tensor space during the learning process. 
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 PCA+LR is more consistent to achieve better results with higher dimensionality of input data 

than lasso-based baselines, bacause the 𝑘NN graph-based data construction introduces the 
redundant and noisy information with effective connectivity information and PCA is 

effective in filtering out unwanted information. However, PCA is a feature extraction method 

that destroys the structure of original feature space and turns it into principal components, 

making it difficult to identify significant ROIs of clinical importance. It further validates that 
our method is robust via seeking a low-rank and sparse tensor space that is helpful to feature 

selection and noise removal [23]. 

 Due to the usage of joint sparsity constraint in our objective function, the proposed method 

can produce the best predictive values and achieve the sparsest solution simultaneously, 
which increases the interpretability of our model for diagnostic results. More detailed 

medical significance will be shown in the following qualitative analysis section. 

 
Table 1. Performance comparison over different tensor structures on ADNI dataset. The results of mean 

values and standard deviation (mean ± std) are calculated across 5 trails. ↓ means the lower the better, 

and ↑ means the higher the better. 

 

 
 

3.3. Explanation Analysis for Feature Selection 
 

Heatmaps of Discriminative ROIs and Modalities. To understand the effectiveness of feature 

selection, we explore the most discriminative regions using features identified by compared 

methods on the original data of 116 × 3. We locate the most discriminative regions based on the 

selected frequency of each region. Figure 2 illustrates the average coefficient weights of four 

feature selection methods across five trials. It is obvious that our method achieves more sparse 
solutions and pays higher attention to the VBM modality as it is a useful approach for 

investigating neurostructural brain changes in dementia. The top 10 selected brain regions by our 

method are: Temporal-Pole-Sup-L, Hippocampus-L, Vermis-10, Hippocampus-R, Temporal-

Pole-Mid-L, Angular-L, Cerebelum-10-L, Pallidum-R, Cerebelum-10-R, Caudate-L, Cingulum-
Post-L. Most of these selected regions are known to be highly related to AD and MCI in previous 

studies [28-32]. It is evident that only our method can identify the areas of Hippocampus and 
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Temporal Pole in VBM (as marked in Figure 2) which are two critical regions relevant to AD 
pathology. Furthermore, we also use the factor components learned by our method to measure the 

contributions of each modality for prediction. According to the average absolute value of 𝑤𝑟
(2)

for 

𝑟 = 1, 2,⋯ ,70, we find that the three modalities are ranked as follows: VBM > AV45 > FDG, 

which coincide with our results in Figure 2 and the previous findings [33]. 

 

Colormaps for Physical Brain Regions. We use the BrainNet Viewer [34] to visualize the brain 
structure and highlight the regions that the proposed method used to make the predictions against 

other compared methods, see Figure 3. It can be seen that our method is more sparse and uses 

more relevant ROIs to assess the progression of AD (as marked in Figure 3 (d)). 
 

 
 
Figure 2. Comparison of coefficient weights in terms of each imaging modality across five trials. Each row 

corresponds to a feature selection method: Lasso, ENet, gLasso, and our proposed method (from top to 

bottom). Within each panel, there are three rows corresponding to three imaging modalities, i.e., VBM, 

FDG, and AV45. 

 

3.4. Hyperparameter Analysis 
 

We further analyse the influence of two important hyperparameters in our method: 𝑘  and 𝑅, 

where 𝑘 controls the neighborhood information in the 𝑘NN graph, and 𝑅 controls the number of 

rank-one tensors that are required to approximate the tensor coefficient. We firstly vary the 

number of neighbours 𝑘 in 𝑘NN graph data construction to explore the robustness of our method 

to the data variation. As shown in Figure 4 (a), it can be noticed that 1) the higher dimensional 

data (red line) always outperforms low dimensional data (blue line) across nearly all of possible 𝑘 

values, and 2) the best results are consistently achieved in fully connected graphs (i.e.,𝑘 = 116). 

The results indicate that our method can make full use ofhigh-order relations among ROIs and 

modalities. Furthermore, we traverse CP-rank 𝑅 via a step size 1 to investigate its influence on 
our model performance, as it plays an important role for feature selection. As shown in Figure 

4(b), we can observe that 1) the proposed model consistently performs better with the increase of 

𝑅 and tends to be stable with ∼60, and 2) the sparsity of coefficient is reduced when 𝑅 is 

increased. The reasons behind these results are because a higher value of 𝑅 implies that more 

non-zero values of coefficients are included, and the most relevant features are selected in the 

beginning itself and the later attributes do not contribute much to the prediction performance. 
This shows that users of our model can adaptively make a balance between the accuracy and 

sparsity by controlling 𝑅. 

 

 
 



130         Computer Science & Information Technology (CS & IT) 

 

 

 
 

(a) Lasso   (b) ENet 

 
 

 
 

          (c) gLasso   (d) Proposed 

 
Figure 3. The colormaps of 116 ROIs on the physical brains to the corresponding sparse solutions of each 

feature selection method. Each method shows the full eight-brain views, in which the first row from left to 

right are lateral view of left hemisphere, topside, lateral view of right hemisphere, the second row from left 

to right are medial view of left hemisphere, bottom side, medial view of right hemisphere, and the third 

row are frontal side and backside. 
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(a) Influence of 𝑘 on RMSE and Sparsity of DSS, ADAS-13 and MMSE (𝑅 = 60). 

 

 

 
 

(b) Influence of 𝑅 on RMSE and Sparsity of DSS, ADAS-13 and MMSE (𝑘 = 116). 

 
Figure 4. Influence of different hyperparameters on model performance associated to DSS, ADAS-13, and 

MMSE (from left to right). (a) The 𝑘 value in 𝑘NN graph to construct the brain network matrix; (b) the 

tensor CP-rank 𝑅 to control the low-rank and sparse property of coefficient weights. 

 

4. CONCLUSIONS 
 
In this paper, we proposed a joint feature selection and tensor regression model for the prediction 

of AD-related clinical scores and corresponding biomarker identification, in which tensor-
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structured sparsity and low-rankness properties are simultaneously exploited to learn the 
interpretable coefficients. We investigated three different tensor representations to model multi-

modality imaging data based on the ROI-level measures with the ADNI database. Our extensive 

experimental results validated that the proposed method can successfully identify biomarkers 

related to AD and achieve higher predictive performance than traditional sparse regression 
methods. Our approach is of wide general interest as it can be applied to other diseases when 

multi-modality data are available. In the future work, we will extend this approach to 

simultaneous multiple regression analysis for jointly modelling multiple responses and 
identifying the importance of regions with multiple clinical scores at the same time. 
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ABSTRACT 
 
 Alzheimer's disease (AD), a kind of dementia, is marked by progressive cognitive and 
behavioural problems that appear in middle or late life. Alzheimer's disease must be detected 

early in order to create more effective therapies. Dr. Alois Alzheimer was the first doctor in the 

medical field to notice an unusual state of change in the brains of his deceased patients with 

mental illness, which marked the start of Alzheimer's study. Machine learning (ML) techniques 

nowadays employ a variety of probabilistic and optimization strategies to allow computers to 

learn from vast and complex datasets. Because of the limited number of labelled data and the 

prevalence of outliers in the current datasets, accurate dementia prediction is extremely 

difficult. In this research, we propose a sustainable framework for dementia prediction based on 

ML techniques such as Support Vector Machine, Decision Tree, AdaBoost, Random Forest, and 

XGmodel. All the experiments, in this literature, were conducted under the same experimental 

conditions using the longitudinal MRI Dataset.  
 

KEYWORDS 
 
Machine learning, Alzheimer’s disease, Feature selection, Biomechanical parameters. 

 

1. INTRODUCTION 
 
The earliest research into the Alzheimer's field began with Dr. Alois Alzheimer who was the first 

doctor within the medical field to begin to notice an unusual state of change of the brain from his 

deceased patients with mental illness.  This article helped share some light on how the evolution 
of Alzheimer’s research has changed drastically throughout the years. Early onset research 

focused on the initial connection linked with the genetic traits that were present for the older 

members of families that had AD and those younger members that over a course of time began 

showing symptoms or for some generations would never get to that point of progression with the 
disease [1]. As technology began making its strides forward, we followed its lead and used this 

new technology to make the discovery that there was a consistent behaviour seen with the high 

production of amyloid beta and individuals with  
Alzheimer’s disease.   

 

Human based detection of this disease is a time-consuming and expensive process that requires a 
large amount of data and the involvement of an experienced clinician.   

 

Automated systems are not prone to human mistake, they are more accurate than human 

assessments and can be employed in medical decision support systems. Several studies on 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121813
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Alzheimer's disease diagnostics have been completed, with the focus recently shifting to the 
accurate prediction of the disease's early stages.  

 

Furthermore, the current rapid advancement of machine learning technology, which uses AI to 

anticipate various result, has had a substantial impact on medicine [2], [3]. Recently, several 
machine learning modelled has been used for AD detection. such as SVM (support vector 

machines), KNN (K-nearest neighbour), NN (Neural Network) [4]– [6]. However, it remains a 

major challenge to select best parameters for each model.  
 

In this study, we will build a more effective prediction GUI system for Alzheimer's detection at 

an earlier stage by using machine learning models, such as Support Vector Machine, Decision 
Tree, AdaBoost, Random Forest, and XGmodel. The models are compared, CatBoost model 

clearly outperforms various other models. The results of the experiment reveal that using the 

CatBoost model for a B-cell epitope prediction with high prediction accuracy, stability, and speed 

may be developed. 
 

2. RELATED WORK  
 

Many scholars have advocated a comprehensive study on the classification and diagnosis of 
Alzheimer's disease. A quick review of the relevant work is included in this section.  

 

The major drivers of advanced data analysis model are artificial intelligence (AI) and machine 

learning (ML). ML approaches are built on the basis of data representations and discover 
significant insights from the data. The most important step in creating such models is extracting 

features from the data. Models can be produced manually automatically based on the data 

representations [2]. The authors [3] utilized a semi-supervised learning model to create a MRI 
biomarker of MCI-to-AD conversion. Mild cognitive impairment (MCI) is a transitional stage 

between age-related cognitive decline and Alzheimer's disease (AD). The authors [7] suggested a 

new eigenbrain-based computer-aided diagnostic (CAD) system for MRI brain imaging. They 
used kernel support vector machines with multiple kernels to generate the discriminant areas that 

separate AD from NC, MIE coefficients with values higher than 0.98 were highlighted. Sharma et 

al. in [8] introduced and tested a support vector machine (SVM) model for discriminating 

between patients with Alzheimer's disease (AD) and older control subjects of whole-brain 
anatomical magnetic resonance imaging. Another work by [4] investigated Alzheimer's 

infections. Using support vector machine (SVM) The researchers studied three main segments: 

Sagittal, Axial, and Frontal regions of the cerebrum.   
 

The most relevant work is featured in this section, but there are a few others that have 

investigated the same problem. The scope of this work is limited for biomarkers produced from 
MRI images. In the above discussed stateof-art techniques are bounded by their performance over 

many limitations. The authors of this study proposed a machine learning models, Support vector 

machine, Decision Tree, AdaBoost, Random Forest, and XGmodel to accurately predict progress 

of a patient from mild cognitive impairment to dementia.  
 

3. PROBLEM DEFINITION 
 

To help clinicians and therapies predicting an early dementia of a patient we propose to develop a 
machine learning models that can accurately predict progress of a patient from mild cognitive 

impairment to dementia. Also, the models have a friendly GUI for non-programmers, users do not 

need advanced knowledge to take full advantage of these models.  
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4. METHODOLOGY  
 
This section focuses on methodology used for this study. User Graphical Interface (GUI) was 

developed using Python. GUI designed to predict the dementia. GUI employs easy architecture to 

be used by non-programmer users. Users can upload their dataset; clean the data using data pre-

processing tool; and perform the prediction using multiple machine learning models. The data 
pre-processing tool provides a set of GUI icons that allow user to read and clean the dataset. Then 

prediction tool provides icons that can help user to easily use the models to help predict dementia 

with controlling of different parameters. The section will explain the dataset, data pre-processing, 
crossfold validation, and Machine Learning models respectively.  

 

4.1. Dataset  
 

The ML models were trained and tested on publicly available longitudinal MRI data[9]. The 

dataset consists of 373 in total, there are around 39% demented cases in the dataset i.e., majority 
of the data is of non-Demented cases while 10% of the data is of Converted as shown in Fig.1. 

The descriptions of the attributes and brief statistical summary are shown in Table. 1.  

 
The paper used the dataset to investigate the following:  

 

a) To assist physicians and therapies in detecting a patient's early dementia b) what biomarkers 

(or variables) are associated with dementia? c) Is the data of the different datasets normally 
distributed? d) How would you build and evaluate a predictive model, for dementia on these data?   

 

 
 

Figure 1. Distrbuation of Dementia Group. 
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Table 1. The Overview of the Dementia Patient Dataset.  

 

Attribute   Description   Mean±Std  
 1. Group  Patient grouped as Converted 

(Previously Normal but developed 

dimentia later), Demented and 

Nondemented (Normal Pateints)  

1.412±0.6644  

 2. M/F  Gender  0.571±0.495  
 3. Age  Age in years   17.134±7.641  
 4. EDUC  Years of education  5.611±2.59  
 5. SES  Socioeconomic status as assessed by 

the Hollingshead Index of Social 

Position and classified into categories 

from 1 (highest status) to 5 (lowest 

status)  

1.93±1.55  

 6. MMSE  Mini-Mental State Examination score  

(range is from 0 = worst to 30 = best)  

15.059±3.84  

 7. CDR  Clinical Dementia Rating (0 = no 

dementia, 0.5 = very mild AD, 1 = 

mild AD, 2 = moderate AD)  

0.58±0.72  

 8. eTIV  Estimated Total Intracranial Volume  142.92± 78.14  
 9. nWBV  Normalize Whole Brain Volume  65.83± 32.94  

10.ASF  Atlas Scaling Factor  132.22  

±71.0056  
 

4.2. Data Pre-Processing   
 

This step enhances data quality by detecting and eliminating mistakes and inconsistencies. GUI in 

Fig.2. showing the main interface of the system. The left side include the pre-processing part. 

This consist of checking the overall distribution of categorical and numerical columns, the 
missing values, outlier rejection, and feature selection of the attribute. The data pre-processing 

described as follows:  

 

 
 

Figure 2:The main GUI of the system. 
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Outlier detection [10], [11] outliers can negatively affect the training process of the model 
resulting in lower accuracy. there are different techniques can be used to detect the outliers. In 

this paper IQR (Inter Quartile Range) Score been used to detect the outliers [12], [13].  

 

Missing values, it is important to identify and manage missing values effectively during data 
preparation; it led to drawing incorrect conclusions and inferences from the data[14]. There are 

two approaches to deal with missing data, deleting the rows that has missing values and 

calculating the mean or median. In this study, calculating the median method is used. Some 
features have float value cannot impute a float value of mean in place however median imputed, 

and median is the most representative value of the features in this scenario. Calculating the mean 

values of the attributes can be formulated as in (1).  
 

 
 
The standardization the practice of rescaling attributes to achieve a standard normal distribution 

with zero mean and unit variance is known as standardization or Z-score normalization. As 

illustrated in Fig.3. standardization (R) reduces the skewness of the data distribution.  
 

 
 

Figure 3. The Population Distribution of all Features. 

 

Feature Engineering, there are approximately 168 Nondemented cases in the dataset, with 34 
Converted cases. There are also 97 cases of Dementia. For further information, we investigate 

another key characteristic called Clinical Dementia Rating. There is a scoring reference used to 

help doctors determine proper ratings, according to [15], [16]. The score (Normal=0, Very Mild 
Dementia=0.5, Mild Dementia=1, Moderate Dementia=2, Severe Dementia=3) can be used to 

characterize and track a patient's level of impairment or dementia.  

 

4.3. Cross-Fold Validation   
 

The K-fold Cross-validation (KCV) technique is one of the most widely used approaches by 
practitioners for model selection and error estimation of classifiers [15]. The k-fold cross-

validation procedure in this study implemented using the scikit-learn machine learning library in 

Python.  
 

4.4. Machine Learning Models  
 
This is the most crucial step, which includes the development of a dementia prediction model. 

Various machine learning techniques for dementia prediction have been implemented. The 
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models are Support Vector machine, Decision Tree, Random Forest, Ada Boost model, and 
Gradient Boost model.  After feeding the input dataset, the model will predict using machine 

learning techniques and deliver the best result in the form of a comparison to predict the best 

accuracy for detecting dementia. In this experiment, the best result has been delivered using 

random forest model. A random forest model is made up of tree-structured [17], [18]. The model 
adds objects from an array of input to each forest tree. Every single tree vote for classification of 

the elements of the unit vector independently. The forest selects out the classifications with the 

greatest votes.   
 

5. RESULT  
 

5.1. Experiment   
 

This section discusses the dataset used in the experiment and the technical requirements. The 

technical requirements are Python programming language. Then import the necessary libraries 
and import the dataset to the Jupyter notebook. An experiment was conducted on dataset has been 

used around 90 blood biomarkers and other demographic data, the total size was 43.8 KB. Table 

2. provides a descriptive statistic to describe and summarize the data. It uses quantitative 
approach describes and summarizes data numerically. We can observe that the data set contain 

373 rows and 15 columns. The missing values are 21.   

 

To get a further insight into the data, correlation values were calculated to know how much an 
attribute affects the dementia attribute (Outcome) or if other attributes are affected by it. 

Correlation values were calculated using the Pearson (product-moment) correlation coefficient 

equation. It computes the ratio of the covariance of both features to the product of their standard 
deviations consequently finding the measure of the linear relationship between those two 

features. Correlation values are shown in Fig.4.  

 
Table 2. Statistical Information about Dementia Dataset. 
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Figure 4. The confusion matrix of the attribute's correlation with the outcome. 

 

Histograms were also created to provide a better visual representation of the data, as seen in 

Fig.5. Aside from the improved presentation that histograms provide, the figures can make it 

easier to see potential outliers that could harm the proposed model.  
 

5.2. Evaluation Metrics  
 

The metrics used for measuring the performance of the system are precision, recall, and 

Accuracy. Here follow the definitions of precision, recall, and Accuracy. see Formulas 1.1,1.2 

,and 1.3 respectively [19], [20].  
 

Precision: Precision is calculated by multiplying the number of TP by the number of TP 'Plus' the 

number of FP. False positives occur when a model is wrongly classified as positive when it is 
negative.  

 

 
 
Recall: the number of true TP separated by the TP '+' FN used to calculate the recall.  

 

 
 

Accuracy: another metric is accuracy, which is defined as the percentage of true cases (both 
positive and negative) among all examples retrieved  

 

 
 

5.3. Results Comparison  
 
As it shown in Fig.6. Decision Tree model is very good when we have no idea on the data. Even 

with unstructured and semi structured data like text, images, and trees Decision Tree algorithm 

works well. The drawback of the Decision Tree model is that to achieve the best prediction 
results for any given problem, several key parameters are needed to be set correctly.   
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Figure 5. Five Machine learning Models and their Comparison Accuracy of Result. 

 

6. CONCLUSION AND DISCUSSION 
 
One of the real-world medical challenges that must be solved is the early detection of dementia. 

Throughout this research, deliberate attempts have been made toward developing a framework 

that will eventually be used to predict illnesses such as dementia. Four machine learning models 
used; Decision Tree algorithm was explored and assessed on several measures during this project, 

Decision Tree model achieved the highest accuracy. The goal of this project is to create a system 

that can predict dementia in a patient earlier and more accurately utilizing machine learning 
techniques that provide advance support for dementia prediction accuracy.  
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ABSTRACT 
 

The concepts of physics play an important role in many fields of people’s lives, and physics 
learning is abstract, challenging, and sometimes intimidating [1]. However, how to motivate 

students to learn physics in a fun way becomes a question. This paper develops a gamic, 

interactive, educational application to allow students to learn abstract physics in an illustrative 

way. We have implemented a visual physics lab by using a 3D game engine supporting the 

immersive environment of visualization and providing a playful learning tool for physics 

experiments at the same time [2]. 

 

KEYWORDS 
 

Physics, Virtualization, Artificial Intelligence, 3D Game Engine. 

 

1. INTRODUCTION 
 

The learning of physics has become a mandatory class in education, and the experiments and labs 
are the most helpful tools to understand the concepts of physics. In most cases, students can only 
do experiments within the school labs; however, this limits them from re-do the experiments 
outside of the school, which results in students not fully interacting with the learning concepts, 
and it may cause students to have a lack of understanding and memorization. Learning the 
knowledge of physics only takes half part of the procedure, the other half is the operating step 
where students combine experiments in order to find out the relationship between physics 
functions and principles [3]. Therefore, the opportunity of doing experiments and labs in the 

learning of physics becomes an important issue that needs to be considered. For example, I had a 
deep impression about writing a report in my physics class. My group and I did an experiment 
during school time, but we were working on the lab report at home but we had a lack of memory 
on one of the experiment steps. We wanted to redo the lab but there is no place for us. I was 
really distressed at that time because the report was due on the same night. Therefore, I was 
thinking why couldn’t we do it virtually? This idea guided me to do a lot of research and readings, 
and I finally decided to create a virtual physics lab that could benefit more students in learning 

physics. 
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There are many physics experiment simulators that have been published in public, which allow 
users to choose a specific lab or experiment. Users are free to put any values such as speed, 
gravity, direction, etc. However, these simulators are formed by a 2D platform where the users 
are only allowed to observe one side of the experiment [4]. Their implementations are limited in 

the experience of virtualization causing the users hard to see the changes on other sides during 
the experiment. In addition, the environment around the experiment is very shabby because the 
2D platform method only provides a single background. A practical problem is that users are not 
able to immerse themselves in the experiment and it is hard to focus on details happening in the 
experiment. 
 
Our goal is to create a virtual physics lab that allows users to choose any specific lab with 
appropriate inputs. However, our simulator is different compared to the others where the 

simulator is implemented as a 3D game engine instead of a 2D platform [5]. Within the virtual 
lab, users are free to walk around the lab, and there are different stations of labs placed in the lab 
room, and users can choose to play any of them. There are some good features of the virtual lab 
room. First, the experiment provides multi-angle observation that helps users to catch more 
details in the experiment. Second, the lab room is created as a virtual reality that makes an 
immersive feeling of doing the labs. Third, a short quiz will be generated to test the concepts of 
the experiment based on observation and operation. By doing this, it draws users' attention to 

recall the images of the experiment in order to have a deep understanding of the details. 
Therefore, we believe that our immersive educational platform of physics labs can effectively 
help users to get success in learning physics. In the early stages of the implementation, we have 
planned three different physics labs which are Magnetic Drop, Floating Egg, and Hot Water 
Pump. 
 
Since the application is designed as a 3D platform, the virtual experience and virtualization of the 

labs are the most important keys of the application. We will create a checklist to test various 
features and functionalities of the virtual lab. The corresponding screenshots will be added along 
with the checklist in order to support the expected user experience. For example, the checklist 
will test the movements of the first-person perspective and make sure that the character can move 
freely within the virtual lab room. In addition, the experiment needs a different angle of 
observation in order to find out more details such as the lab of Magnetic Drop, which requires a 
top view to observe the moving speed of the object [6]. It is also necessary to include an 
observation angle testing in the checklist. We will carefully list all the testing areas in the 

checklist and test with a real machine demonstration to record how users could interact with our 
virtual 3D physic lab. In addition, the lab results will also be compared with the real experiments 
that will be finished in real life in order to evaluate the accuracy of the results. We will record the 
results of both happening in the application and the real life on the same table so that we can have 
a clear mind while comparing the results. 
 
The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the experiment and designing the sample; Section 3 focuses on the details of our 
solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 
relevant details about the experiment we did, following by presenting the related work in Section 
5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 
project. 
 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 
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2.1. Learning process of programming language and Unity 
 

The first challenge was the learning process of programming language and Unity since the idea 

was to create a 3D virtual lab, Unity would be the first choice to accomplish it. However, this was 
the first time that I started to learn code, and I had no idea how I could implement code with 
Unity in order to reach my goal. I did a lot of research and watched different videos of Unity, 
then I decided to implement C# with Unity to do this project [7]. At the beginning of learning C#, 
it was a tough time since I was really new to the program, and the structure made me confused all 
the time. However, I was working hard and always researched when I had questions. I also set a 
schedule for each day in order to keep on track. The process turned out really well after I 

familiarized myself with C#, and I started to implement C# with Unity by doing a lot of exercises 
and testing. 
 

2.2. Environment designing process for the virtual lab 
 

The second challenge was the environment designing process for the virtual lab, and it took me a 

long time to figure out how to fit everything that I want in the virtual lab room. I first sketched a 
draft on paper and started to set up the environment on Unity by referring to the sketch; However, 
the Unity was not as easy as I had expected, the dimensions and scales were really hard to handle, 
and the things that were placed in the lab room looked messy. However, I took some extra time 
carefully calculating the dimensions and re-set the sizes of the objects. By doing this, it promised 
a learning environment in the virtual lab that provided immersive feelings for the users.  
 

2.3. Converting the necessary physics functions into C# 
 
The third challenge was converting the necessary physics functions into C# in order to keep the 
accuracy of the results showing in the virtual lab. The physics functions looked really easy to 
write by hand; however, it was hard for me to implement the functions in a programming 
language because some values need to be saved in different places. For example, the value x 

needed to be saved outside of the function, but the y value needed to be saved inside the function. 
I did deep research by watching different tutorials and videos to fully understand different 
variable types in C# in order to implement physics functions correctly in the experiment. 
 

3. SOLUTION 

 

 
 

Figure 1. Overview of the Virtual Lab 

 
The immersive educational platform for physics lab is designed by using C# with Unity where 
the C# supports all the features and operations happening in the lab, and the application of Unity 
creates a 3D virtual world to pull users into the immersive learning environment. The whole 
design of the virtual physics lab is broken into three big sections (Figure 1). The first section is 

the interface when users open the application where they will be required to press the open button 
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to join the menu screen for the lab selection. The second section is the main menu where users 
are free to choose any lab to start with, the current implementation plan consists of three different 
labs. Once users have selected one of the three labs, they will join the virtual lab room to test and 
operate the corresponding experiment. The third section is the lab room which contains all the 

labs where users have the ability to switch between the labs. For example, after the users have 
finished the first lab experiment, they are free to move the character around the lab room. Each 
lab has its own desk to do the experiment, so users can walk to the next desk to do the other labs. 
It saves the extra steps of going back to the main menu to do the selection. Instead, it provides an 
immersive learning experiment where users have the same experience as the actual physics lab 
and make flexible choices while doing the labs. We are also planning to make quizzes for each 
lab which provide a short quiz when users have finished doing the lab [8]. By doing the quiz after 
the lab, it helps users to recall their memories while doing the experiment, making a deep 

impression of the details that happened in the lab. It is also an extra opportunity to practice and 
discover the weaknesses. 

 

 
 

Figure 2. Starting Interface 

 
First, the start of the user interface is designed as a magic style that sets off the theme of physics 
(Figure 2). The background is implemented as a dynamic background, and a book icon is placed 
at the center of the bottom. Once the book is pressed, it will lead users to the lab selection 

interface.  

 

 
 

Figure 3. Lab Selection Interface 

 

After pressing to open the book, the interface will change to lab selection where the background 
contains physical elements (Figure 3). There are two labs that have been implemented so far, 
users are free to choose any of them to start the lab. Each choice has an experiment picture, lab 
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number, and lab name in order to help users to distinguish and make the correct choice. In the 
future, there will be more labs coming into the list, we are also planning to set different categories 
or folders to group labs based on topics. There will also be a search button or filter to support 
quick access to specific labs.  

 

 
 

Figure 4. First View of Magnetic Drop Lab 

 

 
 

Figure 5. The Explanation of Magnetic Drop Lab 

 
For example, if the user has selected “Lab 1: Magnetic Drop” to start the experiment, the user 
will be brought into a virtual lab room where he or she is free to move the camera and walk 
around the room. A piece of short instruction information will be provided on the screen that asks 

the user to “Press E to activate Magnetic Drop Lab” (Figure 4). After that, the screen will display 
an explanation of the materials and results of the experiment in order to provide a clear 
understanding of the goals for the current lab (Figure 5). 

 

 
 

Figure 6. Front View of Magnetic Drop 

 
Once the experiment starts, a list of operations is displayed on the left side of the screen (Figure 

6). The user can press “1” to try a non-magnetic sphere. “2” to try the magnetic sphere, “3” 

to drop the sphere, “4” to show or hide inside view, “5” to switch camera view, and “R” 

to exit out of the current lab. When each drop has started, the timer will start to record the time 
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that sphere will fall from top to bottom. Once a new sphere is switched, the timer will reset to 0 
and start counting for a new round. This lab also supports different observations of the 
experiment where the inside view of the sphere can be shown or hidden. It provides a flexible 
experiment for observing the movement of the sphere within the object. In addition, a different 

angle of observation is also provided to the lab. 
 

 
 

Figure 7. Top View of Magnetic Drop 

 
After pressing “5” to switch the camera view, the observation angle will change to the top where 

the user can see the movement of the sphere vertically in the object (Figure 7). The interface is 
similar to the front view, and the user still has access to the operation list from the left of the 
screen. A timer is also shown on the top of the screen to record the time when the sphere reaches 
the bottom. By providing a different view of the lab, it supports users to enjoy the immersive 
learning experience where they are able to learn the experiment by observing it from different 
angles in order to discover any changes and patterns in the results. 
 

 
 

Figure 8. View of the Lab Room 

 
Once the user has finished the current lab, he or she is free to press “R” to exit the current lab. 

The user can move to the other lab desk for a new experiment (Figure 8). When they walk closer 
to the lab desk, the instruction information will display on the screen. 

 

 
 

Figure 9. First View of Floating Egg 
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Figure 10. The Explanation of Floating Egg 

 
When the user wants to do another lab in the lab room, they can walk close to the lab desk and 
press “E” to activate the lab. For example, if a user has finished Magnetic Drop Lab and wants to 
do Floating Egg Lab, he or she can start it by pressing “R” (Figure 9). After that, the explanation 
and instruction will display to the left of the screen in order to provide a clear mind of how the 
experiment would work (Figure 10). 

 

 
 

Figure 11. The Front View of Floating Egg #1 

 
Once the Floating Egg experiment starts, it will provide an operation list from the left of the 

screen such as press “1” to sprinkle salt, press “2” to float the egg, and press “3” to reset. The 
action of adding salt is implemented as a dynamic action where the little white spots are the salts 
added to the water (Figure 11). 
 

 
 

Figure 12. The Front View of Floating Egg #2 

 
Because the salt is added to the water, the egg will float in the salted water since the density 
becomes greater than that of the egg (Figure 12). Instead, if the water is not salted, the egg will 

stay under the water all the time. The whole experiment is designed by dynamic reactions so that 
users are easier capture the changes in the lab. 
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4. EXPERIMENT 
 

4.1. Experiment 1 
 

In order to check the user experience within the virtual lab room, we have created a checklist that 
covers all the major operations that could happen while using the application. We will join the 

virtual lab as a user to test all the tasks that are listed in the checklist, making sure the features 
work in the good condition. By looking at Table 1 of the checklist, we have self-tested the camera 
movement, character movement, lab instruction, timer, different angle of observation, exit button, 
switch between labs and change mouse sensitivity. The major operations and functionalities work 
great and reflect good feedback while testing the whole application. However, we also realize a 
few issues with the beginning instructions which might cause new users not able to get familiar 
with the controls. For example, once the user has successfully joined the virtual lab room, there 

are no tips or hints about how they can interact with the character. By discussing this issue, we 
have decided to add a list of buttons with their functionalities along to the side of the screen such 
as buttons “W” moving forward, “S” moving backward, “A” moving to the left, and “D” moving 
to the right. In this case, not only the new users will have a clear mind of how they could control 
the virtual character, but also it reminds the returned users of how they could interact with the 
application. 
 

Table 1. Experiment 1 - Check List 

 

 
 
By considering the accuracy of the results from the virtual lab, we have created the second 
experiment to evaluate and compare both labs from the virtual lab and real life. We set two 
separate teams Team 1 recorded lab results from the virtual physics lab, and Team 2 recorded lab 
results from the real-life lab. By doing this, it supports the virtual labs to have the same 
authenticity and accuracy as people doing the labs in the real lab. First, it proves the results are 
trustable while doing the labs in a virtual way. Second, it gains feedback from the results in order 
to determine any mistakes in the calculation or logic implementation. Both Team 1 and Team 2 

tested two labs which were Magnetic Drop and Floating Egg, and we compared the results on the 
same table (Table 2) [10]. By looking at the table, when we compare the results of Magnetic 
Drop from Team 1 and Team 2, the result looks accurate since the Non-magnetic Sphere takes a 
shorter time than the Magnetic Sphere. Although the time between Team 1 and Team 2 has a 
deviation of 0.01-0.02s, it does not affect the result of the experiment where the logic of the lab is 
still correct. The lab of Floating Egg also has the accurate result where Team 1 and Team 2 both 
test the condition of an egg in salted water and clean water. The egg is floated with salted water 
in both virtual and real-life lab, and the egg with clear water is not floated. Comparing the results 
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from the virtual lab and real-life lab plays an important role to prove the consistency of the results, 

and it’s also a good behavior to check the deviation between the virtual lab and real life. This 

kind of evaluation could help us to minimize deviation and mistakes while implementing new 
labs in the future [9]. 
 

Table 2. Team 1 vs Team 2 

 

 
 

5. RELATED WORK 
 

Hamed, G. et al mentioned an important key concept of using the virtual learning lab where 
students could have a flexible learning environment [11]. For example, students are free to do 
experiments at home, school, computer lab, etc. The virtual learning environment brings benefits 
to both time management and flexibility. It is also the main reason why we designed this virtual 
physics lab to support students doing or testing labs at anyplace and anytime. Therefore, the 
immersive feeling becomes a necessary demand for students to enjoy learning. 

 
M Erfan et al introduced an Android application of Physics Virtual Lab which provides a mobile 
platform for students [12]. This idea solved the issue when students do not have the laptop or 
desktop but they can still do physics labs on smartphones. By learning the idea from this research, 
it makes me have the action to implement our application as an Appin the future in order to 
provide a wide and convenient user experience. Because the current system is only playable on 
laptop or desktop, it restricts some students who are willing to do virtual physics labs without a 
computer. 

 
Nindha Ayu B. et al researched on how virtual physics labs affect students' study by collecting 
information from students using surveys [13]. It’s a really good way to receive feedback from 
users, and the feedback would be the best information to improve the application in different 
aspects such as adding a new physics experiment, implementing a new feature, and changing the 
user interaction. By reading this research, it reminds me the importance of making quizzes for 

each lab. Since the quizzes section is still in progress, we might need to reconsider the format of 
the quiz after each lab. For example, the quiz can contain 10 questions, the first 9 questions ask 
about the knowledge from the lab, and the last question is a feedback question where users are 
allowed to put any feedback about the lab or any improvements that they recommend to us.  
 

6. CONCLUSIONS 
 
In this application, we have designed a game-based interactive and immersive educational 
platform for physics lab learning. We have designed the whole lab by using C# with a 3D Game 
Engine [14]. It provides an immersive feeling like doing the labs in real life. Users are being 

taken into a virtual physics lab where different experiments are implemented to the application. A 
virtual character is controlled by users to move around the lab room where each lab has its own 
desk to do the experiment. Users will first see an overall instruction for that specific lab, and they 
can start observing the experiment by following the different inputs or commands. Some of the 
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experiments are supporting different angle observations so that it provides a great experience to 
do the observation in a special view in order to discover more details of it. Based on the 
evaluations, the virtual lab provides the same accurate results as real-life, and it is more effective 
for users who want to use the labs outside of the school or lab room. They can practice and 

exercise in the labs at any place and any time, and they can refer to the labs while doing the 
reports or homework. Since the quiz section is still in progress, it might limit users who want to 
ask questions right after the experiments. Once the quiz section is ready for users, the virtual 
physics lab will be more comprehensive as a practice tool, and users can check themselves by 
answering the quiz questions [15]. It not only helps them to recall the images of the lab but also 
supports them to remember details in mind. In the future, we will keep working hard to 
implement more labs into the application in order to provide a diverse lab to all grades of students. 
Since the current application only supports a laptop or desktop, our next plan is to publish the 

application as a small application as well so that users are more flexible in using the application 
without computer limitations. 
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ABSTRACT 
 
Breast cancer is one of the most common diseases that causes the death of several women 

around the world. So, early detection is required to help decrease breast cancer mortality rates 

and save the lives of cancer patients. Hence early detection is a significant process to have a 

healthy lifestyle. Machine learning provides the greatest support to detect breast cancer in the 

early stage, since it cannot be cured and brings great complications to our health system. In this 

paper, novel models are generated for prediction of breast cancer using Gaussian Naive Bayes 

(GNB), Neighbour’s Classifier, Support Vector Classifier (SVC) and Decision Tree Classifier 

(CART). This paper presents a comparative machine learning study based to detect breast 

cancer by employing four different Machine Learning models. In this paper, experiment 

analysis carried out on a Wisconsin Breast Cancer dataset to evaluate the performance for the 

models. The computation of the model is simple; hence enabling an efficient process for 

prediction. The best overall accuracy for breast cancer detection is achieved equal to 94%. 

using Gaussian Naive Bayes.  
 

KEYWORDS 
 
Machine Learning, Breast Cancer, Representation Learning, Gene Embeddings.  

 

1. INTRODUCTION 
 

Cancer that initiates in the cells of the breasts is called breast cancer, and it occurs more in 

women and rarely in men. Statistics indicate that breast cancer-related complications are the top 

causes of death among women, and the significant cases of breast cancer are attributed to a 

shortage of information. In America, breast cancer is the leading cause of cancer-related deaths, 

and the mortality rate is relatively high compared to the neighbouring countries in America.   

 

According to [1], about 1 in 8 women in the United States is predicted to develop breast cancer 

during her lifetime. Statistically, this number is very high, and it shows the importance of 

studying and analysing the factors associated with breast cancer. Understanding breast cancer and 

what causes it has helped increase the survival rates, with the deaths associated with it declining.   

 

According to [2], In the United States, breast cancer has become the second leading cause of 

cancer death in women, only second to lung cancer. The older the person, the higher the risk of 

getting breast cancer, with women being more likely to develop breast cancer than men. Factors 

such as family genetics also play a big part in breast cancer. People with close relatives older the 

person, the higher the risk for breast cancers who have been diagnosed with breast cancer are 

more likely to develop the disease at some point in their life.  
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The symptoms and warnings of breast cancer people can experience vary from everyone. What 

this means for people is that in some cases an individual might not experience what is considered 

“typical” symptoms, and this makes breast cancer screenings the most important. According to 

[3], 99% of breast cancer occurs in women, with the lifetime of breast cancer risk for men being 1 

in 1000. This means that while women are more likely to get breast cancer, men are also victims 

of this.  

 

Although science has done a great job at saving so many lives from breast cancer, there’s still 

much more to do, and detecting breast cancer in very early stages is crucial in order to increase 

the chances of survival of both women and men affected by the disease.  

 

2. RELATED WORK  
 

There has been a growing demand for machine learning models in the biomedical domain, each 

model aims at addressing challenges associated with a particular set of factors. The models 

included but not limited to, clustering, classification, neural networks, and associated rule mining 

[4]– [7] Many of them show good accuracy for the result. There are two kinds of machine 

learning models: predictive models and descriptive models [8]. A predictive model is to predict 

unknown variables of interest and it is applied to supervised learning. On the other hand, 

descriptive models are used to discover patterns in data, and it is applied to unsupervised learning 

[9]. In this work supervised learning models have been used for prediction.  

 

Many scientists designate themselves to develop appropriate approaches for the detection of 

breast cancer. However, different machine learning algorithms have been used with different 

breast cancer dataset and the result varies based on the algorithm and the dataset used by different 

researchers. The research associated with the prediction task is outlined in brief as follows. 

Authors in [10], authors used several machine learning models to predict breast cancer and found 

that logistic regression performed best.  Work by [11] proposed using three machine learning 

algorithms, Naïve Bayes, random forest and K-Nearest Neighbour for breast cancer prediction. In 

the result, K-Nearest Neighbour (KNN) has better performance.  

 

Another study [12] tested different machine learning models such as SVM, KNN, DT, Logistic 

Regression, and Random Forest for breast cancer prediction. The highest effectiveness was 

determined to be 89 percent for random forest. Nikita Rane et al [13] tested six different machine 

learning algorithms for breast cancer prediction. Naive Bayes, Random Forest, Artificial Neural 

Network, Nearest Neighbour, Support Vector Machine, and Decision Tree. They classified the 

cancers as benign and malignant.  

 

According to [14] authors surveyed machine learning techniques based on the Scopus database. 

Examples of the techniques are Support Vector Machine, Logistic Regression, and Decision Tree 

model, it used for breast cancer classification task. Also, ML techniques widely used for 

developing CAD systems are Decision Tree (DT), Naive Bayes, nearest neighbour, Artificial 

Neural Network (ANN), Support Vector Machines, and set Classifiers have been used for breast 

cancer classification.  

 

Using the background and related work, a missing element to existing research was to assess the 

sensitivity, specificity, and accuracy of the performance and quality of the proposed models. This 

work presents a comparative study of the efficiency for four classifiers: SVM, Naive Bayes, 

Neighbour’s, and Decision Tree, which are the most popular machine learning techniques. Also, 

the optimization of these models has been investigated for breast cancer detection.  
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3. PROBLEM DEFINITION  
 

The dataset provides the attribute of women and their incidence of breast cancer (diagnosis). 

Performing exploratory data analysis on the dataset and come up with insights on the factors that 

cause breast cancer. Also, in this paper we’ll analyze the data and evaluate different Machine 

Learning models to predict whether a specific set of symptoms will be high risk breast cancer or 

not which is predicting breast cancer at early stage.   

 

4. METHODS 
 

This section will introduce the proposed models to solve the problem. Overview of the system 

presented in Figure 1.1. The first step that needed to be completed is the preprocessing of the 

dataset. Different python libraries have been used in order to handle different issues. In this step, 

exploratory data analysis level has been applied to clean and prepare the data. A dummy variable 

(diagnosis), handle the missing values, visualize the data, and create heatmaps and a scatter 

matrix. In additionally, a Multicollinearity has been checked because of one of the assumptions of 

the proposed model is that there isn't any Perfect multicollinearity. Multicollinearity is where one 

of the variables is highly correlated with another explanatory variable. To check 

Multicollinearity, a correlation matrix using the corr() python function used. The function creates 

a matrix with each variable having its correlation calculated for all the other variables. The 

visualization for the matrix created using heatmaps. if you travel diagonally down the matrix all 

the associations should be one, as it is calculating the correlation of the variable with itself. 

heatmaps can quickly help identify the highly correlated variables, by just looking for the darker 

colors. So, the correlation between diagnosis other variables was found. More details can be 

found in the result section.  

 

Second step, another level of in-depth exploration of the data before building the models, in this 

step the data get explored to see how the data is distributed and if there are any outliers. Third 

step, build the model, Random Forest Regression model is used. Then 4 machine learning models 

imported, the best accuracy gained by this model. last step, evaluating the performance of the 

model using Confusion Matrix. and explored the data we can proceed to the next part, building 

the model.in additionally, the interpretation of the prediction result needs a discussion to see if 

the result make sense.  

 

 
 

Figure 1. Overview of the proposed Model. 
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4.1. Model Inputs   
 

Supervised Learning algorithms, it is a machine learning algorithm that learn to anticipate new 

results based on previous learning by learning patterns from pre-existing data. Existing data is 

identified using machine learning methods such as probability-based, function-based, rule-based, 

tree-based, instance-based, and so on.  

 

Naïve bayes is a machine learning model based on based on Bayes’ Theorem with an assumption 

of independence among predictors. In other words, the attributes are independent of each other. 

Naïve Bayes predicts datasets with the assumption that attributes belonging to a class that is 

independent of each other. This study uses Gaussian Naïve Bayes algorithm which works well 

with both continuous and discrete datasets. And Bayes refers to the statistician and philosopher 

Thomas Bayes theorem [15]. The NB theorem can be expressed mathematically as follows:  

 

P(A/B) =(P(B/A)  P(A))/(P(B))                     (1)  

 

P (A | B): Probability of occurrence of event A given the event B is true.  

P (A) and P (B):  Probabilities of the occurrence of event A and B respectively.  

P (B | A): Probability of the occurrence of event B given the event A is true.  

 

Naïve bayes has been used in different application such as Real time Prediction, Text 

classification, Spam Filtering and Sentiment Analysis [6], [16], [17].  

 

5. RESULTS 
 

5.1. Dataset  
 

An experiment was conducted on dataset. The dataset is Wisconsin Breast Cancer dataset from 

UCI Machine  

 

Learning Repository. There are around 30 numeric attributes of features in the dataset.  The total 

size was 156.7 KB. Table 1.1 provides a descriptive statistic to describe and summarize the data. 

It uses quantitative approach describes and summarizes data numerically. We can observe that the 

data set contain 569 rows and 31 columns. The missing values are none.   
 

Table 1. Descriptive Statistics about the Dataset.  

 

 
 

we should analyze and “get to know” the dataset. in other words, get familiarize with the dataset, 

to gain some understanding of the potential features and to see if data cleaning is needed. After 

the statical information has been presented. The pre-processing step needed to be applied. In this 

dataset, reordering for some columns has been performed, delete ID column. The diagnosis 



Computer Science & Information Technology (CS & IT)                                        159 

feature represents the number of Benign and Malignant cases. It has been replaced with Benign = 

0 and ‘Malignant = 1 to make all the data numerical type.  

 

Using descriptive method that generates descriptive statistics that summarize the central 

tendency, dispersion, and shape of a dataset’s distribution, excluding NaN values. This method 

tells us a lot of things about a dataset. Table1.2 shows the statistics that are generated by the 

describe () method: count tells us the number of non-empty rows in a feature. mean tells us the 

mean value of that feature. std tells us the Standard Deviation Value of that feature. min tells us 

the minimum value of that feature. 25%, 50%, and 75% are the percentile/quartile of each 

feature. This quartile information Max tells the maximum value of that feature Correlation is a 

statistical technique that can show whether and how strongly pairs of variables are 

related/interdependent [18], [19]. Figure 3. show Pearson correlation coefficient. Pearson 

correlation coefficient is a measure of the strength linear association between two variables. 

Looking at the heatmap along with the correlation matrix we can identify a few highly correlated 

variables as in Figure 3. This is an extremely high correlation and marks it as a candidate to be 

removed. Logically it makes sense that these two are highly correlated.  

 

 
 

Figure 2. Correlation between Variables. 

 

 
 

Figure 3. Correlation between concave points worst, perimeter worst and diagnosis.  
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5.2. Performance Metrics/Confusion Matrix  
 

The performance metrics of the classification model were calculated based on precision, recall, 

and accuracy and are presented in Table 2. TP and TN specify the numbers of diabetes and 

normal patients that were correctly classified, respectively, while FN and FP specify the numbers 

of normal and diabetes patients that were incorrectly classified, respectively. 10-fold cross-

validation was used to train and test the dataset for the entire classification model.  

 

6. CONCLUSION AND DISCUSSION    
 

As a result, Gaussian Naive Bayes (NB) has been used effectively to predict whether a patient 

will have breastcancer based on some features. The model has achieved an accuracy of 93% as 

shown in Table 2. The most important features are the one with high values. Based on the result, 

it looks that variable6 level has the most significant influence on the model. the second highest 

value is variable9 and the last one is variable8. The three features have a positive influence on the 

prediction their higher values are correlated with person being diabetes. I noticed a lot of 

information needed to be discussed with medical expertise to make sure that it is correct.  

 
Table 2. The Accuracy for the Prediction model. 

 

Algorithm  Recall  precision   F1-

Score  

Accuracy  Run 

Time  

DecisionTreeClassifier  90.00%  99.00%  97.00%  92.00%  0.059s  

Support Vector Machine  87.00%  99.00%  90.00%  92.00%  0.056s  

Gaussian Naive Bayes 

(NB).  

93%  100%  90%  94.00%  0.016s  

KNeighborsClassifier  91.00%  91.00%  92.00%  91.00%  0.028s  
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ABSTRACT 
 

Cartoons are an important art style, which not only has a unique drawing effect but also reflects 

the character itself, which is gradually loved by people. With the development of image 

processing technology, people's research on image research is no longer limited to image 
recognition, target detection, and tracking, but also images In this paper, we use deep learning 

based image processing to generate cartoon caricatures of human faces. Therefore, this paper 

investigates the use of deep learning-based methods to learn face features and convert image 

styles while preserving the original content features, to automatically generate natural cartoon 

avatars. In this paper, we study a face cartoon generation method based on content invariance. 

In the task of image style conversion, the content is fused with different style features based on 

the invariance of content information, to achieve the style conversion. 

 

KEYWORDS 
 

Deep learning, CNN, Style transfer, Cartoon style. 

 

1. INTRODUCTION 
 

Cartoon faces appear in animations, comics, and games. They are widely used as profile pictures 

in social media platforms, such as Facebook and Instagram. Drawing a cartoon face is labor 
intensive. Not only it requires professional skills, but also it is difficult to resemble unique 

appearance of each person’s face. Through style transfer, which can express the picture effect 

more perfect and be able to achieve the desired effect. It can be done without complex PS 
retouching and does not require particularly good drawing skills to complete the corresponding 

task. In the film production or webcast, it can make the image performance more involved, more 

vivid image special effects to do more abstract perfection. Image stylization originated from the 

research of Gatys and others, who found that although today's style migration has achieved good 
results, there are still some areas for improvement. The first thing to solve is the time consuming 

problem, even if you choose the optimal solution, it takes a long time to train a model, obviously 

there is still a lot of room for improvement, and there is still a lot of room for optimizing the time 
problem for selfie images. 

 

In recent years some social networking services have been popular such as TikTok. Photo-to-
cartoon style transfer for face can be useful for the services especially when the users do not want 

to show their own faces. And due to COVID-19, many schools have adopted online classes to 

prevent the expansion of the infection. Teachers want to know how well their students understand, 

what they learned and how well the students focus on. What the teachers said from nonverbal 
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information such as facial expression, facial pose, eye-gaze, etc. On the other hand many students 
do not want to show their faces. In this case photo-to-cartoon style transfer can be useful, because 

it can keep facial expression, facial pose, and eye-gaze, while it converts real photo style into 

cartoon style. The purpose of this paper is to construct a model which can convert real face 

images into cartoon face images using deep neural networks.  
 

2. BACKGROUND AND SIGNIFICANCE 
 

In today's hot deep learning, image processing based on deep learning has also been more 
researched, such as super-resolution reconstruction, repair of missing images, colorization of 

black and white images, and AI face replacement. In addition to the above applications of deep 

learning in images, research on image stylization has also emerged in recent years, with the main 

idea of turning a common image into an artistic style painting. Gatys et al. used convolutional 
neural networks to synthesize the texture of image features and found that the feature image 

extracted by convolutional neural networks can show the style characteristics of an image and 

also the content characteristics of an image, and the feature map is a representation of the deeper 
features of an image. The idea proposed by Gatys et al. is to input the image into the 

convolutional neural network, reconstruct the image with different convolutional layers, extract 

the features of different dimensions of the image with different convolutional layers, calculate the 
style features with the Gram matrix, simulate the texture features of different style maps, and 

reconstruct the final result by fusing the content map and style map to create a beautiful painting 

with the content and artistic style of the photograph. The final result is created by fusing the 

content map and the style map to create a beautiful painting with photo content and artistic style. 
 

Nowadays, image stylized migration is also used in various fields, such as video broadcasting, 

movie special effects, etc. Stylized photos are often sought after and loved by young people on 
various social networks. Although the stylized migration of images has made a good effect in 

some fields, most of the artistic style migration nowadays is in oil paintings with obvious textures, 

and line images such as cartoons and sketches are seldom involved. 
 

The influence of manga in our lives is huge, for example, the Japanese classic anime such as 

Black Deacon and Cherry Puff; the American Disney and Marvel anime are still loved by 

countless fans all over the world. The other world created by anime and manga is a place that 
many people dream of, and reading comics can relax their mood, improve their imagination, find 

their ideals and trust in comics, and see the hope for the future. After the above analysis, I think it 

is still necessary to continue to improve the existing research and apply the neuro art algorithm to 
the creation of comic style rendering. 

 

3. CURRENT STATUS OF RESEARCH ON THE TOPIC 
 

Neural network based image style migration was proposed in 2015 by Gatys et al. in two papers. 
In the literature of Gatys et al. in 2015, a texture model based on the feature space of 

convolutional neural network is proposed, in this model, the texture is represented according to 

the interrelationship between the feature maps in each layer of the network, and the texture 
extraction increasingly captures the stylistic content features of natural images while making the 

object information more and more clear. As shown in the figure, the original image is input to the 

neural network on the left, and the texture analysis is obtained by extracting features in different 

convolutional layers and calculating the Gram matrix, while the white noise image is input on the 
right, and the loss function of the texture in different layers is calculated to synthesize the texture. 

In another paper, the texture synthesis method of the first paper is used to perform the image style 

migration in the oil painting style. The authors use the intermediate neural network layers to 
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reconstruct the content, keep the largest pixel value part, and then fuse it with the extracted 
texture image to get the final image containing different oil painting art styles. 

 

 
 

Figure 1.  Image texture extraction based on CNN 

 

Li used traditional methods for the artistic rendering of images and videos. Ulyanov D et al. used 

a feed-forward convolutional network to generate multiple samples of the same texture of 

arbitrary size and transfer the artistic style from a given image to any other image, the network 
was hundreds of times faster than the results of Gatys et al. The main component of the style 

conversion method is a block-matching-based operation for fixing layers, constructing target 

activities in a given style and content image, a process called "Style-swap" by Chen et al. By 
replacing the content image with a patch of the style image, this method performs the relevant 

processing on one layer only. The core of the paper is the proposal of AdaIN, a new adaptive 

instance normalization that aligns the mean and variance of content features with the mean and 
variance of style features. Liao et al. proposed a deep image analogy technique in which two 

images, image A and image B, are given in the paper. The two images are mutual content map 

and style map, and the conversion needs to result in images with mutual style in their original 

content, the two images of this method must have high similarity, or use the network of VGG for 
the extraction of features of the image, the high-level convolution will extract to the texture of the 

image, so the paper believes that A and 
BA after the extraction of features by VGG19, the coarse-

grained output of the top convolutional layer of feature maps should be very similar, i.e., the 

feature maps of A and 
BA  are basically the same. If they are considered the same, we can 

reconstruct the content of 
BA by deconvolution of the top layer feature map of A, and then fuse it 

with the features of image B to get the final image 
BA , while image 

AB  is the same. A new 

project by Chinese students from Cornell University and engineers from Adobe is based on 

image style migration for high-definition image style migration, which is more inclined to style 
migration between two photos, detail and clarity are the characteristics of this article, the input of 

the style image is a high quality photo, the result can change day to night, is a high-definition 

photo to high-definition photo Different styles of conversion, using to the style image is no 
longer an artistic painting. The team introduced two main core innovations in the style migration. 

In the optimization process, a set of realistic regularized loss functions are added to the loss 

function to prevent distortion of the generated images. The paper introduces semantic 

segmentation by transferring the style features of the lawn to the lawn, the style features of the 
sky to the sky, etc., which can avoid the mismatch of the content of the style migration and make 

the output image more realistic. 
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From the endless image processing work in recent years, people have more and more research 
and ideas in image processing, and there are new breakthroughs in image stylization, image 

recognition, video stylization and so on. Especially in the area of image style migration, deep 

learning has been hot in recent years and has brought more new ideas and better results for image 

processing. Nowadays, people's standard of living is getting higher and higher, and the pursuit of 
art is also getting higher and higher, so the image stylization algorithm based on deep learning 

has become an area worth exploring more and more, and there is a high possibility that more 

excellent image stylization results can be achieved by deep learning and other related algorithms 
in the future. 

 

4. RELATED RESEARCH 
 

4.1. Unpaired Image-to-Image translation 
 

When paired images such as a real face image and the corresponding cartoon face image are 
needed to train photo-to-cartoon style transfer model, obtaining strictly paired images is very 

difficult. So the model that do not rely on paired images are of great practical importance. 

 

There is a gap between paired and unpaired picture training that cannot be eliminated. 
Nevertheless, in many cases, it is still feasible enough to use unpaired data exclusively. Zhu et al. 

[2] expand the range of possible uses of "unsupervised" configurations. To some extent, it solves 

the problem of deep learning: too little labeled data, difficulty in finding paired data, and using 
unpaired datasets for training. 

 

They proposed a method to learn from the source data domain X to the target data domain Y in 
the absence of paired data. Its goal is to use an adversarial loss function to learn the mapping 

YXG : , making it difficult for the discriminator to distinguish the picture )(XG from the 

picture Y. Since such a mapping is subject to huge limitations, an opposite mapping XYF :  

is added to the mapping G to make them pairwise, and a cyclic consistency loss function is added 

to ensure that XXGF ))(( . 

 

4.2. Landmark assisted CycleGAN 
 

Wu et al. [3] proposed a method to generate cartoon faces based on input human faces by 

utilizing unpaired training data. 

 

The process is divided into three main steps. First, the generator generates a rough cartoon face 
based on CycleGAN; afterwards, the model generates a pre-trained regression volume to predict 

the facial landmark based on the image generated in the first step, which marks the key points of 

the face. Finally, with both local and global discriminators, the researchers refine the face 
features in the cartoon image and the corresponding real image. In this stage, the consistency of 

the landmark is emphasized, so the final generated results are realistic and recognizable. 

Consequently, landmark Assisted CycleGAN is proposed to define consistency loss using facial 
landmark features to guide the training of local discriminators in CycleGAN. 

 

4.3. Unpaired Photo-to-Caricature translation 
 

Cao et al. [4] proposed a learning-based approach to solve the conversion from ordinary 

photographs to cartoons. A two-way model with a coarse-distinctive and a fine-distinctive 
discriminator is designed in order to take into account both local statistics and global structure 

during the conversion. For the generator, perceptual loss, adversarial loss, and consistency loss 
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are utilized to achieve representation to learn in two different domains. Moreover, an auxiliary 
noise input can be used to understand the style.    

 

It also presents a generative adversarial network (GAN) for photo-to-comic transformation 

without paired training datasets: the CariGAN. It uses two modules to explicitly model geometric 
exaggeration and appearance stylization, one is CariGeoGAN the other is CariStyGAN. In this 

way, a difficult cross-domain transformation problem is decomposed into two simpler tasks. 

Compared to advanced methods, CariGAN generates caricatures that are closer to hand-drawn 
while better maintaining the personality characteristics of the original face. In addition, the user is 

allowed to control the degree of exaggeration and variation of the shapes, or to give example 

caricatures to generate the corresponding styles. 
 

4.4. Cartoon adversarial generation network 
 
Researchers at Tsinghua University have proposed CartoonGAN [5], a comic style-based 

generative adversarial network that can train a comic style migration model. Previous image 

styling algorithms based on generative adversarial networks often require two sets of 
corresponding images to be trained to obtain better results, such as CycleGAN, which also makes 

the training data difficult to obtain. The paper proposes a GAN network architecture dedicated to 

cartoon style migration and two simple and effective loss functions. 

 
The cartoon generative adversarial network mainly proposes a cartoon stylized framework for 

generative adversarial networks, which directly trains the captured images with the cartoon 

images without matching them one by one and is easy to use. And the authors propose two kinds 
of losses, one is semantic content loss, which is a sparse regularization constructed in the high-

level feature graph of VGG network to cope with the large number of style variations between 

photos and cartoons; the other is an edge-promoting adversarial loss to maintain clear edges. To 
improve the convergence of the network to the target, an initialization phase is further introduced 

in this paper. The GAN framework consists of two CNNs: a generator, which is trained to 

produce outputs that make the discriminator indistinguishable, and a discriminator D, which 

classifies whether the image is from a real target or a synthetic one. The generator uses a 
convolutional layer for downsampling, follows a layout of eight residual blocks, and finally 

upsamples the image by microstrip convolution. The discriminator network D is used to 

determine whether the input image is a real cartoon image or not. The discriminator network has 
shallow layers, in fact, the discriminator network is a classification network, the discriminator 

mainly discriminates whether there are obvious boundary lines, the structure is two convolutional 

layers for downsampling, and then the convolutional layers return the classification results. 

 

5. RESEARCH METHOD 
 

5.1. Convolutional neural networks 
 
Convolutional neural networks are the most widely used of all kinds of deep neural networks and 

have achieved good results in many problems of machine vision, in addition to its successful 

applications in natural language processing, computer graphics, and other fields. In 1989, LeCun 
[6] proposed a convolutional neural network that is quite efficient for handwritten character 

recognition, which is also the origin of many convolutional neural networks nowadays. 

 
After nearly two decades of neural network coldness, the AlexNet network was proposed in 2012, 

which won the ImageNet competition at that time. the parameter scale of the AlexNet network 

became larger, the convolutional layers of the network became deeper, with a total of five 
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convolutional layers, and the maximum pooling layer was added to the first, second, and fifth 
convolutional layers to reduce the computation, and finally, the fully connected The network 

divides the convolutional layers into two parallel networks, which can effectively reduce the 

computation and improve the computational efficiency. 

 

 
 

Figure 2. AlexNet Network Structure Diagram 

 
GoogLeNet was proposed two years after AlexNet, the key in this network is the Inception block, 

that is, the input image is extracted with different scales of features, this mechanism change 

reduces the number of parameters to one twelfth of AlexNet. The network integrates multi-scale 
convolutional kernels and pooling layers, which effectively reduces network parameters, prevents 

overfitting and reduces computational effort to improve efficiency. 

 

 
 

Figure 3. GoogLeNet Inception Modular 

 

ResNet residual neural network was proposed by four Chinese including KaimingHe from 

Microsoft Research [9], the network structure of ResNet can pass down all the previous 
parameters, and the accuracy of the network is greatly improved. However, when the number of 

network layers is increased to 1202, the result decreases due to the overfitting caused by the deep 

number of network layers. The main core of the residual network is to pass the information of 
each layer directly to the output, which will not lead to degradation problems due to the increase 

of the number of network layers, and the accuracy rate can be increased based on the increase of 

the number of network layers to ensure the integrity of the extracted features. 
 

5.2. CycleGAN 
 
The field of image transfer is the domain of GAN networks, and recently many people have 

applied CycleGAN networks to the field of image style transfer.  
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Figure 4 shows structure of general GAN which is composed of generator G and discriminator D. 
The generator G generates data G(z) from a random input z, and makes the generated data as 

close to the real data as possible. On the other hand the discriminator D tries to distinguish the 

real data from the generated data G(z) as much as possible. The two networks are always playing 

a game, in which G gradually gains the upper hand and the generated data is no different from the 
real data. 

 

 
 

Figure 4. General GAN 

 

The goal is to realize the data migration of two domains, to realize the translation between images 

with the help of GAN, as shown in Figure 5. There should be two discriminators of domains, and 
each discriminator will judge separately whether the data of their respective domains are real 

data. As for the generator, the image translation needs to turn the image of domain A into the 

image of domain B. Therefore the generator is somewhat like the autoencoder structure, except 
that the output of the decoder is not the image of domain A, but the image of domain B. To make 

full use of the two discriminators, there should also be a translation back, which means there is 

another generator that translates the data from domain B to domain A. 

 

 
 

Figure 5. Data migration of two domains 

 

The dashed arrow in Figure 5 indicates ‘treat the image at the beginning of the arrow as the 

image at the end of the arrow and continue according to the flow chart’. It means that for Real A, 

the complete process is like this:
fakefakereal ABA  ; for Real B, the process is like 

this:
fakefake BAB real

. It can be seen that the whole process is a cycle for both domain A and 

domain B images, so it is called CycleGAN. The whole cycle can be seen as an autoencoder, the 

two generators are seen as encoder and decoder, and the two discriminators are criteria. 
 

In general, the two generators are designed in such a way like: 

 

 
 

Figure 6. The two generators 
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Z controls some properties in G such that the generated results are not unique and can be diverse 
[12]. The process of CycleGAN is clarified to write its objective function as follows. 

 

For discriminator A:     xDExDEL APxAPxD ABAA
  1loglog

2
 

For discriminator B:     xDExDEL BPxBPxD BABB
  1loglog

2
 

For generator BA:      1||||log
2

xGGxExDEL ABBAPxAPxG AABBA
        

For generator AB:      1||||log
2

xGGxExDEL BAABPxBPxG BBAAB
    

 
Adding refactoring error terms for generators, like pairwise learning, can guide the two 

generators to better perform the task of encoding and decoding. In turn, the two Ds serve to 

correct the encoding result to conform to the style of a certain domain. Not only does the 

structure is simple and effective but also the data of the pair is not required. Cycle consistency 
loss has been proposed which makes generic unpaired image-to-image translation possible. Given 

only two domains of image collections, CycleGAN can explore the collection-level supervised 

information and realize image transfer. 
 

5.3. Generative networks based on content invariance 
 
This paper studies the method of generating face cartoon drawings in the absence of paired 

experimental data. In the absence of paired data, the content features of the images need to be 

constrained by indirect means, and a cyclic generative adversarial network was first proposed in 
the literature [14] to achieve the interconversion of the two styles, which ensures the invariance 

of the content by reconstructing the generated image out of the original image. The same 

principle is used in the literature [15] and [16], with the difference that the encoding network is 

divided into a style encoder and a content encoder, which encodes the image to be converted and 
the style image, and then performs the fusion to go through a decoding network of a specific 

style. 

 

 
 

Figure 7.  Network Structure Comparison [14] 

 

 
 

Figure 8.  Network Structure Comparison [16] 
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The above figure shows the network structure of the literature [14] and the literature [16], and the 
encoders or decoders used by both methods are designed for different styles. The two styles are 

noted as style A and style B; x∈A,y∈B. where the network used for the different styles is 

distinguished by two colors in the figure, blue indicates encoding or decoding of images or 

features of style A, and yellow indicates encoding or decoding of images of style B. The encoder 
is denoted as E and the decoder is denoted as R, and the style is distinguished by superscripts A 

and B. The content and style encoders are distinguished by subscripts c and s.  
 

The method in Figure (a) directly converts the input image to the corresponding style image by 
using different style encoders and decoders. 

 

Since the style conversion is essentially a combination of the content information of the image to 
be converted and the style information of the reference image. Therefore, the method in Figure 

(b) extracts the content x and the y for the two input images x and y, respectively style features, 

and then the target images are obtained by the decoding network of corresponding styles. Both 
methods above restore the input image x or y by encoding and decoding the generated image, a 

process called image reconstruction. 

 

In the style conversion task, the purpose of image reconstruction is to ensure the content 
information of the original image, while the confrontation is to make the generated image with a 

specific style, a certain balance needs to be maintained between the two, if the content 

information is protected more, the network will choose to ignore the style information; on the 
contrary, the content of the generated image will not be guaranteed. 

 

However, training the interconversion of the two styles requires facing a problem in that the 

network needs to build additional models. for different styles of encoding and decoding networks 
and discriminative networks, which means that additional memory is occupied during the training 

phase space in the training phase. In the testing phase, only the A to B conversion needs to be 

implemented, and the extra models should be minimized. This study aims to find a method that 
can be trained in only one direction to achieve the generation of face cartoons, so it is necessary 

to find another reconstruction method that can be used to guarantee the invariance of the content 

and at the same time be able to reach a balanced state with the styles. 
 

Derived from the idea of the literature [16], the desired content features and style features can be 

extracted by constructing a content encoder and a style encoder separately, and to make the 

encoding network general, the same network is used for the extraction of content or style features 
for both style images. The two main reasons are as follows. 

 

Firstly the so-called content features mainly include the shape structure information of the face, 
for the extraction of the image content features should not be affected by the image style, i.e. the 

content coding network should be general for all face images. Whether it is a real face image or a 

style image, the content features should be able to be extracted correctly.  
 

Secondly, in the style migration task, style can be used as an attribute, and for the same content 

feature, based on different style attributes, it should be possible to obtain images with different 

styles and keep the content unchanged. Further, in the style conversion, the style features are used 
as the condition of conversion, and the style features are fused with the content features, and then 

the decoder is used to get images of different styles. Although using different style encoders for 

different styles of images can get more style features, it increases the complexity of the network. 
In deep networks, the classification of images is performed by extracting images with 

classification is performed by extracting discriminative features from images, and for style 

determination, it can also be The discriminable features are extracted from the image to 
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determine the style of the image, and such discriminable features can be used as the style features 
of the image. can be used as the style feature of the image. 

 

 
 

Figure 9.  Generate network structure  

 

Since the network only needs to be trained to convert from style A to style B, the reconstruction 

of the image also only needs to reconstruct the input image. To ensure content invariance, the 
content encoding of the generated image should be as similar as possible to the content encoding 

of the input image, so the content encoding is performed on the generated image, and then the 

style features of the real face are fused to recreate the original image, i.e., the orange dashed box 
part in the figure. The reconstructions all use the style features of the real face, and theoretically, 

the style features of different images of the same style should be as similar as possible. Therefore, 

during the training process, for each input image to be transformed, a random image of the same 

style is input to extract its style features, the so-called feature input for reconstruction. 
 

6. EXPERIMENT 
 

I have already trained a generative adversarial network to generate cartoon faces after showing 
pictures of many real faces. Most of them here are from the CycleGAN implementation in 

PyTorch. 

 

I use the CelebFaces Attributes Dataset as training data, which is a large-scale face attributes 
dataset with more than 200K celebrity images, each with 40 attribute annotations. The images in 

this dataset cover large pose variations and background clutter, which means CelebA has large 

diversities, large quantities, and rich annotations. 
 

I have done several experiments to change the transformation effect of the images by changing 

the parameters, here are a few examples. In this time I changed the learning rate from 0.0002 to 

0.0016: 
 

 
 

Figure 10. Experiment1 
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This time I changed the lambda identity from 0.5 to 2.5: 
 

 
 

Figure 11. Experiment2 

 

7. CONCLUSIONS 
 
The influence of cartoons in life is enormous, such as Japan's Black Deacon, Cherry Puff and 

other classic anime; the U.S. Disney, etc. is still being loved by countless fans around the world. 
Since the cartoon style is different from the oil painting style in style transfer, the cartoon needs a 

neat and clear border to avoid a large number of uneven color blocks.  

 

Style transfer algorithms are increasingly studied. I have studied the common neural networks of 
deep learning, learned the principles and practice for the basic style transfer algorithm to lay the 

foundation for the next step of research. In addition, I read some papers about style transfer, 

studied and analyzed the cartoon translation style, to come up with a suitable model for cartoon 
style transfer. Based on the existing model, different parameters were experimentally analyzed to 

select the parameters suitable for cartoon style transfer, the dataset mentioned in this paper was 

used for training, which means the deep learning based cartoon style transfer algorithm was 

implemented. It is possible to generate cartoon style avatars with clear lines and simple character 
features, the results of different parameters are compared, with the aim of improving the 

algorithm and making the generated cartoon style avatar better. 

 
At present, there is some progress in cartoon style transfer, but there is still a difference for real 

cartoon avatars, the details of the transfer are not very good, and the details of the cartoon style 

are still lacking. The next work will focus on the following aspects: first of all, more research on 
the details to achieve a more realistic cartoon style transfer effect, secondly adjust the parameters 

to make the characters retain more features. Hopefully, after the details are improved, it can be 

applied to daily life, saving more time and creating more value. 
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ABSTRACT 
 
Technology has become increasingly vital in society. The COVID-19 pandemic demonstrated 

how useful technology was in keeping society running, especially education [15]. One major 

trend is the use of simulations as a tool for education. Business is one of the fields that could 

benefit massively from the implementation of new educational simulations. For this study, a 

survey was conducted to gauge their prior educational experience and interest in fields such as 
business and computer science. Additionally, the survey participants were questioned on their 

previous experiences with using interactive simulations. The study had fifty-one participants 

both complete the survey and give consent to have their data shared in this research paper. 

These participants were given an additional survey to either test a business simulation or watch 

a video of one and respond whether they learned from it. The results indicate that although most 

people would want to play a game that taught more about business, only roughly 45% of 

individuals expressed interest in the topic of business. Furthermore, the survey responses also 

indicated that a large majority of individuals would also prefer more interactive educational 

simulations for other topics. The reception to the business simulation was mostly positive, and 

participants indicated that it was effective at helping them learn business. Overall, it was 

concluded that there is not enough access to business simulations to meet the public’s interest, 

and either more should be created or existing ones should be made better known. 

 

KEYWORDS 
 
Machine Learning, Game development, business education. 

 

1. INTRODUCTION 
 
In a world that is becoming more reliant on technology, schools and other institutions of 

education are transforming technology into effective learning tools. Computer simulations have 

been implemented into education to stimulate class discussions and enhance student learning 
(Flake 55) [2]. When testing the effectiveness of computer simulations in topics such as evolution 

(in Biology), results indicate that the simulations have a positive effect on students’ learning and 

understanding of the concepts (Hongsermeier et al. 130) [1]. In fields such as nursing science, 

simulations can provide students with a virtual environment that is similar to their expected 
working environment and help them gain a more vivid experience. Another upside of computer 

simulations is that they allow students to learn in more fun and engaging ways (Koukourikos et al. 

16-17) [3]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121817
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Simulations are primarily used as a supplement to traditional teaching techniques, rather than as a 
complete replacement for them. In addition to new concepts, they can teach students how to 

analyze information and develop critical thinking skills. Teachers can benefit from using 

technology as well since they can develop creative and interesting in-class simulation activities. 

Unlike a regular lecture-style course where a teacher writes on a board while the students sit and 
watch, involving students directly in the learning process will make them more likely to stay 

motivated to learn. Computer simulations can also teach students how to work in a group, as 

many of these simulations involve team-based activities and decision-making (Coffman 5) [4]. 
 

The purpose of business is to maximize production efficiency in a variety of sectors. From the 

development of finance long ago until today, the goal is to continue increasing the efficiency and 
success rate of diverse businesses. Business profits off human motivation to provide goods and 

services. Unless human nature changes and everyone can actively provide the goods required by 

society, business will remain a necessary part of society. Business has already existed for a long 

time, about 20,000 years ago. The first known trade occurred in New Guinea in around 17,000 
BCE, where one obsidian was traded for other goods. Over time, business changed from a barter 

economy to one which used currency, usually gold or silver, starting with the Lydian Kingdoms 

in the ancient world (Weatherford 31-32) [5]. By the 19th century, modern capitalism arose in the 
world in Europe alongside the Industrial Revolution. This economic development created 

prosperity throughout the world through capitalism’s ability to promote innovation and new 

technologies (Sachs 97-98) [6]. The creation of digital technologies and computers led to the 
third industrial revolution, which society is currently in. This revolution has shown the power of 

these new technologies to transform the economy and society (Dosi and Galambos 28-30) [7]. 

Because of the importance of the digital economy and technology to business, expanding 

simulations in business education is an important goal. 
 

This paper seeks to study the general public’s interest in business and the effectiveness and 

prevalence of simulations and games in their education, as well as their response to testing or 
observing a business simulation, to determine whether simulations are effective and needed in 

society. The development and maintenance of businesses involve direct communication and good 

foresight; hence, business simulations are necessary for individuals to build upon their 

understanding of the business world. Through using a survey that examines the interests and 
experiences of individuals regarding simulations, this goal is achievable. 

 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. Gap in the Research 
 

Current research on business education indicates that not much is known about the audience of 

business simulations and what effect the characteristics of this demographic will have on 
learning—the audience of business simulations can be regarded as both students of 

entrepreneurship education and members of the general public who are not students of 

entrepreneurship education. For example, there is a lack of past research regarding the 

willingness and opinions of the general public to participate in a business simulation (Ewijk 9) 
[8]. Therefore, steps can be taken to identify the general public’s perception of business and 

interactive simulations and broaden the field of business education research. 
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2.2. Factors of Simulation-Based Learning in Business Education 
 

When learning business, students should focus on their direct communication with others as well 

how they can apply their business knowledge to their situation; simulations can effectively help 
students improve on these business skills. According to Professor Kevin Hindle, now CEO of the 

Mentor Entrepreneurship Group (MENTREG), three main factors are measured when judging 

simulations related to entrepreneurship [9]. One factor is verification, which is the confirmation 
of whether the simulation is functioning and portraying a scenario as intended. Verification, 

therefore, allows a simulation to be more reliable with less prevalent or major glitches. 

Verification also involves how simple the user interface is to work with and how well-trained the 

instructor or trainer is with the simulation. Overall, in existing studies of using simulations 
related to business education, the ability of a simulation to perform consistently well is a crucial 

factor in terms of keeping students engaged in classroom settings (Hindle 238) [10]. 

 
While simulations would engage students in the classroom, simulations are essential to exposing 

students to situations that would bring a realistic business environment for experience. 

Entrepreneurship Professor Jeffery McMullen and Dr. Dean A. Shepherd in the Mendoza College 
of Business detail the next factor, validation, and how it refers to the ability of the simulation to 

properly reflect how a given scenario would play out in real life. A simulation with strong 

validation would allow the users to have an accurate representation of real-life processes. 

However, measuring validation in a simulation can be very complicated. A scenario can occur in 
which results would be uncertain due to unexpected and inventive actions taken by the user. To 

address this issue, a simulation can choose to balance an accurate modeling of reality with the 

assessment of the user’s skills and abilities (McMullen and Shepherd 134) [11]. 
 

Simulations have the ability to involve students in realistic scenarios that would improve their 

ability to assess and analyze. Dr. Joseph Fox, a professional researcher of entrepreneurship and 
instructional technology, weighs in the final factor of fidelity, which measures how realistic the 

simulation is. Unlike the other two factors, in which more of a factor means better, too much 

fidelity in a simulation designed for entrepreneurial education can potentially hurt the experience 

of its users. For instance, providing the users with too much information or details can leave the 
users overwhelmed and unable to focus on the simulation’s main points. As a result, those who 

create simulations that involve business education would have to utilize a delicate balance of 

fidelity to maximize effectiveness. This can be done by creating believable yet simple scenarios 
that emphasize the most significant features of the business experience (Fox et al. 64) [12]. 

 

2.3. Benefits of Including Simulation-Based Learning in Business Education 
 

The incorporation of simulations in a classroom poses a number of benefits for both teachers and 

students alike. According to Dr. Ernest Cadotte, the Emeritus Professor of Innovative Learning at 
the College of Tennessee, business simulations have been reported to have an overall positive 

effect on student learning. They have been proven to boost teacher and student enthusiasm as 

well as student performance measured by grades on assignments. Some other benefits of these 

simulations include increased flexibility and realism in learning experiences and involvement in 
the learning process. An explanation of why simulations are such an effective learning tool is the 

Experiential Learning Theory, which describes that learning is best understood to be a holistic 

process of creating knowledge rather than a set of outcomes. Furthermore, this theory states that 
learning is a result of forming transactions between an individual and the individual’s 

environment (Cadotte 281-282) [13]. In this theory, involving the students in their education is a 

crucial part of developing their long-term retention of knowledge. 
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As teachers and students gain a positive experience from using simulations int he classroom, 
developers also recognize the resourcefulness of simulations. Celina Byers, instructional 

technology Professor at the Bloomsburg University of Pennsylvania, and Hugh M. Cannon, the 

Emeritus Professor of Marketing at Wayne State University, state the positive impacts that 

business simulations can have from the perspective of programmers. Business simulations 
contain clear results and feedback that indicates learning progress and can serve as a source of 

motivation and encouragement for the players to continue with the simulation. These business 

simulations work as groups of systems that provide the players with complex problems and allow 
them to apply both structural knowledge and strategic knowledge. Structural knowledge is 

defined as knowledge gained through developing hypotheses and testing these hypotheses. On the 

other hand, strategic knowledge is defined as selecting the appropriate approaches to solve a 
problem (Byers and Cannon 262-263) [14]. Due to the intricate planning regarding the creation 

and development of the simulations, the simulation’s ability to stimulate learning can be 

optimized to be as effective as possible. 

 

3. SOLUTION 
 

This study required the development of a game to simulate driving a food truck to various areas 

and selling food to people to make a profit. The game was created to provide players with an 
interactive experience of business education, as players can learn the processes and costs behind 

running a food truck. Many well-known games that involve the food business tend to focus much 

more heavily on the food-making process rather than the business aspect. To bring more attention 

to this business aspect, the game intentionally limits the player’s interaction by only allowing the 
player to select which location to drive to and which chefs to hire. While implementing the 

process of creating the foods in the game was considered, such an addition would likely cause the 

player to invest an unnecessary amount of attention and effort in an activity that is not related to 
the primary goal of the simulation. The game was programmed to focus on the overhead selection 

of employees because the hiring process is a crucial practice in business since it determines the 

efficiency of the business overall. 
 

 
 

Figure 1. Food Truck Selection 

 

This figure shows the first step of the player building their business which is establishing the 
main property. 

 

The player of the game would start on a select screen, in which the player can choose what color 
they would like the food truck to be from three color options. Then, the player can choose from 

three places to visit: the city, the playground, and the amusement park. After choosing a place for 

the food truck to drive to, the player would then be able to select which chefs they would like to 
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hire from a list. Each chef has a different price to hire and a different selection of food items that 
they can create. The Michelin star rating of the chefs determined how much they cost and how 

many food items they could create. After a certain number of days is reached, the player is 

provided with the end screen, which displays to the player how much money has been earned. 

The player can then either choose to play again or quit the game. 

 

 
 

Figure 2. Operating the Food Truck Business 

 

This figure shows the player driving their selected food truck around the map and attempting to 

draw in customers. 
 

The game was created in Unity, which makes use of scripts in the C# programming language. 

These scripts were implemented in almost all parts of the game, from calculating the amount of 

money earned in a day to displaying the food menu on the screen. The game also makes use of 
six scenes; one scene brings the player to the select screen in which the player can choose their 

food truck’s color, another scene displays the end screen, a third scene displays a world map that 

the player can interact with by clicking, and the final three scenes animate and design the inside 
of a food truck for each of the three selectable colors. 

 



182         Computer Science & Information Technology (CS & IT) 

 
 

Figure 3. Code Base for Ordering Food Feature 

 

This figure shows the C# code for the ordering food operation, which involves the creation of 

objects for each order as well as loops to keep track of the customers. 
 

4. EXPERIMENT 
 

4.1. Experiment 
 

A business and computer science survey was conducted using Google Forms, including both 

multiple-choice and free-response questions. To ensure the participants’ data could be used for 

analysis, the first question of the survey asked for their consent to have their answers collected 
for a research paper; respectively, participants who responded with “No” to this question would 

not have their data considered. The questions in this survey asked for the participants’ learning 

preferences, knowledge in the topics of business and computer science, and thoughts regarding 
interactive simulations and games to enhance learning. To provide the participants with the 

flexibility to express themselves, multiple-choice questions had a range of possible answers to 

choose from. One instance of this is in the question that asks the participants whether they prefer 
to learn by reading or learn by doing. Participants were provided with five possible responses to 

this question: “Always prefer learning by reading,” “Mostly prefer learning by reading,” “No 

preference,” “Mostly prefer learning by doing,” and “Always prefer learning by doing”. Rather 

than providing a “Yes” or “No” response, offering a spectrum of answers for participants to 
choose from ensures that they provide more accurate and meaningful responses. 
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Figure 4. Learning Preference 

 

This figure shows the question of what the participant prefers to learn and all the preferences 

available to answer.  
 

A number of the questions were based on the questions beforehand. For example, one question 

asked the participants whether they have ever tried using an interactive simulation before. If a 

participant answered yes, they were then asked to list what simulations they have tried; otherwise, 
the participant would be asked to skip to the next question. Another question asked participants 

whether they have ever played a game that was beneficial to them in some way. If they answered 

yes, they would be asked to provide specifics in the following question. For the participants who 
answered that a game had not been beneficial to them before, they would simply be asked to 

instead move on to the next question. 

 

 
 

Figure 5. Benefits of Playing a Learning Game 

 

This figure shows the questions about whether the participants have or have not gained a positive 
experience from playing a learning game and why.  

 

The final type of question on the survey was a free-response question about what they felt they 
could learn from simulations and other interactive experiences as portrayed through images. The 

first image featured a rocket-building simulation, in which parts of a rocket could be moved 

around and adjusted. A weight and mass counter was also shown at the bottom of the image. The 

second image portrayed a flight simulation, in which a person was able to sit in a cockpit with 
realistic, physical controls and operate these controls. The screens, which are cleverly placed to 

look like the windows of a plane, allow the person to perform flight training in a safe yet 
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effective environment. The final image shows a game of Scrabble, which is a multiplayer word 
game about creating words by placing letter tiles on a board. Although Scrabble would not 

necessarily be considered a simulation, it is an interactive experience that allows participants to 

learn vocabulary and spelling by creating words with the randomized letter tiles they are provided 

with. 
 

 
 

Figure 6. Survey Simulation Example 

 
This figure shows an example of a simulation in aircraft and asks the participant if they can learn 

anything from observing it. The survey took between approximately five and ten minutes to fully 

complete, depending on how detailed their free-response answers were. The link to the Google 
Forms was distributed among approximately 70 individuals within several social networks, and 

54 of them completed full responses to the survey. The responses to the survey are stored in the 

Google Forms as well as linked Google Sheets. Importantly, the linked Google Sheets provided a 
way to both check the timestamps of each survey response and view all of the responses more 

easily. 

 

 
 

Figure 7. Survey Results on Excel 

 

This figure shows a list of the participants’ answers for the survey; they are all organized on an 

excel sheet, making it resourceful to analyze. 
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Following the survey, participants attempted a demo gameplay of the Unity game. Each of the 
participants had the Unity game sent to them online as a zipped project folder, which they would 

try to unzip, import to Unity, and run. Participants had to directly make decisions regarding the 

starting budget they had with the business compared to hiring. Although their simulated food 

truck business would collect profits throughout the day, players had to consider the costs of both 
employees and facilities. After completing the simulation, the participants were asked to write 

and send a paragraph regarding their thorough thoughts on the simulation and whether they felt 

that they had learned from it. 
 

 
 

Figure 8. Hiring Chef Selection 

 
This figure shows the game’s hiring selection interface that the players will observe before 

selecting according to their business plan. 

 
This survey collected fifty-four responses. As 3 of the 54 participants indicated in their responses 

that they did not consent to have their answers in the survey be used as data collection for a 

research paper, only 51 responses will be used. According to the results of the survey, only 51% 
of participants have previously studied computer science. As more high schools and other 

institutes of education push for more computer science education in recent times and it is 

becoming a more relevant subject, that almost half of the participants have never learned any 
computer science is an unexpected statistic (Yadav et al.). On the other hand, about 43.1% of 

participants have learned business before. As business is an integral part of society that most 

people are aware of, the majority of participants never learning about business before is also an 

unexpected statistic. 
 

 
 

Figure 9. Participants'  Computer Science Experience 
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Figure 10. Participants’ Business Experience 

 

The data regarding the participants’ prior education in computer science and business only 
partially matches the data regarding the participants’ interest in these subjects. Among the 

participants, only 31.4% indicated that they found computer science interesting, while about 45.1% 

indicated that they found business interesting. The percentage of participants who found business 
interesting was relatively close to the percentage that had studied business before. In contrast, 

there was a significant difference between the percentage of participants who had learned 

business in school previously and the lower percentage of participants interested in business. This 

data could demonstrate the inaccessibility of business courses in high schools and other institutes 
of education. Alternatively, the data could also demonstrate the widespread accessibility of 

computer science education in the current world when compared to that of business. The interest 

in business is also emphasized through the responses to another question, in which 68.6% of 
participants indicated that they would play a game if it could help them gain a better 

understanding of business. 

 

 
 

Figure 11. Participants’ Computer Science Interest 

 

 
 

Figure 12. Participant’s Business Interest 
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Figure 13. Participants’ Business Game Interest 

 
According to the responses to the survey, the majority of participants seem to prefer learning by 

doing, with 23.5% indicating that they always prefer learning by doing and about 43.1% 

indicating that they mostly prefer learning by doing. In total, approximately 66.6% would rather 
learn by doing than learn by reading. These results represent how most individuals within the 

general public would be more enthusiastic to learn through a simulation, which could 

demonstrate a need for more simulations and interactive experiences to be incorporated into 

education. 
 

 
 

Figure 14. Participants’ Learning Preference 

 

Similar to the results above, the interests of the participants also seem to contradict the 

participants’ experiences with learning by doing. Only 45.1% of participants have reported that 
they have used an interactive simulation before. From these results, either the participants have 

engaged in learning through other means, such as participating in a lab rather than in a simulation, 

or they have not had easy access to simulations that could boost their learning and/or enthusiasm 
about certain topics. The lack of easily accessible simulations may be emphasized in another 

question, which asks the participants whether there should be more interactive simulations for 

more topics. An overwhelming majority of 92.2% responded with “Yes” to this question. Among 

the list of simulations that the participants have tried before, the most popular responses were 
flight simulations, car simulations, and virtual lab simulations. These responses are an indicator 

of how simulations are already being widely used in educational environments. 
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Figure 15. Participants’ Interactive Simulation Experience 

 

 
 

Figure 16. Participants’ Interactive Simulation Opinion 

 

When participants were asked whether they had played a game that was beneficial to them in 

some way, approximately 62.7% reported that they had. When asked to elaborate in the next 
question, many of the participants reported that the games were educational. A few responses 

indicated that games can improve reaction time, mood, critical thinking, and organizational skills. 

The genre of first-person shooter games (FPS) was most frequently associated with enhanced 
reaction time by the participants. Meanwhile, when bringing up enhanced critical thinking 

abilities, participants tended to mention strategy games more frequently. These patterns could 

indicate how certain genres of games can have greater benefits in certain areas. 

 

 
 

Figure 17. Participants’ Experience with Beneficial Games 

 

When asked what could be learned from the simulations and interactive experiences shown in the 

images, many of the participants gave only superficial responses such as they could learn just 
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what was specifically portrayed in the image. For example, in response to the image of a flight 
simulation, some participants stated that they could use such a simulation to learn how it looks 

and feels to fly a plane. However, other responses delved deeper, indicating in their responses 

that becoming a pilot requires handling complicated controls, much background knowledge, and 

strong multitasking ability. The majority of participants understood that what was being 
displayed in the picture was a word game, indicating in their responses that this game could help 

to expand vocabulary and test overall knowledge of English.Out of the 51 participants who had 

fully completed the survey and had given consent to their data being used in a research paper, 
only 11 of them were able to fully test the game and submit their responses. Among those who 

fully tested the game, every participant except one responded that they learned more about 

business and wished to see similar business simulations in the future. The participants noted that 
through the simulation, they better understood the layering relationship between profit and cost 

when it comes to business. Many of them also reported that they had become more mindful of 

how businesses operate and how complicated the inner workings of society can be. 

 

 
 

Figure 18. Participants’ Game Installation Experience  

 

 
 

Figure 19. Participants’ Learning Experience with the Game 
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Figure 20. Participants’ Interest in Future Business Simulations 

 
Although most of the participants did not test the game, they were able to view a video of the 

game and provide their responses in the survey as well. Based on the video, 36 out of 40 

participants who did not test the game for themselves stated that they were able to learn more 

about business from this simulation. 
 

 
 

Figure 21. Participants’ Learning Growth from Spectating the Gameplay 

 

 
 

Figure 22. Participants’ Interest in Future Business Simulations After Spectating 
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5. CONCLUSIONS 
 
The conclusion that was drawn from this research is that not many people understand business 

and simulations are a significant and effective educational tool to help people learn about 

business. Therefore, there could be a need for more easily accessible and understandable 

simulations regarding education for business to be created and advertised. The participants who 
answered the surveys are treated as a subset of the general public. After analyzing the survey 

responses, the general public appears to have some level of interest in the topic of business and is 

generally willing to learn more about it, but either does not have access to any simulations 
regarding business or does not know where to access such simulations. The majority of the 

participants believed that the simulation was useful for learning business and wanted more to be 

created in the future. Furthermore, despite business playing such a significant and integral role in 

society, many of the participants reported not having previous education in or knowledge of 
business; this reinforces the need to make business simulations more prevalent and accessible to 

the public. 

 
A limitation that was faced with the research was being unable to distribute the surveys to more 

individuals. Due to time constraints and the refusal of some individuals to either consent to have 

their data used in a research paper or take the surveys at all, the total sample size was 51. While a 
sample of 51 participants is large enough to account for variability, more participants would be 

preferable to reduce sample variability further. The sample size’s randomness and 

representativeness could be improved as well, as the surveys were only distributed through some 

social networks. If more effort and planning had been directed towards the distribution of the 
surveys, the reach of the surveys could extend beyond these few social networks and gather 

results from those who belong to various demographics. A method to include a more diverse 

sample is distributing physical paper copies of the surveys. The surveys would need to be simpler 
and quicker to complete as a result; making this change to the surveys could also prevent non-

responses, as some who take unnecessarily long and complicated surveys may give up on 

completing them partway through. 
 

Another limitation of the research was the inability to reliably have the Unity game regarding 

business education tested and evaluated by the participants. This game was solely created to be 

included in this paper, and the research originally involved asking all the participants who took 
the survey to test the game as well. However, some of the participants lacked access to a 

computer with modern enough specifications to comfortably and smoothly run the game. 

Furthermore, the method of transferring the game to the participants to evaluate involved 
transferring an entire Unity project as a zipped folder. Many of the participants were unfamiliar 

with Unity and found it difficult to follow the process of downloading Unity, installing the 

correct Unity version for the game, unzipping the Unity project folder, importing the game 

through this project folder, and trying the game by clicking on the Select Screen scene before 
clicking Play. In the end, participants were only required to take the surveys instead of both 

taking the surveys and testing the game. Therefore, the game was not able to play as important of 

a role in the research as had been initially planned. 
 

The most significant portion of the research to be added in the future is the testing and evaluation 

of the game by each of the previous survey participants. In the original study, an attempt was 
made to have participants test the game by transferring the entire Unity project as files over the 

internet, but some participants were unable to evaluate the game due to a lack of sufficient 

technology as well as an arduous and difficult-to-understand testing process. This obstacle can be 

overcome, however, by choosing a different method of testing. Currently, the best method would 
be to upload the game on a website, such as itch.io or GitHub. Asking participants to simply click 

a link and play a game from a website is a much more convenient and reasonable testing process 
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than the previously attempted method. Furthermore, using a website to play the game requires 
fewer resources and is less hardware-intensive than testing the game directly from Unity, which 

can allow even those with older, lower-spec computers to smoothly test the game. The only 

possible issue would be internet connectivity, but there are enough locations providing internet 

access to overcome this. Finally, having the game available online would allow for participants to 
come from a variety of locations and interact with the game at different times because they would 

not need to come to a single physical location to play the game.  

 
Since further research would involve the examination of the game, the research could also be 

improved upon by improving the game itself. Many features that could enhance the player’s 

experience have yet to be added to the game, including the addition of a win condition of 
reaching a target amount of money and a losing condition of having a negative balance. A 

detailed page that states the player’s total balance, along with the amount of money spent and 

gained in a day, would be crucial for the player to understand the scenario and can influence 

actions to make a higher profit the next day. Currently, the game is too static and unchanging, 
since replays of the game have only limited variation from each other. Therefore, adding 

potentially positive or negative random events and having the chefs’ levels depend on location 

could both greatly improve replayability and test the player’s ability to adapt. The game could 
also be polished by adding more animations, updating the map with improved graphics, 

introducing a pause menu along with an option to quit the game anytime, and adding more areas 

to the map. 
 

The effectiveness of already existing business simulations is another aspect of this that can be 

further investigated. While some sections of the literature review were able to address this point 

to some extent, this paper never emphasized the effectiveness of simulations that were 
specifically related to business as a main point. The paper covered the possible benefits of using a 

simulation to learn business interactively and the three factors in a business simulation. Covering 

the effectiveness of simulations can allow the observation of how much of each of these factors 
were utilized in certain simulations and if the benefits of using these simulations that were 

described in other works were significant. Including this aspect in future research would also tie 

in well with the evaluation of the Unity game that was meant to be included more in this paper, as 

the effectiveness of that game would also be tested. To test the effectiveness of the game, the 
sample size can be split into 2 groups. The experimental group would play the game, while the 

control group would receive a standard lesson on business. Both groups would take a test and the 

results could be compared to form a conclusion. Additionally, the surveys could be further 
enhanced to discuss specific features of the gameplay or the specific participant’s experiences. 

This information would be valuable in evaluating both how effective the simulation was and how 

participants responded to it compared to their other survey responses. If the simulation is proven 
to be an effective learning tool, policies may be created in the future for business education 

simulations to be applied to more high schools. Real-world applications of these simulations can 

enhance the financial literacy education of students. 
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ABSTRACT 
 
In this paper we present an experiment carried out with BERT on a small number of Italian 

sentences taken from two domains: newspapers and poetry domain. They represent two levels of 

increasing difficulty in the possibility to predict the masked word that we intended to test. The 

experiment is organized on the hypothesis of increasing difficulty in predictability at the three 

levels of linguistic complexity that we intend to monitor: lexical, syntactic and semantic level. 
To test this hypothesis we alternate canonical and non-canonical versions of the same sentence 

before processing them with the same DL model. The result shows that DL models are highly 

sensitive to presence of non-canonical structures and to local non-literal meaning 

compositional effect. However, DL are also very sensitive to word frequency by predicting 

preferentially function vs content words, collocates vs infrequent word phrases. To measure 

differences in performance we created a linguistically based “predictability parameter” which 

is highly correlated with a cosine based classification but produces better distinctions between 

classes. 
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Deep Learning Models, BERT, Masked Word Task, Word Embeddings, Canonical vs Non-
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Similarity Measures, Predictability Parameter. 

 

1. INTRODUCTION   
 

In this paper we will discuss in detail the set up and results of an experiment carried out with a 

small dataset of Italian sentences, using the output of the first projection layer of a Deep Learning 

model, the raw word embeddings. We decided to work on Italian to highlight its difference from 
English in an extended number of relevant linguistic properties.  

 

The underlying hypothesis aims at proving the ability of BERT [1] to predict masked words with 
increasing complex contexts. To verify this hypothesis we selected sentences that exhibit two 

important features of Italian texts, non-canonicity and presence of words with very low or rare 

frequency. To better evaluate the impact of these two factors on word predictability we created a 
word predictability measure which is based on a combination of scoring functions for context and 

word frequency of (co-)occurrence. The experiment uses BERT assuming that DNNs can be 

regarded capable of modeling the behaviour of the human brain in predicting a next word given a 

sentence and text corpus - but see the following section.  
 

It is usually the case that paradigmatic and syntagmatic properties of words in a sentence are 

tested separately. In this experiment we decided to test them together by combining non-
canonicity and infrequent word choice. Italian sentences are taken from two domains: newspapers 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121818
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and poetry domain. Italian bureaucratic and newspaper language can be easily understood by 
sufficiently literate people. This is not so for people affected by return illiteracy, which constitute 

a good majority of middle aged people. The second set of sentences taken from Italian poetry of 

last century is fairly hard to understand. This is due both to choice of infrequent words and 

uncommon structures. The hypothesis is that predictable masked words would be more frequent 
in the first than in the second set of sentences. In addition we expect the canonical version of the 

dataset to be more predictable.  

 
We decided to work with a small dataset which is made of 18 sentences with 150 content words 

which are then duplicated in the canonical structure thus summing up to 36 sentences and 300 

words. This has been done in order to be able to comment the import of every single masked 
word and its role in the overall sentence structure from a linguistic point of view. This has 

allowed us to come to precise conclusions on the type of errors the encoding phase systematically 

makes. In particular, the experiment has allowed us to evaluate the bias of the model towards one 

of the domains, the newswire one, where the best results have been obtained. In the case of the 
poetry domain, errors where in general mostly due to the absence of word embeddings with an 

appropriate context for the input word and the consequent inability to predict the masked word.  

 
The most important feature of the experiment is that all sentences are characterized by non-

canonical structures. Italian is a language in which non-canonical structures are fairly common 

due to the weakly configurational nature of the language and to the existence of the pro-drop 
parameter that allows sentences to freely omit lexically expressed subjects [2]. We then operated 

on the dataset in two ways: at first we reformulated the text obtained modifying each sentence 

structure in order to make it canonical. The inclusion of sentences from poetry has been done in 

order to focus on the effects of context in conjunction with word level frequency effects - a 
thorough syntactic and semantic description of these sentences can be found in [3]. The reason 

for this choice is that poetry is the only domain where rare words are used consistently thus 

making available a full real context of use for (very) low frequency words. The combined effect 
of using rare words in a non-canonical syntactic configuration and then restructuring the same 

sentence with a canonical structure allowed us to make important comparisons.  

 

Non-canonical sentences in Italian can be found in great number due to the pro-drop nature of the 
language which thus resembles Chinese and Japanese [4]. In addition, Italian is a 

morphologically rich language thus possessing a very large vocabulary of unique wordforms 

which, if compared to the total number of wordforms obtainable from the WordNet list of citation 
forms for English is an order of magnitude higher – from 500K to 5 million wordforms in Italian, 

only considering the corresponding number of grammatical categories [5]. We already discussed 

elsewhere [6] that languages like Italian, which have a rich morphology, need embeddings with 
higher dimensions and a vocabulary size more than doubled in order to account for the variety of 

semantically relevant wordforms. 

 

When referring to context in BERT, the whole preceding sentence portion is included. BERT 
being bidirectional the context will apply to both the right and the left previous sequence of 

tokens. However, when referred to Distributional Semantic Models, the context is usually 

determined by the number (2 to 5) of co-occurring tokens to be considered when building vectors 
for word embed- dings: if the masked word is the first word in the sentence only the right context 

will be available and this fact reduces the ability of prediction as shown by our data. The result of 

our experiment shows that DNNs are very sensitive to context and that frequency of occurrence is 
less relevant for word predictability – but see below.  

 

The paper is organized as follows: in the following section, we introduce briefly state of the art 

on the problem of word predictability as seen from the cognitive point of view; in section three 
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we present the experimental setup and the typology of non-canonical structures contained in our 
dataset; section 4 presents the experimental results and discuss its import for the predictability 

parameter, then our conclusion. In the Appendix we reported the translated version of the 

sentences, while the detailed analysis is contained in the Supplemental Material. 

 

2. WORD PREDICTABILITY IN COGNITIVE AND PSYCHOLINGUISTIC 

RESEARCH 
 

Word prediction or predictive language processing has been a foundational topic for 

psycholinguistic research in the last 50 years or so for all that concerns human sentence 
processing and comprehension. In this paper we intend to exploit the hypothesis presented lately 

in a number of papers [7, 8] where human word predictivity is compared and tested by the 

performance of DNNs in next-word-prediction tasks. In particular, in their conclusion, Schrimpf 
et al. comment on the results of their findings defining them as an attempt to create a viable 

hypothesis for modeling predictive language processing in human brain by the use of predictive 

artificial neural networks, specifying that so-called “transformer” models - BERT - are best-

performing models. In another paper (see [9]), they had already come to the conclusion that it is 
by the use of working memory as a whole that word predictivity works: i.e. the integration of all 

levels of language processing, lexico-semantic, syntax and knowledge of the world conspire to 

make word prediction viable in order to carry out the primary function of human language, “the 
extraction of meaning from spoken, written or signed words and sentences (see [8:2]). 

 

The question of word frequency and their predictability is dealt with in great detail in a paper by 

[10]. Words which have high predictability scores are also those which are somehow more 
related to the prior context, and words which are more related to the prior context are also easier 

to integrate semantically. “...there is no such thing as an unexpected word; there are only words 

which are more or less expected." (ibid. 309). In this approach, predictability changes from one 
word to the next due to syntactic and semantic constraints, eventually coming to the conclusion 

that speakers tend to choose words more likely to occur in a given context. 

 
Estimating the level of difficulty or the “surprisal” or unpredictability - of a word in a given 

context is done by the negative log probability measure which counts as 1 words fully predictable 

and as 0 those unpredictable, where the former ones convey no additional information as opposed 

to the latter. Thus, in a serial-search model imagining lexical access in a frequency sorted 
lexicon, the 100th most frequent word would take twice as long to access as the 50th most 

frequent word. As a consequence, most frequent words are less informative and are easier to 

pronounce and to understand. However, this may only be regarded as a theoretically viable 
hypothesis since even when words are infrequent and unknown they may still serve to formulate 

some meaning related bit of information and help in understanding the content of the utterance. 

From the results obtained in our experiment based on BERT raw embeddings, both frequency and 
context conjure to establish word predictability. In some cases it is clearly the low frequency to 

prevent embeddings to be made available, but in other cases - see the example of the ambiguous 

word "ora"/now-hour below - even though the word and the local context is fairly typical, the 

word is not predicted.  
 

A partly similar approach has been attempted by Pedinotti et al.[11], in a paper where they 

explore the ability of Transformer Models to predict transitive verb complements in typical 
predicate-argument contexts. Their results show clearly the inability to predict low frequency 

near synonyms, thus confirming the sensitivity of BERT-like models to frequency values. The 

experiment also included a version of the dataset where the surface syntactic structure of the 

sentences was modified in order to introduce non-canonical structures. In fact this was only 
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limited, though, to two cases: interrogative and cleft-structures. The second structure showed how 
the model suffered from non-recurrent word order by an important drop in performance (from 70 

to 38% accuracy). 

 

Another parameter which has loomed large in the cognitive literature is the relevance of the 
effort/time required to pronounce/read a word: a short word, both phonetically and as grapheme, 

is preferred and confirmed in an experiment based on semantic grounds by Mahowald et al. [12], 

where pairs of near synonym words inserted in frame sentences and user have consistently 
chosen the shortest ones as the most predictable. This seems to be confirmed by the well-known 

fact that the top range of frequency lists of wordforms are occupied by short words thus 

confirming the inverse correlation existing between word length and frequency. Most frequent 
words are not only the shortest but the ones with more senses as confirmed in a paper by 

Piantadosi et al. [13], hence the more frequent. To verify this we inspected the top 200 words in 

the frequency lists of ItWac for Italian and English and counted their number of syllables with the 

following results: Italian has 75 monosyllabic words and 125 words with more than one syllable; 
English has 149 monosyllabic words and 51 words with more syllables. The two languages have 

an opposite distribution as has also been documented in a previous paper [4]. In addition, English 

top 200 words contain only 30 content words, while Italian contains 61 content words, ten of 
which are morphological variants, English has only one morphological variant. 

 

3. THE EXPERIMENTAL SETUP 
 

We assume that word predictability can be characterized by two parameters: word (co-
occurrence) frequency/ies and linguistic complexity measured by syntactic/semantic related 

scoring functions. We evaluate word co-occurrence frequencies by means of embeddings as the 

cosine value made available by BERT in its first projection layer, using pre-trained models and 
no fine-tuning. We produced the whole experiment leveraging the ability of the Huggingface 

implementation [7]. We used BERT – with the Italian model taken from UWAC corpus, 

Umberto-commoncrawl - and examined the output of the first or projection layer3. In this way we 
intended to check the predicting ability of BERT on the masked word, by selecting in turn one 

content word at a time allowing BERT to use the rest of the sentence as a context to make 

appropriate predictions. Of course, we are aware of the fact that by training a DNN, its error rate 

may be reduced in cycles through back propagation. This involves comparing its predicted 
function value to the training data that we did not intend to use. Error reduction is done by 

computing the gradient of a cross entropy loss error function and proceeding by specified 

increments of the weights to an estimated optimal level, determined by stochastic gradient 
descent, which in the case of a test set, does not necessarily correspond to what has been learnt. 

It is a fact that words are represented in a DNN by vectors of real numbers. Each element of the 

vector expresses a distributional feature of the word - in our case by cosine values. These features 
are the dimensions of the vectors, and they encode their co-occurrence patterns with other words 

in a training corpus. Word embeddings are generally compressed into low dimensional vectors 

(200-300 dimensions) that express similarity and proximity relations among the words in the 

vocabulary of a DNN model. 
 

In the experiment we ran BERT by masking each content word and some function word, one at a 

time in order to be able to make a detailed error analysis and parameter evaluation. The text we 
use in the experiment has been organized to allow us to focus on the context: it is made up of 18 

sentences, 11 belonging to the newswire domain and 7 sentences belonging to Italian poetry of 

last century. All sentences are fully commented and analysed in a previous paper where parsers 

of Italian have been used to parse them and have resulted in an accuracy value below 50%. In a 
section below are the description of the non-canonical features of the sentences we used for the 

experiment. The English translation is available in the Appendix. We signed every sentence with 
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letter A for those belonging to the poetry domain - 7, and letter B for newswire domain - 11. The 
newswire sentences are taken from the treebank of Italian – VIT, Venice Italian Treebank – 

available also under UD repositories at https://universaldependencies.org; the poetry set of 

sentences is taken from publicly available collections of poets of the first half of the nineteenth 

century which have already undergone specific analysis in previous work(see [2;3]). 
    

In order to evaluate frequency values associated to each masked word, we cleaned the frequency 

list of Italian wordforms compiled on the basis of ItWaC - which contains approximately 388,000 
documents from 1,067 different websites, for a total of about 250M tokens. All documents 

contained in the PAISA‘ corpus date back to Sept./Oct. 2010. The itWaC corpus is available at 

https://wacky.sslmit.unibo.it/ accessed on October, 2021 -, deleting all numbers and websites. 
Then we created a list of 50000 most frequent wordforms to be used to check what words would 

be included by a model created on the basis of BERT tokenization module. Wordforms included 

are up to a frequency value of 1377. The remaining list is cut at frequency value 4, thus leaving 

out Rare words, made up of Trislegomena, Dislegomena and Hapaxlegomena, which is by far the 
longest list: it counts 1,642,949 entries. The inclusive List – the list that includes the 50000 plus 

the rest of wordforms down to and icluding words with frequency 4, is made up of 513,427 

entries. Then, we divided the 50000 vocabulary into two halves: first half with “high” frequency 
words, including three segments - highest, high and middle frequency words down to 10000 -, 

second half from 10000 to 1377 we call “low” frequency words. We then consider as “very-low” 

frequency words those included in the so-called inclusive List - from 1377 down to 4 occurrences 
-, and the remaining long tail are classified simply as “Rare Words”. The final classification is 

then organized into four classes: High, Low, Very Low and Rare. To make frequencies more 

visible, we mark with one asterisk words belonging to “Low”, with two asterisks words 

belonging to “Very-Low”, and three asterisks “Rare” words. 
 

4. THE DATASET AND NON-CANONICAL STRUCTURES 
 

As said above, Italian is very rich in number and types of non-canonical structures. This is also 
due to its being a direct derivation from Latin, a free word-order language (see [4]). Our approach 

has been previously adopted by other researchers but with slightly different aims that we describe 

in what follows. The first work is by Paccosi et al. [15] where the authors present a new dataset 

of Italian based on "marked" sentences, which is then used to verify the performance of a neural 
parser of Italian (TINT) on the dataset. The result for LAS dependency structures is 77%, 3 

points below the best results previously obtained on the UD corpus of Italian, which was 80% 

accuracy. This result confirms previous work documented also in [16] with a small dataset 
containing strongly marked sentences, which have been included in the text used in this paper, 

where the results were well below 50% accuracy. The authors make a detailed description of the 

type of marked structures they annotated in their treebank corpus. It is a list of seven structures - 
cleft, left dislocated, right dislocated, presentative "ci", inverted subject, pseudo-clefts, hanging 

topic - with a majority of Cleft sentences and Left dislocated sentences. As said above, similar 

results are obtained by the experiment presented in the paper by Pedinotti et al. [11] where in 

Section IV they test the ability of Transformers - they use RoBERTa - on a small dataset with 
surface syntactic structures different from the recurrent word order. They modify the sentences to 

produce cleft and interrogative versions of the same sentences. The result for core semantic roles 

- this is what they are testing - is a dramatic drop of performance from 0.65 of correlation in 
canonical transitive versions down below 0.35. 

 

When compared to the corpuses above, our dataset is smaller but it contains many more types of 

marked constructions, which makes it more difficult to come to terms with, and this is due mainly 
to presence of sentences from the poetry domain. We present now the structures contained in our 

dataset:  
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 complete argument inversion (the complement is fronted and the subject is in post verbal 
position) in sentence 7B - with copula deletion, and in sentence 17B with infinitival 

structure as subject; 

 object fronting (the object comes before the sub- ject at the beginning of the sentence) in 

sentence 2A and 5A; 
 adjective extraction (the adjective is extracted and fronted from the noun phrase) in 

sentence 13A and 14A; 

 PPadjunct preposing from participial clause in sentence 1B and 13A; 
 lexical verb left extraction (the main verb - un- tensed non-finite - is positioned before 

the auxil- iary/modal) in sentence 3A; 

 subject right dislocation (the subject is positioned after the complements) in sentence 3A 
and 6B; subject and object fronting (the subject comes be- fore the object and both are 

positioned before the main verb) in sentence 4A and 5A; PPspecification extraction from 

the noun phrase and fronted to the left in sentence 5A; 

 clitic left dislocation in sentence 8B; 
 object right dislocation (the object is positioned after the indirect object or the adjuncts) 

in sentence 10B; 

 parenthetical insertion (a parenthetical is inserted after the subject before the main verb) 
in sentence 11B and 16B; 

 adjective right extraction (the adjective is extracted from the noun phrase and positioned 

after the noun adjuncts) in sentence 11B and 14A; PPspecification right stranding - the 
PPof is stranded to the right out of the noun phrase in sen- tence 14B; 

 lexical verb right extraction (the main verb - un- tensed non-finite - is positioned after 

the comple- ments) in sentence 12A; 

 double parenthetical insertions (after the subject and after the verb complex and before 
the comple- ments) in sentence 15B and 16B; 

 clitic left dislocation with subject fronted as hanging topic in sentence 18B. 

 

5. EXPERIMENTAL RESULTS AND DISCUSSION 
 

The evaluation has been carried out in two modalities: the first modality considered only cosine 

values, while the second one introduced linguistically based similarity scores. In the first 
modality, only cosine values were considered as they were made available by the first five 

candidates computed by BERT. Word predictability has been measured by BERT raw word 

embeddings and their cosine measure, by masking one content word at a time - and a few 
function words. In case the masked word was present we took its cosine value disregarding its 

position; when it was not correctly predicted in the first five candidates we selected the first 

candidate and its cosine value. We then added all the values found at sentence level. Then each 

content word has been searched in the frequency list made available by the ItWac frequency list 
in order to evaluate its frequency impact. Frequency contribution was computed simply by each 

word position in the frequency list, dividing very frequent words from low frequency ones. 

 
We organized the experiment in three different configurations: on a first configuration, part of the 

sentences, the last 7 – are withheld with the aim to reduce the overall context at sentence level. 

This is done both for non-canonical and canonical structures. Then the last 7 sentences are added 
and the cosine values verified to see if predictions have been modified.  

 

Then the second evaluation modality: the linguistically based one. In creating our linguistic 

evaluation scheme, we assumed that a better form of evaluation should account for gradable 
differences between predictions in which the actual word is not found but the ones predicted are 

very “similar”. The word “similar” is then decomposed into its various linguistic aspects and we 
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have devised a graduality which may be turned into scores according to simple linguistic criteria. 
Similarity may attain morphological, lexical, grammatical, syntactic, semantic criteria. Thus the 

more the choices are close to the actual meaning and the linguistic usage of the expected word, 

the higher the score will be which we assume will be a real value from 0 to 1.  

 
Table 1. Graded Evaluation Scale for a Linguistically Based Similarity Scoring. 

 

 Identical (first position) = 1 

 Identical (second position) = 0.99 

 Identical (third position) = 0.97 

 Identical (fourth position) = 0.95 

 Identical (fifth position) = 0.93 

 Same word but different morphology = 0.8 

 Same word but different grammatical category = 0.7 

 Hyponym/Antonym/Meronym/Synonym word same morphology same grammatical 

category = 0.6 

 Hyponym/Antonym/Meronym/Synonym word different morphology same grammatical 

category = 0.5 

 Hyponym/Antonym/Meronym/Synonym word different morphology different grammatical 

category = 0.4 

 Different word same grammatical category same morphology – no semantic similarity - 0.3 

 Same grammatical category but different word – no semantic similarity = 0.2 

 Different grammatical category different word = 0.1 

 Punctuation, <ukn> = 0 

 
We applied the scores reported in the table to the whole set of sentences and computed the results 

in the two tables below. In Table 2. we evaluate the seven sentences from the poetry domain, and 

in Table 3. the eleven sentences from the newswire domain. We computed three main 

parameters: in column 2, Number of Words masked with respect to total number of tokens; in 
columns 3 and 4 we list words correctly predicted with the identical corresponding word 

respectively in the Non Canonical and in the Canonical sentence structure; then in columns 5 and 

6 we list the number of words with frequency values respectively Higher and Lower than a given 
threshold that we established at 10.000 occurrences. We also considered words that don’t appear 

in the 50000 vocabulary and reported them after a slash: we assume their import should be valued 

double. Thus for instance, in the Poetry text, we found 5 such words and the total number of Low 
Frequency Words is thus increased by 10 points. Finally, in column 7, we reported the result of 

applying the scoring function described in Table 1.  

 
Table 2. Evaluation of Poetry Sentences 

 
Sent.

No. 

No. 

Words/

Masked 

Non 

Canon.

Words 

Canon. 

Words 

High 

Freq.  

Words 

Low 

Freq. 

Words 

Ling. 

Evaluat. 

2.A 10/8 0 3 4 3/1 3.76 

3.A 14/9 3 4 6 3 6.04 

4.A 10/8 2 2 4 4 3.99 

5.A 9/6 0 0 4 1/2 2 

12.A 11/7 1 2 4 1 3.49 

13.A 15/7 0 0 5 0/2 2.4 

14.A 14/9 1 1 6 3/1 3.1 

totals 83/54 7 12 33 15/6=27 24.78 

ratios 0.65 0.583   0.818 0.4589 
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Table 3. Evaluation of Newswire Sentences 

 
Sent.

No. 

No. 

Words/
Masked 

Non 

Canon. 
Words 

Canon. 

Words 

High 

Freq.  
Words 

Low  

Freq. 
Words 

Ling. 

Evaluat. 

1.B 14/8 3 5 8 0 5.97 

6.B 6/5 2 3 5 0 3.84 

7.B 5/4 0 0 3 1 2.4 

8.B 10/7 1 2 6 1 2.37 

9.B 7/4 1 1 4 1 2.99 

10.B 12/9 1 1 7 2 4.79 

11.B 15/10 2 4 10 0 6.17 

15.B 25/10 7 7 8 2 8.23 

16.B 22/10 4 4 8 2 7.2 

17.B 15/9 6 6 10 0 7.1 

18.B 22/10 4 4 9 0/1 5.7 

totals 153/86 30 36 78 9/1=11 56.76 

ratios 0.56 0.834   0.141 0.66 

 

As can be easily noticed by comparing all parameters, poetry and news have opposite values. 

Quantities measured in column 2 show how the ratio of masked words is higher in poetry than in 
the news domain – 0.65 vs 0.56 -, the reason being that poetry text makes use of less grammatical 

or function words, like articles, clitics, prepositions which are highly predictable but are less 

informative. The first important parameter is the difference in number of masked words identified 
in Non-Canonical vs Canonical Sentences, and here again as can be easily noticed the newswire 

domain has a much higher score than the poetry domain – 0.834 vs 0.583. Then the second 

relevant parameter derived by the proportion of High Frequency words vs Low Frequency words 

and computed as a ratio between the sum of the absolute number of words plus a doubling of the 
number of very low frequency words.  Here the scores show the opposite relation, Poetry domain 

has a much higher number of Low Frequency words than Newswire domain – 0.818 vs 0.141. 

Eventually, the linguistic evaluation of every single masked word on the basis of its cosine 
measure and the graded scoring scale reported in Table 1. Here we see again a much higher 

overall score for the Newswire than the Poetry domain – 0.66 vs 0.4589. The difference in scores 

is approximately 20 points and is strongly comparable to the difference found in “context”, i.e. 
Canonical vs Noncamonical. 

 

The conclusion we can safely draw from these data is that in general the News domain has a 

higher linguistically and frequency-based evaluated prediction score: 
 

 because it has a much lower number of Low Frequency words  

 because it has a higher number of contextually predictable words in Non-canonical 
structures  

 

In other words, the relevance of context varies according to the domain: in the Poetry domain it is 
both dependent on word frequency and context, i.e. word structural position, but context seems 

more relevant. Not so in the Newswire domain where context varies less and frequency plays a 

higher role. 

 
One example is highly representative of the interplay between frequency and context and is the 

word "Ora", an ambiguous word with two homographs-homophones: one meaning "now", an 

adverbial contained in sentence n. 9 - the newswire domain; and another meaning "hour", a 
(temporal) noun, contained in sentence n. 5 - the poetry domain. Only the adverbial is predicted 
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in both structural versions. On the contrary, the noun is contained in a sentence belonging to the 
poetry domain where the overall context is not supportive for that word predictability.  

 

Below, we list the words which have been assigned a cosine value higher than 0.5 in canonical 

and non-canonical structures. All cases of non-canonical structures are included in canonical ones 
where four additional words are present. 

 
Table 4. Best cosine values for identically predicted masked words 

 
Sent. 
No. 

Masked 
Word 

Cosine 
Value Non-Can. 

Cosine 
Value Can. 

Phrase 
Including 

Lexical  
Type 

1 miei 0.88233  miei colleghi Function 

1 più  0.55960  più acuta Function 

11 questo  0.76715 questo libro Function 

11 esempi 0.65383  0.73481  esempi di 

carità 

Content 

15 come 0.9186  come già Function 

15 ha 0.97755   ha voluto Function 

16 viene 0.79483  viene 

interrogato 

Function 

16 senatore 0.80796  senatore a vita Content 

16 vita 0.99582   senatore a vita Content 

17 fare 0.81857  intervento da 

fare 

Content 

17 questi 0.96136  questi giorni Function 

17 giorni 0.83000  questi giorni Content 

17 detto  0.55038  ha detto Content 

18 modo 0.79384  modo di Content 

 

As a general remark, the comparison of function and content words we see that function words 
have a much higher cosine score than content words – with the exception of the collocation or 

polirematic form: “senatore a vita”/life_long_senator, where both "senatore"/senator and 

“vita”/life receive a high cosine value, again confirming the relevance of the context, which in 
this case is as relevant as that one of function words and is the most important parameter to 

consider. 

 

In Figure 1. below we show cosine values weighted by number of masked words -  by choosing 
always the value associated with the first candidate - when compared with weighted Linguistic 

Parameter, by listing sentences in descending order according to their score. Correlation 

evaluation between our Linguistic Parameter and Cosine values is estimated at 0.8705 when 
computed on absolute values, but it goes down to 0.6349 when using weighted values. News 

texts have overall higher parameters in both evaluations: the descending trend is however much 

more linear for linguistic parameters than for the cosine ones. 
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Figure 1. Comparing Sentence Level Cosine and Linguistic Weighted Parameters 

 

The predictability score is a parameter that combines the linguistically weighted output of the 
masked task which is based on embeddings’ cosine measure evaluation, and the frequency 

ranking of each word as reported in the ItWack vocabulary list. If we divide up the ratio of the 

evaluation score by the ratio of the frequency score we obtain the following predictability score: 

Poetry 0.4589 / 0.818 = 0.561, and News 0.66 / 0.141 = 4.68.  
 

In sum, even though the poetry domain has a smaller number of sentences and almost half the 

number of words than the newswire domain, the three parameters we evaluated show the 
correctness of our hypothesis. In the poetry domain the two main parameters – word frequency 

and word context - conspire to reduce the predictability score. The context in poetry domain is 

characterized by metaphorical usage of word combination thus dramatically reducing the ability 
of BERT to find embeddings. Thus context has a double dimension: word combination aiming at 

producing metaphorical meaning is accompanied by constituent displacement and discontinuity 

contributing surprisal effects due to non-canonical structures. These two aspects are further 

constrained by the low frequency of some words thus justifying the low value of the overall 
predictability parameter. The opposite applies to the news domain: word linear combinations 

remain fairly literal in their semantic usage thus favouring the possibility for BERT to find 

embeddings even when words have low frequency values. Absolute frequency is thus less 
relevant in the Newswire than in the Poetry domain. 

 

6. CONCLUSIONS AND FUTURE WORK 
 

In this paper we have proposed a word predictability parameter based on linguistically motivated 
information that we have tested in a highly constrained context determined by the combination of 

three fundamental factors for a sentence meaning understanding perspective on the prediction 

task represented by BERT masked task: use of infrequent words - as measured against the ItWac 
frequency list - and their phrase level combination – word poetic usage for metaphors w.r.t 

possible semantic association -, and their larger sentential context in uncommon syntactic 

structures – non-canonical structures. In order to be able to evaluate the different impact of the 
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three adversarial factors on masked word prediction, we have included in the dataset a higher 
number of sentences from newswire domain showing the same structural syntactic properties but 

lacking both the usage of very infrequent words – with a few exceptions - and their uncommon 

combination to produce metaphors. 

 
The results have clearly shown the ability of newswire sentences to receive an overall higher 

word predictability score thanks to the smaller effect of adversarial factors we investigated. The 

answer to the question: is frequency or context the determining factor for Transformer Language 
Models to predict the masked word, is both are, but their relevance depends on the domain. The 

news domain has less infrequent words and less uncommon non-canonical structures than the 

poetry domain, which is what explains the remarkable difference in final results. 
 

In future work we intend to proceed in two directions: enlarging the dataset and completing the 

experiment using DNNs. We intend to use sentences contained in the treebank of Italian called 

VIT [3] - which is made up of 11,000 sentences - where some 30% of sentences have been 
manually classified as non-canonical. Using this dataset we will produce a set of experiments 

based on Machine Learning always using some variant of BERT, at first with a totally 

unsupervised approach, and finally a fully supervised approach also introducing syntactic 
information as has been done in a recent task we participated [17]. 
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Appendix - English Version of the Canonical and Non-Canonical Text 

 

1.B Today I thank for the courtesy on several occasions demonstrated to me and my colleagues. 2.A She 

alone maybe the cold dreamer would educate to the tender prodigy. 3.A I think of a green garden where 

with you resume can conversing the soul maiden. 4.A If spring my generous heart choked of deaf spasms. 
5.A Neither the oblivious enchantment of the hour the iron-like beat grants. 6.B Becomes thus sharper the 

contradiction. 7.B Good instead overall the rest. 8.B An important decision Ghitti reserved after the 

holidays. 9.B The important thing is now to open it more. 10.B His information would also give to the 

guidelines of laique democracy greater boosts. 11.B In this book Maria Teresa, they explain at 

Mondadori’s, will give examples of charities concrete. 12.A Said that they have his heart from inside the 

chest removed. 13.A The reluctant opinions and not ready and in the midst of executing works hampered. 

14.A An echo of mature anguish revverdived to touch signs to the flesh dark of joy. 15.B The government, 

therefore, though giving up the absolute majority, has wanted, as already in IMI, focusing on a gradual 

privatization. 16.B At a conference in the Viminale the minister, when he is questioned on the senator to 

life, at first does not understand the name. 17.B First intervention to do, he said these days, is to implement 

the reform. 18.B I conceive the private as a work method, as work contracts, as a way to manage in short.   
 

1.Bc Today I thank you for the courtesy demonstrated to me and my colleagues on several occasions. 2.Ac 

Maybe the cold dreamer educated her alone to the tender prodigy. 3.Ac I think of a green garden where the 

soul maid can resume conversing with you. 4.Ac Spring if you choked my generous heart of deaf spasms. 

5.Ac Neither the iron-like beat of the hour grants the oblivious enchantment. 6.Bc The contradiction 

becomes thus sharper. 7.Bc Instead, overall the rest is good. 8.Bc Ghitti reserved an important decision 

after the holidays. 9.Bc Now it's important to open it more. 10.Bc His information would also give greater 

boosts to the guidelines of laique democracy. 11.Bc In this book Maria Teresa will give concrete examples 

of charities, they explain at Mondadori’s. 12.Ac They said they took off his heart from the chest. 13.Ac 

The reluctant opinions and not ready works hampered in the middle of executing. 14.Ac An echo of mature 

anguish revverdressed to touch signs of joy obscure to the flesh. 15.Bc So the government wanted to focus 

on a gradual privatization while giving up the absolute majority as already in IMI. 16.Bc At a conference in 
the Viminale, when he is questioned on the senator to life at first the minister does not understand the 

name. 17.Bc To implement the reform is first intervention to do, he said these days. 18.Bc I conceive the 

private as a work method, such as work contracts, as a way to manage in short. 

 

Supplemental Material 
 
Sentence 1.B - Oggi ringrazio della cortesia in più occasioni dimostrata a me e ai miei colleghi. 1.Bc Oggi 

ringrazio della cortesia dimostrata a me e ai miei colleghi in più occasioni.  

 

The sentence belongs to the newswire domain: it is computed best in the canonical form, with 5 words over 

8 while the non-canonical version has only 3 words predicted correctly – only ”più/more”,  

"occasioni/chances" and "miei/my". Cosine values are not particularly high except for "miei/my" the 

possessive which being in its attributive position has a favourable predictive condition. “Oggi” is wrongly 
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predicted as being a separator with very high value, “ ‹s› 0.99998”. It can be noted that “ringrazio” is 

partially predicted by “Grazie” in first position but very low value 0.14397. Now the canonical version: 

Ringrazio (0.0238), più (0.287), occasioni (0.545), dimostrata (0.165), miei (0.882). Interesting to note that 

the three words predicted in both structural versions have the same cosine values. When we add the 

remaining 7 sentences, another word is predicted, colleghi (0.076). No connection with frequency values of 
the missing words: they are all positioned in the high part of the frequency list – excluding “più” and 

“miei” which are grammatical words and are positioned close to the top.  

Frequency List: °-più; °-miei; °-Oggi; °-colleghi; °-occasioni; °-ringrazio; °-dimostrata; °-cortesia 

 

Sentence 2.A - Lei sola forse il freddo sognatore educherebbe al tenero prodigio. 2.Ac Forse il freddo 

sognatore educherebbe lei sola al tenero prodigio. 

 

The second sentence belongs to the poetry domain. The original non-canonical version has no candidate 

found in the first 5 positions. This may be due to presence of a rather infrequent word like 

“educherebbe/would+educate” as main verb which only appears listed low only in the Upper List. On the 

contrary, the canonical form has three words predicted: first “Forse/Maybe “, second word “lei/She”,  and 

third word “solo”/alone but with wrong masculine morphology. However, these words are correctly 
predicted with low cosine values - Forse (0.149), lei (0.0355) solo (0.0145). No version provides useful 

approximations of the meaning of the missing words even though “freddo/cold” is included in the high 

portion of the 50000 vocabulary. As to the remaining words, they are still included in the Vocabulary but in 

the lower portion. It is important to note that the lack of prediction can only be motivated just because by 

combining not so frequent words in unusual combination has produced metaphors like “cold dreamer”, 

“tender prodigy”, in association with a verb like “educate”.  

Frequency List: °-solo; °-lei; °-Forse; °-freddo; *-tenero; *-prodigio; *-sognatore; **-educherebbe 

 

Sentence 3.A - Penso a un verde giardino ove con te riprendere può a conversare l'anima fanciulla. 3.Ac 

Penso a un verde giardino ove l'anima fanciulla può riprendere a conversare con te. 

The non-canonical version of this sentence has two words correctly predicted, giardino/garden, ove/where 
and a third word with different morphology, in slot 5, 

Pensa/Think(3rd+person+singular+present+indicative), rather than Penso(1st+person). In the canonical 

version we find correctly Penso/think in second slot, and another word is added può/can, the modal 

auxiliary that is now positioned correctly in front of its main verb "riprendere/restart", which is by itself a 

very frequent verb. As to cosine values, we have the following low values for the canonical version: Penso 

(0.085), giardino (0.194), ove (0.146), può (0.0865). The non-canonical version has a lower value for 

Penso but a higher value for giardino (0.291). In the longer context, the interesting fact is constituted by the 

substitution of “Pensa” with fino/until in the non-canonical version; while in the canonical version 

Penso/think is moved to a worse position from second slot to last slot, slot 5 and a lower cosine value 

(0.06112). As to the non-predicted noun modifier "fanciulla/maid", this is certainly an unusual combination 

even though the two words are highly frequent. The result of the combination is of course a beautiful 

metaphor which combines “primavera”/spring with “fanciulla”/maid and the garden. Notice the different 
position of Penso+1st+pers, with respect to Pensa+3rd+pers which is by far less frequent. Now consider the 

word conversare/conversing which receives the following list of non-word predicted candidates: erare/?? 

(0.4455), rare/rare?? (0.16737), lare/?? (0.0549), mare/sea?? (0.0479), scere/?? (0.03124). Apart from 

RARE and MARE which I don’t regard being selected for their current meaning but just for being part of 

the list of subwords, the remaining segments are all meaningless and bear no semantically useful relation 

with the masked word CONVERSARE. 

 

Frequency List: °-può; °-ove; °-anima; °-verde; °-Penso; °-riprendere; *-Pensa; *-fanciulla; *-conversare 

Sentence 4.A - Se primavera il mio cuor generoso soffocasti di spasimi sordi. 4.Ac Primavera,  se 

soffocasti il mio cuor generoso di spasimi sordi. 

In this sentence only the phrase "mio cuor"/my heart is predicted in both structural versions. mio (0.291), 
cuor (0.394). The word “Primavera”, which is the first word in the canonical version, has no close 

prediction: as happens in all sentences, the prediction is totally missed whenever a content word appears in 

first position. In the non-canonical version, the word comes second, after the conjunction “Se”/If, which 

predicts the appearance of an auxiliary BE/HAVE in their correct morphological word form – fossi/were, 

avessi/had in both cases with first person morphology, but also fosse/were, and the last two: con/with and 

solo/alone. The version with the addition of the 7 sentences has the worsening effect of introducing a 
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subword in place of  con/with, MMAI which I assume derives from the wrongly split SEMMAI/if+ever. 

The word has been wrongly split because the segment SE is wrongly – at least in the word SEMMAI - 

regarded as a legitimate segment due to its very high frequency. Again the problem seems the unusual 

combination of the remaining words which are fairly common, apart from soffocasti/choked which is not 

included in the frequent nor in the Rare wordform list; and spasmi/spasms which is only included in the 
Upper List. In other words, it’s their metaphorical import that prevents the correct prediction. However, it 

is the position that produces the worst results: the adjective “sordi/deaf” in predicative position is predicted 

as a punctuation mark in both structural versions.  

Frequency List: °-Se; °-mio; °-cuore; °-primavera; *-generoso; *-Primavera; *-sordi; **-spasmi 

 

Sentence 5.A - Né l'oblioso incanto dell'ora il ferreo battito concede. 5.Ac Né il ferreo battito dell'ora 

concede l'oblioso incanto. 

This sentence is the worst case of the poetry domain lot: it has no word predicted neither in the non-

canonical nor in the canonical version. This may be due to the presence of a very infrequent word 

"obliosi/oblivious". However, we notice the presence of an unusual combination of the attributive 

metaphoric use of "ferreo/iron-like", a rather unusual word. But of course, it is just the combination of 

words used to build a powerful metaphor that prevents predictions to take place. It is worthwhile noting 
that "incanto"/enchantment is substituted by ten candidates semantically loosely related to the domains 

evoked by the masked word: temporal dimension (rhythm, stepping, passing, proceeding, beat), and a 

condition of the contemplating mind (silence, rest, meaning, thought, sound). Also another important 

remark regards the inability to predict the ambiguous word "ora"/hour, homograph with "ora"/now, thus 

clearly showing that context is the determining factor.  

Frequency List: °-ora; °-Né; °-concede; °-incanto; *-battito; **-ferreo; **-oblioso 

 

Sentence 6.B - Diventa così più acuta la contraddizione. 6.Bc La contraddizione diventa così più acuta. 

This sentence has different predicted words in the two structural representations, Diventa/Becomes is 

present in both. Then "così/so" and "più/more"  are predicted in the canonical sentence - diventa (0.215), 

così (0.0439), più (0.559); while in the non-canonical structure only acuta/sharp is predicted, acuta 
(0.0441), and the cosine value for "Diventa" is lower being in sentence first position.   The canonical form 

has predicted the discourse marker "così/so" positioned in sentence center: not so in the non-canonical 

structure where we can again assume that it is the position right after the verb at the beginning of the 

sentence that does not allow the prediction, notwithstanding its high frequency. Now consider the high 

frequency of "contraddizione" which is not predicted presumably because of its position at the end of the 

sentence: the first candidate is the subword “mente” with cosine value (0.16536), followed by 

sensibilità/sensibility, coscienza/conscience, gioia/joy.  

Frequency List: °-più; °-così; °-contraddizione; °-acuta; *-Diventa 

 

Sentence 7.B - Buono invece in complesso il resto. 7.Bc Invece in complesso il resto è buono. 

No word was predicted in either versions. In order to transform the original non-canonical version in the 

corresponding canonical one we added the copula "è" that is missing in the original sentence. This is 
predicted in the canonical version but since it has been added we do not count it for the actual predictive 

task. All the words are very frequent. As will be clarified further on, whenever the first word of the 

sentence coincides with a discourse marker or a conjunction the prediction is very close if not equal. This is 

the case for the canonical form of the sentence starting with “Invece”/Rather, which has the five following 

best predictions: “Ma”/But, “E”/And, “Però”/However, “Più”/More, “Ed”/And, all belonging to the same 

grammatical category and in two cases, also to the same semantic type (“Ma”, “Però”). Considering the 

status of the adjective “Buono”/Good which comes in first position in the non-canonical structure and in 

second position in the canonical one, one can clearly realize the importance of the respective position and 

the context on the ability of BERT to predict. In the first case, the word coming first position has no left 

context and there is no similarity, not even at a grammatical level: only conjunctions and verbs are 

predicted. On the contrary, in the canonical form, “buono” appears as predicate in a copulative structure 
and the predictions are very close: diverso/different, risolto/resolved, compiuto/achieved, 

secondario/secondary, positivo/positive.  

Frequency List: °-invece; °-resto; °-complesso; *-Buono 

 

Sentence 8.B - Una decisione importante Ghitti l'ha riservata a dopo le feste. 8.Bc Ghitti ha riservato una 

decisione importante a dopo le feste. 
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Only one word is predicted in both versions but it is not the same word. The canonical version predicts 

"importante/important", (0,0605), the non-canonical version predicts "dopo/after", (0.0152). As can be 

noticed, the cosine values are very low and again the frequency of occurrence of the words contained in the 

sentence is fairly high - excluding the proper name “Ghitti” which does not exist in the overall frequency 

list. The unexpected fact is constituted by the inability to predict the auxiliary “ha”/has in the non-canonical 
structure – as opposed to what happens in the canonical one -, and the association in fourth slot of a non-

word like “vamteen“, presumably a subword of some kind. The only explanation could be the presence of a 

past participle with feminine+singular ending which is only allowed by presence of the resumptive clitic 

“la” needed to construct the Clitic Left Dislocation of the object NP “Una decisione importante”. As said 

above, the canonical version predicts the presence of the auxiliary HAVE in the correct form and also in 

two additional morphologically possible forms: “aveva”/had+3rd+pers and 

“avrebbe”/would+have+3rd+pers; final word predicted in the other auxiliary legal form “è”/is.  

Frequency List: °-dopo; °-importante; °-decisione; °-riservata; °-feste; ***‹ukn›-Ghitti 

 

Sentence 9.B - L'importante ora è aprirlo di più. 9.Bc Ora è importante aprirlo di più. 

This sentence is perhaps too short and only function words are captured by BERT embeddings: ora/now 

(0.3825) più/more (0.0911). The ambiguous word "ora"/now is better predicted in the non-canonical 
structure - in first position - for the availability of right context - the canonical version predicts "Ora" in 

fourth position (0.0844). Again this is not relatable to a frequency problem but just structural problems, 

with the exception perhaps of the final word "aprirlo" which is only present in the very-low frequency list. 

In fact, in the canonical version, "aprirlo"/open+it is substituted by  cliticized verbs - though semantically 

unrelated, however, showing that the morphology has been captured correctly. As to 

"importante"/important, it does not appear in the first five candidates, but it is predicted in sixth position 

(0.04902).   

Frequency List: °-ora; **-aprirlo 

 

Sentence 10.B - Le sue informazioni darebbero anche agli orientamenti di democrazia laica maggiori 

spinte. 10.Bc Le sue informazioni darebbero maggiori spinte anche agli orientamenti di democrazia laica. 
This sentence has the same predicted word "maggiori/major" in both structural representations. As before, 

the words are all very frequent with the exception of “darebbero/+would+give, which is below the 

threshold and is only part of the “very+low” List. Now consider the word spinte/boosts: predicted masked 

words are as follows: certezze/certainties (0.0852), garanzie/guarantees (0.0824), informazioni/information 

(0.04183), taria/tary (0.04003), opportunità/opportunities (0.0383). The fourth slot contains a subword, in 

fact a non-word, which is assigned a score higher than the one assigned to “opportunities”. The question is 

that the masked word is not frequent enough to be able to collect the co-occurrences required. As a result, 

even very low scored embeddings are considered. The non-word gets a slightly better score when the text is 

considered as a whole with the last 7 sentences added, up to (0.06002), but remains always in fourth 

position.  

Frequency List: °-anche; °-informazioni; °-sue; °-maggiori; °-democrazia; °-orientamenti; °-laica; *-spinte; 

*-darebbero 
 

Sentence 11.B - In questo libro Maria Teresa, spiegano alla Mondadori, darà esempi di carità concreti. 

11.Bc In questo libro Maria Teresa darà esempi di carità concreti, spiegano alla Mondadori. 

In this sentence there is a striking difference in prediction between the two structures. The non-canonical 

version has only two words predicted, "libro/book" and "esempi/examples", libro (0.0242), esempi (0.653). 

On the contrary, in the canonical version BERT manages to predict four words, "questo/this", 

"Maria/Mary", "Teresa/Therese", "esempi/examples", questo (0.767), Maria (0.283), Teresa (0.141), 

esempi (0.734). Strangely enough, the word "libro" does not figure in the first five candidates. Useless to 

say, the remaining words are all very frequent. The third run with a longer text including the following 7 

sentences gives interesting results: “Teresa” now becomes first candidate substituting the previously 

chosen first candidate “ci”/us. The word  “esempi”/examples, predicted as first candidate, in the text is 
followed by “carità”/charity which is not predicted in both version: in its place, the first candidate is again 

“esempi”, thus certifying that predictions are made one word at a time disregarding the textual context. 

Now consider the adjective “concreti” which has been dislocated and is disjoined from its head, “esempi”. 

The list of five candidates for the canonical version is the following: “cristiana+fem+sing”/Christian 

(0.1919), ‘.’ (0.0909), ‘,’ (0.0387), “civile+sing”/civil (0.0383), “esemplare+sing”/exemplar (0.0222). 

None of the candidates is plural in number as it should be, if the morphology of Italian has to be respected. 
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On the contrary, the first candidate agrees both in number and gender with the preceding word 

“carità+fem+sing”/charity, which is not to be considered the correct nominal head. The non-canonical 

version has one punctuation mark less and an additional adjective “pastorale+sing”/pastoral. \ 

Frequency List: °-questo; °-libro; °-esempi; °-carità; °-concreti; °-darà; °-spiegano; °-Mondadori 

 
Sentence 12.A - Disse che gli hanno il cor di mezzo il petto tolto. 12.Ac Disse che gli hanno tolto il cuore 

di mezzo il petto. 

This sentence from the poetry subset has only one word in common "cor/heart" and an additional word 

predicted in the canonical structure, "tolto/taken+off". The cosine values are all very low, cor-cuore 

(0.1019), for the non-canonical, and cor-cuore (0.0756), tolto (0.156) in the other structure. Interesting 

enough, when using the configuration with the whole text, also “mezzo/means” is predicted in second slot.  

Frequency List: °-mezzo; °-cuore; °-petto; °-tolto; *-Disse 

 

Sentence 13.A - I ritrosi pareri e le non pronte e in mezzo a l’eseguire opere impedite. 13.Ac I ritrosi 

pareri e le opere non pronte e impedite in mezzo a l’eseguire. 

No prediction found by BERT in the two structural representations - with the exception of "mezzo"/means 

which however is only appearing in 8th position and not considered in this evlauation. However it is 
important to note that the previous seven predicted words are in fact only subwords, mostly meaningless, 

and some having a corresponding identical wordform with a totally different meaning. Here they are: 

"dotti"/learned+mas+plur, "dotte"/learned+fem+plur, "tente"/meaningless, "sistenti"/meaningless,  

"sistenza"/meaningless, "difficoltà"/difficulty, "fami"/meaningless. As to their frequency, words are mostly 

frequent but there are two missing words in the overall frequency lists: "ritrosi/reluctant" and 

"impedite/hampered". These two words may have been supplemented as subwords but with no useful 

context for the current analysis. The five candidates appearing are as follows: for “ritrosi” we have - 

suoi/his+hers, non/not, buoni/good+masc+plur, mal/bad(truncated), loro/their+them+they; and for 

“impedite” - ‘.’, buone/good+fem+plur, inutili/useless+plur, nuove/new+fem+plur, 

pubbliche/public+fem+plur. In all of these cases, even if the correct word has not been predicted, the 

morphology has been matched correctly.  
Frequency List: °-mezzo; °-opere; °-pareri; °-eseguire; °-pronte; ***ritrosi; ***impedite 

 

Sentence 14.A - Un’eco di mature angosce rinverdiva a toccar segni alla carne oscuri di gioia. 14.Ac 

Un’eco di mature angosce rinverdiva a toccar segni di gioia oscuri alla carne. 

This is another sentence from poetry domain very hard to tackle and to understand. Both the canonical and 

the non-canonical analyses have just one word found, "eco/echo" (0.0984). Of course the main verb 

"rinverdiva" is not amongst the frequent words in the list: in fact, it is missing. The remaining words are 

frequent but they are organized in a peculiar structural configuration with the declared aim to produce 

metaphors. No changes or improvements when the sentence is analysed with the canonical version of the 

text. As we did for example 11, we now consider the discontinuous adjective “oscuri+masc+plur”/obscure 

and the morphology of the five candidates predicted. In the non-canonical version we have: 

“pieni+mas+plur”/full (0.5461), “piena+fem+sing”/full (0.0486), “e”/and, ‘,’, “pieno+mas+sing”/full 
(0.0216). Now the canonical version: “fino”/until (0.1139), “intorno”/around (0.1139), “dentro”/inside 

(0.1001), “sino”/until (0.0476), “vicino”/close (0.0437). As can be noticed, all of the predicted words for 

the non-canonical structure are function words and none – with the possible exclusion of the ambiguou 

“vicino+mas+sing” - is an adjective. The reason for this lack of grammatical match may be due to the 

presence of the articulated preposition “alle”/to the+fem+plur in the canonical version. In the non-

canonical version the word “oscuri” was followed by a preposition “di” which is the most frequent 

wordform with 65 million occurrences.  

Frequency List: °-alla; °-carne; °-gioia; °-segni; °-toccare; °-eco; *-oscuri; *-mature; *-angosce; 

***rinverdiva 

 

Sentence 15.B - Il governo, quindi, pur rinunciando alla maggioranza assoluta, ha voluto, come già 
nell'IMI, puntare a una privatizzazione graduale. 15.Bc Quindi, il governo ha voluto puntare a una 

privatizzazione graduale pur rinunciando alla maggioranza assoluta come già nell'IMI. 

 

This long sentence belongs to the domain of the news and even in its non-canonical structure, it is more 

linear and thus more predictable. There are seven words predicted (over ten we masked) in the two 

versions: governo/government (0.304), maggioranza/majority (0.0377), assoluta/absolute (0.349), ha/has 
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(0.977), voluto/wanted (0.491), puntare/aim (0.0385). The proper name IMI is in the very low list. 

Strangely enough the function word come/like (0.1925/0.9186) is predicted as first candidate in its non-

canonical position, as second position ,but with a much lower cosine measure in canonical position.  

Frequency List: °-governo; °-maggioranza; °-voluto; °-assoluta; °-puntare, °-privatizzazione; °-graduale; *-

rinunciando; **-IMI 
 

Sentence 16.B - In una conferenza al Viminale il ministro, quando viene interrogato sul senatore a vita, 

sulle prime non capisce il nome. 16.Bc In una conferenza al Viminale, quando viene interrogato sul 

senatore a vita sulle prime il ministro non capisce il nome. 

 

There are four words predicted in this long sentence, again in the domain of the news, in the canonical and 

the non-canonical structures. They are: ministro/minister (0.497), viene (0.795), senatore/senator (0.808), 

vita/life (0.996). Again, most words are very frequent. An apparent difficulty is constituted by presence of 

a multiword: "sulle prime/at first" which may be hard to distinguish and differentiate on the basis of the 

context. In fact, in both structures, “prime” is substituted by riforme/reforms, banche/banks, 

dimissioni/resignation , pensioni/pensions, cose/things.  

Frequency List: °-vita; °-viene: °-nome; °-ministro; °-prime; °-senatore: °-conferenza; °-capisce; *-
interrogato; *-Viminale 

 

Sentence 17.B - Primo intervento da fare, ha detto in questi giorni, è di attuare la riforma. 17.Bc Primo 

intervento da fare è di attuare la riforma, ha detto in questi giorni. 

 

This is another fairly simple sentence which has the major number of predicted words in the whole set in 

relation to the total number in the sentence. There are six words predicted both in the canonical and the 

non-canonical version: "fare/do" (0.818), "ha/has" (0.283), questi/these (0.961), giorni/days (0.83), 

riforma/reform (0.194). The only difference being the slot assigned to riforma/reform, which has first slot 

in the canonical version and second slot in the non-canonical one, preceded by Costituzione/Constitution. 

Useless to say, the missing words are all very frequent.  
Frequency List: °-fare; °-giorni; °-detto; °-intervento; °-riforma; °-Primo; °-attuare 

 

Sentence 18.B - Io il privato lo concepisco come un metodo di lavoro, come contratti di lavoro, come 

modo di gestire insomma. 18.Bc Io concepisco il privato come un metodo di lavoro, come contratti di 

lavoro, come modo di gestire insomma. 

 

In this final sentence again belonging to the newswire domain, there are four words predicted: 

metodo/method (0.0618), lavoro/work (0.214), lavoro/work (0.214), modo/way (0.794). Again very 

frequent missing words, apart from "concepisco/surmise" which is the only word present in the Rare-

Words list. When analyzed with the canonical version of the text, the word lavoro/work moves from third 

to first slot, with a slightly improved cosine score. 

 
Frequency List: °-lavoro; °-modo; °-Io; °-contratti; °-privato; °-metodo; °-insomma; °-gestire; ***-

concepisco.   
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ABSTRACT 
 
In an era of machine learning, many fields outside of computer science have implemented 

machine learning as a tool [5]. In the financial world, a variety of machine learning models are 

used to predict the future prices of a stock in order to optimize profit. This paper preposes a 

stock prediction algorithm that focuses on the correlation between the price of a stock and its 

public sentiments shown on social media [6].We trained different machine learning algorithms 

to find the best model at predicting stock prices given its sentiment. And for the public to access 

this model, a web-based server and a mobile application is created. We used Thunkable, a 

powerful no code platform, to produce our mobile application [7]. It allows anyone to check the 
predictions of stocks, helping people with their investment decisions. 

 

KEYWORDS 
 
Stock, Machine learning, Thunkable. 

 

1. INTRODUCTION 
 
Stock market plays an important role in the modern world [8]. It facilitates and efficiently 

allocates resources to the industries, or more specifically, companies who show promising 

outlook. There is no doubt that one can make a lot of money by investing in the stock market, 
which incentivize many to study the stock market, in hope of finding a better investment strategy 

[9]. Our application uses machine learning to figure out a stock’s trend and then make a 

prediction on its price. The system can be run automatically, in comparison to analyzing a stock 
manually. This method is more advanced, efficient, and is friendly to the common users. 

 

Many research papers have discussed the different factors that can affect a stock’s prices [3], and 

the different methods to approach stock prediction [1]. Some focus on creating a more accurate 
sentiment analysis model. They implemented a “novel sentiment index”, which weights each 

stock review differently and takes in consideration of many other potential effects on a stock’s 

price [4]. However, these sources of data might not be good representations of the public, since 
the weight of each review is not equal. 

 

As previous studies suggest, taking social sentiment into consideration can help improve stock 
predictions [3]. Our project follows the path of those who used sentiment analysis to predict stock 
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prices. The difference is that we do sentiment analysis on any user’s tweet from Twitter.com. We 
believe that Twitter.com is able to offer more globalized opinions of everyday investors. We then 

use TextBlob, a Natural Language Processing library, to analyze the tweets [10]. The number of 

tweets who held positive, negative, or neutral outlook on the stock is recorded respectively in a 

realtime database. We then put the data into a machine learning model, which is hosted on a web-
server, to get a prediction. The web server allowed us to make something new — a simple, easy 

to use mobile application that is designed for everyday investors. It communicates with the web 

server and displays the prediction of a stock’s price change when its ticker symbol is entered into 
the application by the user. Our application aims to help users make their investment decisions. 

 

For the above-mentioned machine learning model, specifically, we are using Scikit-learn’s Linear 
Regression model. We will prove to you that this model performs better than polynomial 

regression and Bayesian regression on a dummy dataset. And we will show you the relevance of 

each factor in the machine learning process. 

 
The rest of the paper is structured as follows: Section 2 list out the challenges we encountered 

while doing this research; Section 3 focuses on the details of our solutions corresponding to the 

challenges that are mentioned in Section 2; Section 4 explains the experiments we did, which also 
acts as a supplement to Section 3 as it details part of the solution to the aforementioned 

challenges; Section 5 presents related works; Section 6 provide the conclusion and end this paper 

with future works. 
 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. Performing Large-Scale Data Collection and Sentiment Analysis 
 

In order to build and train an accurate machine learning algorithm, a large amount of data is 
needed, since if we are only taking the comments from a couple people regarding the stock, the 

overall sentiment can be highly biased because each person has a great weight to the overall 

sentiment [11]. And on top of that, we need to be able to consistently extract data, since the 
project is aimed to be updating on a daily basis.  

 

When the data is gathered, it will then be analyzed using a Natural Language Processing 

algorithm. The difficult part is to figure out which algorithm to use. Since our data is specific to 
stock trading, it has special terminologies and phrases such as “AAPL to the moon!!!” These may 

be difficult to analyze. 

 

2.2. Optimizing the Prediction Model with High Accuracy 
 

We were in face of a big problem — which machine learning model should we use to make the 
prediction? Also, which variables are actually relevant to a stock? Is it the public sentiment? The 

price? or other variables?  

 
We conducted a total of three experiments to figure out the aforementioned questions. 

Experiment 1 compares the result of three different types of machine learning model. Experiment 

2 compares the result of 3 different configurations of the polynomial-regression. Experiment 3 
compares the accuracy of the linear-regression model with different categories of input data cut 

off. These experiments will be explained in detail in Section 4. 
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2.3. Making a User-Friendly Interface to Display the Data 
 

The goal of our project is to help casual investors invest in the stock market. So naturally, there 

has to be a way that the end-users can access our prediction results of the stocks. Thus we created 
a mobile application. We aim to have a simplistic design and a user-friendly interface for the 

application. This part is further discussed in the Solution, Section 3.2.4. 

 

3. SOLUTION 
 

 
 

Figure 1. Overview of the solution 

 

3.1. Web Scraping 
 

In our case, Twitter.com is used to gather social sentiments. With Twitter’s API, we can obtain 

the most recent 100 tweets about a particular stock. As shown in Figure 2, after authenticating 

using Twitter’s API, the program passes the company’s name or the company’s ticker symbol as 
the keyword (query) to search for 100 matching tweets using the .search_recent_tweets() method. 

 

 
 

Figure 2. Screenshot of code 1 

 
Alongside the tweets, the information about the stock, such as the market-closing price and the 

date, as well as the company’s full name, are all collected through Yahoo! Finance’s API. These 

data are stored in the database, which will be discussed in section 3.2.3. 

 

3.2. Sentiment Analysis 
 
After gathering the tweets, we need to analyze and distinguish them into 3 categories based on 

their polarity: positive, negative, and neutral. In order to achieve this, we need a Natural 

Language Processing (NLP) algorithm. Initially, we set up a model using TensorFlow, the 

configuration is as follows. 
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Figure 3. Screenshot of code 2 

 
 

Figure 4. Screenshot of model summary 

 

However, it performed poorly with merely 26% accuracy [12]. But do note that the dataset itself 

may not be accurate. 

 

 
 

Figure 5. Result accuracy 

 

Then we tried using a RoBERTa model that was pre trained on 124 million tweets from January 
2018 to December 2021. After testing it on a dataset of 1300 stock related tweets, the resulting 

accuracy is better, at about 55%. But still not a favorable result. 

 

 
 

Figure 6. Results from the RoBERTA model 



Computer Science & Information Technology (CS & IT)                                        217 

Eventually, we choose the more accessible and easier to use TextBlob as the NLP model. It is 
also pretrained. We pre-process the text for better results, which removes “RT”, words that 

include “@” or “#”, “https” hyper links, and any punctuation. This text is then fed to Textblob for 

sentiment analysis and returns a BaseBlob object. BaseBlob.polarity then returns a float between 

-1.0 and 1.0, where -1.0 is very negative, 1.0 is very positive, and 0.0 is defined as neutral. These 
data are then sent and stored in the database, ready to be accessed.  

 

3.3. Database and Machine Learning  
 

As mentioned in the previous sections, the backbone of this project, the database, stores a stock’s 

prices and its sentiment analysis by date [13]. It has a data structure where the information about 
the stock is arranged by their date and is listed as subsets of that stock, as shown in Figure 7. The 

dataset can store multiple entries of stocks at the same time. It communicates with the web server 

frequently. 
 

 
 

Figure 7. Screenshot of database 

 

Before doing machine learning, we first request data from the database. A machine learning 

model is created for each individual stock. So we extract the data under that specific stock’s 
ticker name. The data we use as inputs are the dates and the 3 types of sentiments: positive, 

negative, and neutral. They are put into a list, which is then put into the 2D array called 

input_data (Figure 7). input_data contains all the data from previous days except for today’s, 
because today’s data doesn’t have a corresponding output. We will be using today’s data as the 

input for our prediction once the model is trained appropriately. The output_data, however, has 

only one category, which is the change in price of the stock in the next day. Essentially, it takes 

the price of the corresponding date and the next price value on the list to find the change in price 
from the day where the sentiment values are recorded to the next day. This combo of input_data 

and output_data is now our training data set for the linear regression machine learning model. We 

are using linear regression because it is the best performing model, proven in previous 
experiments (Section 4). After training using the method model.fit(), we can now predict the 

change in price between today and tomorrow. As shown in Figure 8, model.predict() produces the 

prediction, which is then turned into a percentage and bundled with ticker and name in the 

dictionary named final_res. final_res will be finally returned at the end of this method. 
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Figure 8. Screenshot of code 3 

 

3.4. Web Server and Mobile App 
 

A simple Flask server is setted up and open for access. It facilitates the database and hosts the 
machine learning models. In Figure 9 is the setup of the web server. Its first method stockUpdate 

simply updates all the stocks that are already recorded in our database. It scrapes Twitter to find 

the new sentiment values, along with the price of the stock at the moment of update. The second 

method, stockUpdateWithList updates the stocks that are on a specific list. And if they were never 
recorded in the database, then they will be added to it. Method stockInfo takes in a parameter, the 

ticker symbol of a stock, in the form of a https hyperlink. It goes through the process of machine 

learning and predicting — a dictionary structured like result from Figure 9 is returned. 
 

 
 

Figure 9. Screenshot of code 4 

 

The web server allowed us to make a mobile application. It is targeted for people who don’t 
know anything about coding or even investing. Thus, the app uses a very simplistic user interface. 
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This app is created with Thunkable. As shown in Figure 10, the panel on the left is our first 
screen, where the user types in a ticker symbol and presses the Search button, it navigates to the 

2nd panel and sends a get request to our web server to get the information regarding this stock, 

including the predictions. After the web server responds, the information will be displayed on 

panel 2 in the order of prediction, name, and lastly ticker. 
 

 
 

Figure 10. Home screen 

 
Do note that Thunkable is a non coding app creation platform. They use logic statements to 

substitute for coding. Figure 11 shows the “code” for the first panel. 

 

 
 

Figure 11. Screenshot of Thunkable 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 
Certain aspects of machine learning can significantly improve its performance/accuracy if the 

right module is used. In the following experiments, we will look at the different factors that 

contribute to the accuracy of a machine learning module, and figure out which has the best 

performances. 
 

All the following tests involve data that are artificially manipulated. Since we couldn’t gather a 

big enough dataset of the real world twitter users’ sentiments on certain stocks, we are using a 
dummy dataset to train the algorithms; and ultimately test each algorithm on their accuracy. The 

dataset consists of 2 categories: input data and output data. Input data includes Positive Sentiment, 

Negative Sentiment, Neutral Sentiment, Month, and Day. Positive Sentiment, Negative Sentiment, 
and Neutral Sentiment each takes a randomly generated integer between 0 and 50, while Month 

takes an integer between 1 and 12, and Day takes an integer between 1 and 30. The output data, 

however, is a single number that is the sum of Positive Sentiment, Negative Sentiment, and 
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Neutral Sentiment plus a randomly generated integer between -15 and 15. (should I explain why 
the output data doesn’t take in Day and Month as its factors?) 

 

We are using a relatively small batch of 100 generated samples of dummy data for each trial in 

the following experiments (add test results from 1000 data samples later) 
 

The first experiment compares the accuracy between 3 different machine learning models: linear 

regression, polynomial regression, and Bayesian regression. As shown in Figure 12, polynomial 
regression (in green) slightly under-performed compared to linear regression and Bayesian 

regression. Do note that linear regression and Bayesian regression have very identical accuracy in 

each of the 20 trials, although they are not exactly the same. 
 

 
 

Figure 12. Graph of accuracy vs number of trials 

 

However, the difference in accuracy between these 3 will turn to be neglectable when a bigger 
sample size is used. 

 

4.2. Experiment 2 
 

The second experiment focuses on polynomial regression. We want to find out which of its 

configurations produces the most favorable result. To give a short explanation, the 
sklearnpolynomial regression takes in a Degree parameter and “generates a new feature matrix 

consisting of all polynomial combinations of the features with degree less than or equal to the 

specified degree.” 

 
In Figure 13, we can see that Degree 2 is performing significantly better than the other two, 

considering that the best accuracy we can get is 1; however it can go far down into the negatives. 

The farther it is into the negatives, the less accurate the model is. To better display all the values 
in one graph, we dropped out the result from Trial 15 of Degree 4, which came in at an 

astonishing -399.005058028454 accuracy rating. We can see that Degree 3 and Degree 4’s 

accuracy not only underperform, but also fluctuate a lot throughout the trials, especially for 
Degree 4. Both of their results came out as unfavorable, staying below 0 for the most part. 

Degree 2’s performance is similar to the polynomial regression model in experiment 1, since that 

is also using degree 2, which is the default configuration for polynomial regression. 
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Figure 13. Graph of accuracy vs trials 

 

4.3. Experiment 3 
 

Figure 14 shows the result from experiment 3. In this experiment, we are trying to see what 

happens when we emit one of the five inputs. We are using a linear regression model for this 

experiment.  
 

By emitting Month or Day, the accuracy stays virtually the same. Emit Month yields an average 

accuracy of 0.8614 from 20 trials, Emit Day yields 0.8595. Both are very close to the average 
accuracy of linear regression from experiment 1, which turns out to be 0.8836. This means that 

the output is likely not affected by neither Month or Day, which matches with our process of 

creating the dummy data. But it also proves that the linear model can function well even when 

one dimension (is it dimension? or ) of the data is missing. But do note that Emit Month and Emit 
Day fluctuate with a wider range (at about 0.25) than that of the regular linear regression with the 

full dataset from experiment 1 (at a little more than 0.1). Still, these two results dusted the rest in 

their accuracy. Below them are the results from Emit Positive Sentiment, Emit Negative 
Sentiment, and Emit Neutral Sentiment, which are very inconsistent in their accuracy. Notably, 

Emit Neutral Sentiment displays a wider range of accuracy, although the three types of sentiment 

have the same weight when creating their matching outputs. 
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Figure 14. Graph of trials 

 

5. RELATED WORK 
 

Nguyen, T. H., & Shirai, K. [2] introduce a new feature called the TSLDA to the prediction 

model. The TSLDA model captures the topic and sentiment simultaneously. Their model was 

able to outperform a prediction model that only uses historical prices by 6.07% in accuracy. 
However, their work is different from ours in that they “chose SVM with the linear kernel as the 

prediction model”, which only predicts if the stock price goes up or down. In comparison, we 

used a linear regression model to predict the % change in the stock price. 
 

Qiu, Y., Song, Z., & Chen, Z. [3] introduce a sentiment index that assigns different weights to 

different sources of sentiments. On top of that, their model takes in consideration stock market 
anomalies:  the day-of-the-week effect and holiday effect. In comparison, our model takes in data 

as an input variable, which with a large amount of training data, the model can find out about 

these effects on its own. But do note that our paper doesn’t include a system that assigns weights 

to the sentiments. Every tweet weighs the same. 
 

Porshnev, A., Redkin, I., & Shevchenko, A. [4] analyzed Twitter user’s sentiment in a detailed 

way: they “evaluate presence of eight basic emotions'' in each tweet, which is then used to predict 
DJIA and S&P500 indicators [14]. While their work is focused on predictions on two of the most 

received stock market indicators, our application allows the public to search up any stock that is 

available in Yahoo! Finance. On top of that, our method simply analyzes the polarity of the 
tweets and divides them into 3 different categories: positive sentiment, negative sentiment, and 

neutral sentiment, instead of analyzing detailed emotions of each tweet like Porshnev and others 

did in their study. 

 

6. CONCLUSIONS 
 

The stock market is constantly evolving, to which machine learning might be its best suite for 

making predictions [15]. Among previous approaches that involve machine learning, social 
sentiment based stock predictions are definitely proven to have increased accuracy on stock price 

predictions. By experimenting with a dummy dataset, we found the best machine learning model 

to be linear regression, despite that Bayesian regression produced almost identical results. By 
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implementing the best performing machine learning model, and with the easy-to-use mobile 
application, more investors can now receive more accurate stock market predictions. 

 

However, the dummy data that we used is artificially manipulated, which means that we assumed 

a relationship between the sentiments and stock prices. That is why the accuracy is as high as 
0.8836. But due to the policy of Twitter not allowing us to obtain past tweets from any period of 

time, our actual dataset is too small to produce sufficient outcome. We had to work with the 

limitation and resulted in dummy data. 
 

But in the future, once we gathered a big enough dataset. We can then perform Experiment 3 

again. By cutting out a category of data and seeing how that affected the accuracy of prediction, 
we can tell how relevant that variable is to the price of the stock. 
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ABSTRACT 
 
State government operations comprise a large number of transactions for different processes 

that must be carried out across the state. This comprises new projects, maintenance and repairs, 

public employee compensation, and agricultural schemes. Low-level corruption, which is 

sometimes difficult to trace and hinders state growth, is a big challenge for the top 

administration. In order to eradicate corruption and bring transparency, technology can be 

used in an efficient way. An important task to exterminate corruption is to keep track of all the 

financial transactions of an undergoing project. This research uses blockchain technology to 

keep track of fund management systems and assure the transparency of any financial statement. 

This paper proposes to use a gateway where all transaction records are updated in the system 

and visible to all stakeholders. We find research gaps in the literature and focus on including 

government funds and local currency usage. The proposed model's motive is to generate a 
funding model that attains two sub-goals: designing a fund management methodology in which 

authorized individuals can receive and withdraw allocated funds in crypto currency, and 

evaluating a smart contract to incorporate the money and identify transparency and tracking. 

The proposed model executes every feature of our system in just 8.3786ms on average. 

 

KEYWORDS 
 

Blockchain, Ethereum, Smart contract, Government Funding. 

 

1. INTRODUCTION 
 

World economic system is driven on the basis of faithfulness and loyalty. People choose reliable 

and profitable institutions and media for investment. However, in developing countries like 
Bangladesh, due to corruption people have lost their faith in the country’s financial system. It 

obstructs the development of the country and creates economic contortion in different public 

sectors. According to researchers, 1% corruption reduces 0.72% growth rate and 2% productivity 
of a country [1]. 
 

In order to get rid of corruption and bring transparency, we can use blockchain. An important 

task to exterminate corruption is to keep track of all the financial transactions of an undergoing 
project [25][26]. Blockchain provides transparency, security, decentralization, non-corruptibility, 

immutability, consistency, and speed. These characteristics are essential for a trustworthy fund 

management system. 

In developing countries, corruption mainly takes place in the form of bribery and money 
embezzlement. Whenever the government or any other organization undertakes a complex 

project, they create funds. Corrupted people target these funds to achieve their self-gain. Often, it 

is seen that there are no proper records goo fund was utilized. Moreover, Bangladesh is one of the 
countries with the highest rates of informal payments in regard to public services (GCR 2015-

2016). When getting operational licenses such as an electricity connection, almost 60% of 
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companies intend to make informal payments (ES 2017)[31]. Moreover, Bangladesh has made 
great progress in a variety of social sectors. On the other hand, corruption, nepotism, 

malinvestment, and misdirected funds have delayed economic growth and stopped the country 

from progressing. According to a study conducted by Stockholm University, Bangladesh diverts 

public resources to unproductive sectors, obstructs the government’s ability to apply good 
policies, and reduces public trust in the government [32]. In Bangladesh, in a report of TIB, it is 

shown that there is more than 61% misuse of total allocated funds for the implementation of a 

forest project [2]. In another report, it is shown that about 14.36% to 76.92% corruption and 
misinformation occur in the climate projects [3]. 
 

According to a study conducted by the Stockholm University, corruption in Bangladesh diverts 

public resources to unproductive sectors, obstructs the government’s ability to apply good 
policies, and reduces public trust in the government [20]. According to an NGO survey on 

everyday corruption, 66 percent of the population paid bribes to authorities in order to get basic 

government welfare services [21]. However, there are no existing fund management systems that 
include government projects. The World Bank has pulled out of a project to build Bangladesh's 

largest bridge, citing corruption concerns [19]. As a result, Bangladesh's image at the 

international level is now questionable. If the problem is not solved on an urgent basis, 

Bangladesh will soon be deprived of financial help from foreign organizations [4]. 
 

In this paper, the proposed method is to use blockchain technology for tracking of fund 

management systems for government, private, non-profit organizations, and also on individual 
levels. Previous papers on blockchain fund management do not include government and 

governmental funds together. Moreover, The proposed system uses Ethereum which is a smart 

contract and digital certification platform that offers Ether crypto currency. Here, payments are 

cryptographically validated and executed by a network of computers with equality. Furthermore, 
the proposed method includes the use of local currency to covert to crypto currency in the 

management system for ease of use. To our knowledge, no previous papers proposed to convert 

local currency to digital currency. 
 

2. RELATED WORK 
 

A fund tracking management system is needed for the authority to decrease the rate of corruption. 

However, corruption exists in many sectors. 
 

2.1. Corruption in Bangladesh 
 

In Bangladesh, corruption mainly takes place in the form of bribery and embezzlement. High 

officials working in a government or non-government organization are mainly responsible for 
corruption. Bangladesh receives about 63% of the foreign aid as loan and the rest of the aid 

(37%) is received as grants. In the economic year 2010-11, Bangladesh received $1721.771 

millions in terms of commitment and disbursement. OPEC, ADB, and IDA are the leading aid 
donor organizations [33]. Though Bangladesh has achieved substantial steps to improve 

assistance efficiency, doubts persist about who are the main beneficiaries of US $1.5 billion 

foreign aid that the country gets each year. “Whether foreign assistance helps the nation or not is 

a tricky subject,” said Piash Karim, a sociology and economics professor at BRAC University. 
“People get a relatively little portion of the entire sum, while a crooked clique of NGOs and 

government leaders profit. There is no way to provide proof, but there have been claims of 

wrongdoing in foreign-aid projects,” he continued. According to Muhammad from the 
Jahangirnagar University, fighting corruption is the only solution to the issue. “We should assess 

the whole aiding process and determine what value we really get since we have been receiving 

foreign help for quite some time,” he added. “The whole assistance system’s approach is flawed. 
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It’s time to learn how to use our own resources”. If the problem is not solved on an urgent basis, 
our country will soon be deprived of financial help from foreign organizations [25]. 
 

Moreover, in order to transfer funds from donor to receiver, there are several payment services 

that offer money transferring in different currencies. Bangladesh Electronic Funds Transfer 
Network (BEFTN) is the first paperless digital interbank money transfer system of Bangladesh, 

launched in February 2011. As a lean-over checkbook clearing system, it supports both debit and 

credit transactions. Payroll, domestic and international remittances, welfare payments, bill 

payments, business dividends, security payments, corporate payments, federal tax payments, and 
individual payments, all types of credit transfers can be handled through this network. Similarly, 

it accepts debit transactions such as payments like utility bill, insurance premium, association, 

EMI, and so on [5]. 
 

2.2. Fund Management with Blockchain 
 

Since funding procedure includes monetary values, it needs high security and user data privacy. 
Meanwhile, one of the primary components of blockchain is secure identification and anonymity, 

which makes blockchain technology the perfect match for funding mechanisms. The blockchain 

ecosystem comprises ICOs, wallets, and exchanges, which are essential parts of crypto currency 
transit and administration. On top of these fundamental qualities, blockchain offers infrastructure 

for the development of D Apps that give a user interface to its clients, in this instance 

contributors and recipients. Furthermore, other blockchain ecosystem elements, such as 

distributed ledger and distributed storage, consider making blockchain appropriate for funds 
collection processes by giving organizations, beneficiaries, donors, and legal authorities more 

control over the information and promoting data transparency [7]. Hence, blockchain may be 

used to establish a safe money trail [6]. 
 

Formal initiatives to make fundraising systems visible, safe, and traceable are very few, and the 

majority of platforms are unproductive. There have been several initiatives to model the fund 

gathering process using blockchain technology. A scholarly study [6], offers its own virtual 
currency named Charity Coin (CC) and covers the operation of charity fundraising with crypto 

currency. However, they focus on nonprofit organizations. There is no mention of how their 

system can be utilized to eradicate corruption in governmental large projects funding. Another 

research paper [8], has created a Hyperledger-based donation system for NGOs. Charity 
collection deals with dollars but anything in Hyperledger use, restricts their approach. Their 

system works with predefined users. However, their work is for charitable organizations. Since 

there is no specific donor for all the time, it changes over time. As a result, it poses a barrier to 
their system’s usability.  
 

 In another paper [9], the authors discuss the basic mechanism to track charitable donations 

focusing on blockchain technology. The research work [10], proposed a prototype of a 
blockchain application for Government fund tracking that helps to track transactions using 

Hyperledger Composer. However, they do not mention which consensus algorithm they use for 

system reliability. As they used a permissioned blockchain, if the system is managed only by the 

government officials and if most of the officials come out dishonest then the system can easily be 
fooled. In a research paper [11], they propose a transparent tendering system using blockchain 

where the citizens are able to participate in tendering directly and track all fund transactions by 

using the combination Hyperledger Fabric and Hyperledger Composer. Because of using private 
networks, a restriction comes forward for the general citizens to visualize the tendering and 

funding procedures which creates doubt about the system’s reliability. Lastly, In paper [9] The 

author D.Fiergbor describes the blockchain technology of the fund management system in Ghana. 
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Here, the author focuses on transparency, accuracy, and accountability among the fund managers. 
The main reason for that proposal is the security issues of data storage. 
 

3. METHODOLOGY 
 

In this research experiment, using blockchain technology, the proposed model is to generate a 

funding model that attains two goals. First, designing a fund management methodology in which 
authorized individuals can receive and withdraw allocated funds in cryptocurrency. Secondly, 

evaluating a smart contract to incorporate the money and identify transparency and traceability. 
 

 
 

Fig. 1.  Framework Architecture 

 

3.1. Proposed Framework Architecture 
 

The fund management system can be accessed by the system’s three major users: contributors, 

organizations, and receivers via mobile and web-based applications using blockchain technology. 
In this system, we use layer 2 scaling mechanism of Ethereum, polygon. As polygon uses 

different side chains alongside the main chain, it boosts the transactional speed and lowers gas 

expenses while maintaining the system’s decentralization nature as well as security. The 

proposed framework's high-level structure is shown below in Fig.1 In the proposed model, the 
person who gives funds in the system is the deployer and he/she is the owner of the transaction. 

The deployer has full accessibility to track and control the whole transaction system. 
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Fig. 2.  Sequential Activity Model 
 

The funder can provide money in local currency through this system. Later, the currency gets 

converted into crypto currency via the system. Here, only the deployer can withdraw money and 

also decide whom he or she wants to give access to withdraw money, along with keeping the 
records of the whole transaction process. The owner has the ability to delete the assigned owner if 

he or she wants to. If the owner sees any suspicious behavior, then the deployer can delete the 

suspicious user from the system. Users can check the leftover balance of the funder’s account. 
Users can check and verify the actual owner of the current funding system by the feature. 

Organizations can also provide documentation by returning images of receipts to ensure that their 

money is properly distributed among targetted individuals. 
 

3.2. Sequential Activity Model of Proposed Model 
 

Fig. 2 shows the system activity model of the system. Here, deployers and authorized users 

assigned by the owner must register to access the system. The deployer provides access to the 
user. After gaining access, an authorized individual enters the system using their private key and 

withdraws funds. Unauthorized users get denied to access the system and get identified as 

inauthentic users. All other aspects are handled by system deployers, and only authorized people 
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can withdraw funds from the system. After funding, the currency is verified to see if it is in 
taka(Local Currency) or in dollar using the model. If the currency is in taka, it gets converted to 

dollars and subsequently to crypto currency. Else, the dollars are turned into crypto currency 

directly. The whole transaction is recorded and tracked by this blockchain-based system to assure 

authenticity of the management. 
 

3.3. The Layer Structure Of Proposed Model 
 

The presented framework is built on a layered architectural form, as seen in Fig. 3. Interface 
layer, business logic layer, application layer, transaction layer, trust layer, blockchain layer, 

security and administrative layer, and infrastructure layer are the eight layers we've created here. 
 

Interface Layer: Internet-based websites and DApps of the fund management system are 
encapsulated in the interface layer. The purpose of this layer is to offer an interface for funders, 

wallet beneficiaries, and organizations. This layer is used by these individuals to initiate the 

donation process.  
 

Business logic layer: Smart contracts make up the business logic layer, which deals with terms, 

rules, and interaction requirements. As a result, this layer might be thought of as an operational 

database of smart contracts, equipped with all interaction, contract activation, and execution 
rules.  
 

Application layer: Online records, donations records, identity verification, and transaction 

information are all part of the application layer. The application layer combines the interface 
layers with the business logic as in kind of a smart contract. The application layer combines the 

interface layers with the business logic as in kind of a smart contract.   
 

Trust Layer: The trust layer contains the smart contract's security analysis, formal identity 
verification, and arbitration methods like Proof-of-Work. The trust layer also interacts with 

transaction consensus methods and recently introduced block verification, while the blockchain 

layer stores the results of execution.  

The blockchain layer: This layer stores data about blocks' and nodes; it also holds the 
distributed ledger's basic information and hashes of each transaction executed by investors, 

organizations, and recipients with their secret and public keys addresses.  
 

Security and administration layer: The system’s security and maintenance is assured by this 
layer. Several security attacks aim at blockchain, with the 51 percent attack being the most 

common. This layer is interconnected to the system and works in tandem with it, containing 

several security algorithms and protocols as well as administrative responsibilities to ensure the 
system's integrity.  
 

Transaction layer: The transaction layer is in charge of transactions, conducted by smart  

contracts or users of the fund management system. 
 

Infrastructure Layer: It is made up of a peer-to-peer network that verifies, forwards, and 

distributes the Ethereum blockchain transactions. It also covers interaction, authentication, and 
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Fig. 3.  Layered Structure 

 

distributed networking. When one transaction is completed, it is transmitted to all network nodes, 

and each node verifies the transaction using established parameters. The validated transaction is 
then saved in the database. 
 

4. EXPERIMENTAL EVALUATION 
 

Firstly, we discuss the experimental setup and measures of our study. Later, we share some of the 

results of our proposed system including cost analysis. Lastly, a theoretical comparison of our 
study and some related studies is shown. 
 

4.1. Experimental Setup 
 

For the setup, a metamask extension is integrated into the browser. Metamask is a secure way to 

connect to blockchain-based applications [13]. We create an account and have to set up polygon 

network in our metamask. We borrow some matic crypto for our testing purpose. Also, remix 

IDE is used. 
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Fig. 4. Fund tracking process 

 

[14]. It is used for smart contract development by using solidity language[15]. Remix IDE is used 
for testing, debugging, and deploying smart contracts. To execute smart contracts, brownie 

framework is used, which is a python based development and testing framework [16]. Moreover, 

to call the solidity language or to execute the whole system we use a brownie framework. In this 
whole system, we use proof of work to process transactions from peer to peer without any third 

party[17]. It is a decentralized consensus mechanism. On the other hand, before a transaction, the 

system goes through the currency conversion. Which means, if the currency is in taka, the system 

converts it to dollars, and from dollars, it converts to ether. We use oracle [18] for converting 
currency. 
 

4.2. Experimental Findings 
 

In the funding process, the system can track the sender’s and receiver’s funding information and 

can also track the withdrawal information as well. In Fig. 4, we see the tracking of transactions 

after the funding process. Fig. 5 shows the funding of account 2 after the transaction along with 
the Funding process. Also, Fig. 6 shows the withdrawal of account 1 through which we can check 

the system’s withdrawal feature process. Now, in the proposed model, we calculate response time 

on the basis of our features. Hence, the execution process in every account remains the same. So, 

here we differentiate the response time to execute every feature in our system. 
 

 
 

Fig 5.  Funding result of account 2 
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Fig 6. Withdrawal process result of account 1. 

 

Table 1.  Response time for each feature of the proposed model. 

 

 
 

Table 1 shows the response time for each feature of our proposed model. In our proposed model, 
it takes 0.304 ms to 40 ms for executing every feature. Hence, on average, to execute the whole 

system, per account it takes 8.3786 ms including the currency converter in dollars. However, on 

the basis of currency converter and withdrawal by the assigned owner, the average time may 
vary. Since the assigned owner may have to go through some process which may cause more 

time than the withdrawal by the owner itself. The reason for the short response time is the 

polygon network [12]. We use layer 2 Ethereum scaling of polygon network. 
 

4.3.  Cost Analysis and Discussion 

 

Depending on the aforementioned scenarios, we estimate the cost of our proposed model: 

- Procedure 

- A Blockchain App's complexities 

-           Development Tools 

Costs of deployment and third-party services: 

 

Public Blockchain: $0.01 per transaction + $750 for third parties.  
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Costs of maintenance: Approximately 10% to 15% of the total project budget.   

 

The following are some of the third-party tools which Blockchain Applications may require:   

Amazon Web Services: Computation, Memory, Delivery. (Depends on the user’s number, $100 - 

\$1000).   

 

Amazon SNS, Twilio: Provide notifications inside the interface. (\$10 - \$50).   

Mixpanel/Flurry: Analysis of Data, channel, and monitoring. (\$0 - \$150).  

 

The apps can be shifted to multiple platforms depending on their stability, adaptability, and 

confidentiality since blockchain technology is indeed new to the industry and new systems are 

arriving in the markets day after day. Hence, further additional costs for development are needed 

for this system. In our proposed model, we have made a medium complexity blockchain app 

which is dApps, built on the blockchain platforms like Ethereum. That’s why we are able to work 

with multiple features at a minimal cost. 

 

4.4. Theoretical Comparison 

 

As shown in Table 2, related papers do not place government funds as a stakeholder. Also, 

private and permission less blockchain usage makes our study different than state-of-the-Arts. 

 
Table 2. Theoretical comparison with related works 

 

Paper Title Research Gap Our Proposed Remedy 

A framework to make charity 

collection transparent and 

auditable using blockchain 

technology[6] 

No mention of tracking the 

government funds. 

We focus on both governmental 

and non-governmental 

organizations 

E-Governance, A Tendering 

Framework Using 

Blockchain[11] 

Because of using private 

network, a restriction comes 

forward for the general citizens 

to visualize the tendering and 

funding procedures which 

creates confusion on the 

system’s reliability 

We use public blockchain in 

our system. 

Blockchain for government 

fund tracking using 

Hyperledger[10] 

As used a permissioned 

blockchain, if the system is 

managed by only the 

government officials and most 

of the officials comes out as 
dishonest, then the system can 

become vulnerable 

We use permissionless 

blockchain in our system 

A blockchain based tracking 

system for university 

donation[22]. 

No implementation on how the 

study materials are going to be 

tracked 

We use Proof of work in our 

system 

Blockchain-Based One-Off 

Address System to Guarantee 

Transparency and Privacy for a 

Sustainable Donation 

No proper information about 

how the donors can trust the 

receivers if their provided 

donation is properly being 

We use decentralized consensus 

mechanism 
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Environment[23] utilized or not 

Platform for Tracking 

Donations of Charitable 

Foundations based on 

Blockchain Technology[24] 

Lack of practical 

implementation, only talked 

about the tools but not any 

system prototype. 

Implementation 

Shown 

 

 

4.5. Potential interdisciplinary applications of this study 
 

Blockchain is not only limited to crypto currency, many other interdisciplinary applications can 

benefit from Blockchain as well. IoT is a field that is used for solving many social issues. Study 

[28] works for the safety of elderly populations by monitoring indoor navigational Hazards with 
the help of IoT. As IoT is vulnerable to security attacks, blockchain can provide security to IoT 

applications which will make them more reliable. Study [29] discusses how IoT can benefit from 

blockchain integration. 
 

Study[27], discusses a major issue faced by the elderly populations which is loneliness. To 

mitigate loneliness government can build infrastructure to create interactive environments for 

elderly populations to improve their social interaction. In that case, the fund can be tracked by  
 

blockchain so that there is no corruption and hence, infrastructure to mitigate loneliness of elderly 

populations will be ensured. Also, creative industries like music industry can leverage blockchain 

technology by creating unchangeable database for music copyright information and conducting 

frictionless royalty payments [30]. 
 

5. LIMITATIONS AND FUTURE WORKS 
 

A limitation of our study is that we only worked on currency converters of Taka and Dollar. We 

do not provide options for other currencies. Another limitation is that we use Ethereum which is 

very costly to handle. As there is a chance that Ethereum will become more expensive to use, that 
can be a problem since some people may not effort this. On the other hand, in our system, we 

have a limitation of funding amount. The least amount of fund is 50 dollars. Furthermore, we are 

now using the proof-of-work mechanism, however, there are other mechanisms that can reduce 
response time.   
 

In the future, we will try to include different currencies as well. Hence, it would be easier to 

transfer money or take donations from other countries. Also, in the future, we will try to exclude 
fund limitations and mention specific withdrawal amount that will give users a more friendly 

environment. In the future, we will look forward to find a more suitable public blockchain 

network or try to make one of our own to reduce cost. We can use stable coins instead of 

Ethereum. Lastly, we will try to shift our mechanism from proof-of-work to proof-of-stake to 
reduce the response time. 
 

6. CONCLUSION 
 

To conclude, in this paper, a blockchain-based fund management system has been introduced. 
The system can be used in a variety of business settings. The system has taken advantage of 

blockchain properties like irreversibility and security to create a trustworthy-decentralized 

system. It outperforms the existing standard methods by implementing a more reliable tracking 
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system which would put an end to any wrongdoings or anomalies. And the smart contract 
authorities are in charge of making sure that practically all of the system's transactions can be 

tracked. We use Ethereum as it is a public network which means all the records can be visible and 

accessible by every peer. Here, by using blockchain, we make a structure for fund management 

where all the transactional data will be recorded. This data is undeletable and unchangeable. 
Hence, there is no way to corrupt this structure. With this structure, we can keep records of funds 

of different sectors so that it would be more trustable to rely on this and will help to reduce 

corruption as well. Hence, in the government sector or in any organization, this system can be 
utilized whenever it comes to any trustable fund issues. 
 

7. CONCLUSIONS 
 

This paper addresses the lack of strength of OLLVM obfuscation in control flow protection and 

the gap in identifier obfuscation by proposing two broad categories of enhancements. In control 
flow obfuscation, first, adding nested switches at the control flow level and adding the switch 

structure again in the flattened code, thus increasing the complexity of the code while resisting 

existing scripting attacks; second, proposing an in-degree treatment for bogus blocks to increase 
the confusion of bogus blocks further. Further, at the level of identifier obfuscation, four 

algorithms are proposed and bridge the gap of OLLVM in identifier obfuscation. By comparing 

with OLLVM, this paper can significantly improve the original control flow complexity in 

obfuscation effect; replace 65.2% of custom identifiers while guaranteeing program functionality. 
Furthermore, the time overhead from obfuscation is almost negligible. The space overhead is at 

1.5 times. 
 

In future work, we will pay attention to generating more secure opaque predicates and are not 
limited to the number-theoretic model. Meanwhile, the practical effectiveness of existing 

obfuscation algorithms in large projects remains tested. Therefore, we will focus on how to 

provide more accessible use of the obfuscation framework model in large projects. 
 

ACKNOWLEDGEMENTS 
 

*Authors have equal contributions to this paper. 

 

REFERENCES 
 

[1] G. Locatelli, G. Mariani, T. Sainati, and M. Greco, “Corruption in public projects and megaprojects: 

There is an elephant in the room!,” International Journal of Project Management, vol. 35, no. 3, pp. 

252–268, 2017. 
[2] T. R. . December and T. Report, “61\% fund embezzlement in forest projects: Tib.” 

https://www.tbsnews.net/bangladesh/corruption/ 61-fund-embezzlement-forest-projects-tib-178726, 

Dec 2020. 

[3] “Tibstudy:14\%to7\%corruption found in climate change projects.” 

Https://archive.dhakatribune.com/bangladesh/corruption/2020/12/24/ tib-study-14-to 76- corruption-

found-in-climate-change-projects, Dec 2020. 

[4] Bangkok, “What’s happening with aid to 

bangladesh?.”https://www.thenewhumanitarian.org/report/96902/analysis-what%E2%80% 99s-

happening aid bangladesh, Sep 2017. 

[5] “Payment and settlement systems.”https://www.bb.org.bd/en/index.php/financialactivity/paysystem.. 

[6] M. S. Farooq, M. Khan, and A. Abid, “A framework to make charity collection transparent and 

auditable using blockchain technology,” Computers Electrical Engineering, vol. 83, p. 106588, 2020. 
[7] G. Wood, “Ethereum: a secure decentralized generalized transactio ledger”, Ethereum Proj Yellow 

Pap 2014;151:1–32. 

[8] A. Mehra, S. Lokam, A. Jain, M. Sivathanu, S. Singanamalla, and J. ONeill, “Vishrambh: Trusted 

philanthropy with end-to-end transparency,”in HCI for Blockchain: a CHI 2018 Workshop on 



 Computer Science & Information Technology (CS & IT)                                        237 

 

Studying, Critiquing, Designing and Envisioning Distributed Ledger  Technologies, Montreal, QC, 

Canada, 2018 

[9] D. D. Fiergbor, “Blockchain technology in fund management,” in International Conference on 

Application of Computing and Communication Technologies, pp. 310–319, Springer, 2018 

[10] A. Mohite and A. Acharya, “Blockchain for government fund tracking using hyperledger,” in  2018 
International Conference on Computational Techniques, Electronics and Mechanical Systems 

(CTEMS), pp. 231–234, IEEE, 2018 

[11] Y. Goswami, A. Agrawal, and A. Bhatia, “E-governance: A tendering framework using  blockchain 

with active participation of citizens,” in 2020 IEEE International Conference on        Advancved 

Networks and Telecommunications Systems (ANTS), pp. 1–4, IEEE, 2020 

[12] S. Neiwal, “Polygon (MATIC): The Swiss Army Knife of Ethereum Scaling”, 

https://www.gemini.com/cryptopedia/polygon-crypto-matic-network- dapps-erc20-token, August 

2021 

[13] “The crypto wallet for defi, Web3 Dapps and nfts,” MetaMask. [Online]. Available:  

https://metamask.io/. [Accessed: 28-May-2022].  

[14] ReadTheDocs, “Creating and Deploying a Contract,” [Online]. Available: https://remix-

ide.readthedocs.io/en/latest/createdeploy.html 
[15] J. Frankenfield, “Smart contracts: What you need to know,” Investopedia, 24-Mar-2022.  [Online]. 

Available: https://www.investopedia.com/terms/s/smart-contracts.asp. [Accessed: 28-May-2022]  

[16] “How to deploy a smart contract with brownie,” QuickNode. [Online]. Available          

https://www.quicknode.com/guides/web3-sdks/how-to-deploy-a-smart-contract-with-

brownie.[Accessed: 28-May-2022]. 

[17] J. Frankenfield, “Proof of work (POW),” Investopedia, 12-May-2022. [Online]. Available:  

https://www.investopedia.com/terms/p/proof-work.asp. [Accessed: 28-May-2022]. 

[18] “Oracle Supply Chain amp; Manufacturing 22A – get started,” Oracle Help Center, 19-   Apr-2022. 

[Online]. Available: https://docs.oracle.com/en/cloud/saas/supply-chain management/22a/index.html. 

[Accessed: 28-May-2022]. 

[19] “World Bank cancels Bangladesh bridge loan over corruption” BBC News, 30-June-2012. [Online]. 
Available: https://www.bbc.com/news/world-south-asia-18655846. [Accessed: 19-June-2022]. 

[20] “Corruption in Bangladesh Composition” A. Islam, 6-May-2020. [Online]. Available :  

https://lekhapora.org/corruption-in-bangladesh-composition/. [Accessed: 19-June-2022]. 

[21] B. Report, “Bangladesh ranks 13th most corrupt country in the world.” 

https://www.businessinsiderbd.com/national/news/16468/ bangladesh-ranks-13th-most-corrupt-

country-in-the-world, Jan 2022. 

[22] E. A. FERWANA, A BLOCKCHAIN-BASED TRACKING SYSTEM FOR UNIVERSITY 

DONATION. PhD thesis, 2021. 

[23] J. Lee, A. Seo, Y. Kim, and J. Jeong, “Blockchain-based one-off address system to  guarantee 

transparency and privacy for a sustainable donation environment,” Sustainability, vol. 10, no. 12, p. 

4422, 2018. 

[24] H. Saleh, S. Avdoshin, and A. Dzhonov, “Platform for tracking donations of charitable foundations 
based on blockchain technology,” in 2019 Actual Prob-lems of Systems and Software Engineering 

(APSSE), pp. 182–187, IEEE, 2019. 

[25] Benjamin A. Olken, "Monitoring Corruption: Evidence from a Field Experiment in Indonesia,"   

Journal of Political Economy 115, no. 2 (April 2007): 200-249. doi: 10.1086/517935 

[26] ONE Campaign, 2022. Public monitoring of government projects reduced corruption by 

20\%.Retrieved July 15, 2022, from https://www.one.org/international/follow-the-money/public-

monitoring-of-government-projects-reduced-corruption-by-20/      

[27] Thakur, N., Han, C.Y.: A framework for facilitating human-human interactions to mitigate loneliness 

in elderly. In: Ahram, T., Taiar, R., Langlois, K., Choplin, A. (eds.) IHIET 2020. AISC, vol. 1253, 

pp. 322–327. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-55307-4\_49 

[28] Thakur, N., Han, C.Y. (2020). A Framework for Monitoring Indoor Navigational Hazards and Safety 
of Elderly. In: Stephanidis, C., Antona, M., Gao, Q., Zhou, J. (eds) HCI International 2020 – Late 

Breaking Papers: Universal Access and Inclusive Design. HCII 2020. Lecture Notes in Computer 

Science(), vol 12426. Springer, Cham. https://doi.org/10.1007/978-3-030-60149-2\_56 

[29] Abdelmaboud A, Ahmed AIA, Abaker M, Eisa TAE, Albasheer H, Ghorashi SA, Karim FK. 

Blockchain for IoT Applications: Taxonomy, Platforms, Recent Advances, Challenges and Future 

Research Directions. Electronics. 2022; 11(4):630. https://doi.org/10.3390/electronics11040630 



238         Computer Science & Information Technology (CS & IT) 

[30] Arcos, L. C. (2018), “The blockchain technology on the music industry”, Brazilian Journal of 

Operations & Production Management, Vol. 15, No. 3, pp. 439-443, 

doi:10.14488/BJOPM.2018.v15.n3.a11,available from: 

https://bjopm.emnuvens.com.br/bjopm/article/view/449 (accessed on 13/7/2022). 

[31] https://www.ganintegrity.com/portal/country-profiles/bangladesh/, Nov 2020. 
[32] A. A. I. a. Arif, “Contact.” https://lekhapora.org/ corruption-in-bangladesh-composition/, May 2020. 

[33] M. H. Ahamad, “Foreign grants and loans in bangladesh,” 2018. 

[34] Bangkok, “What’s happening with aid to bangladesh?.” https: 

//www.thenewhumanitarian.org/report/96902/analysis-what%E2%80% 99s-happening-aid-

bangladesh, Sep 2017. 

 

AUTHORS 
 

Nibula Bente Rashid: recently graduated in computer science and engineering from Brac University, 

Dhaka, Bangladesh. Her research areas include cloud computing, blockchain, and cybersecurity 
 

Joyeeta Saha has recently graduated from Brac University. She was in Computer Science and Engineering  

Department. Her research interest is related to Blockchain, Cloud computing, and Deep learning. Now she 

is working as a project employee at Quantanite.  
 

Raonak Islam Prova is currently working as a trainee automation developer in Summit14 

Communications Limited. She received her B.Sc degree in Computer Science and Engineering from 

BRAC University. Her fields of interest in research includes cloud computing, blockchain, automation, 

networking and cybersecurity. 
 

Nowshin Tasfia has recently graduated from Brac University. She was in Computer Science and 

Engineering Department. Her research interest is related to Blockchain, Cloud computing, and Deep 

learning 
 

Md. Nazrul Huda Shanto is working as a Research Assistant at BRAC University. He is currently  

pursuing a bachelor’s degree in Computer Science from the School of Data and Sciences, Brac University, 

Dhaka, Bangladesh. His area of research interests includes HCI4D, Cloud Computing, Cybersecurity, and 

Image Processing 
 

Jannatun Noor has been working as a Lecturer at the Department of CSE, BRAC University since 
September 2018. Besides, she is working as a Graduate Research Assistant under the supervision  of Prof 

Dr. A. B. M. Alim Al Islam in the Department of CSE at Bangladesh University of Engineering and 

Technology (BUET). Prior to BRACU, she worked as a TEAM LEAD of the IPV-Cloud team in IPvision 

Canada Inc. She received her B.Sc. and M.Sc. degrees in CSE from BUET. Her research work covers 

Cloud Computing, Wireless Networking, Data Mining, Big Data Analysis, Internet of Things, etc. 

 

 

 

© 2022 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

http://airccse.org/


David C. Wyld et al. (Eds): AI, AIMLNET, BIOS, BINLP, CSTY, MaVaS, SIGI - 2022 

pp. 239-250, 2022. CS & IT - CSCP 2022                                                      DOI: 10.5121/csit.2022.121821 

  

F-LOW: A PROMISING COUNTERMEASURE 

AGAINST DDOS ATTACKS BASED ON SPLIT 

SKETCH AND PCA 
 

Fei Wang, Zhenxing Li* and Xiaofeng Wang 
 

School of Computer,  

National University of Defense Technology, Changsha, China 
 

ABSTRACT 
 
Distributed Denial of Service (DDoS) is Achilles' heel of cloud security. This paper thus focuses 

on detection of such attack, and more importantly, victim identification to promote attack 

reaction. We present a collaborative system, called F-LOW. Profiting from bitwise-based hash 

function, split sketch, and lightweight IP reconstruction, F-LOW can defeat shortcomings of 

principle component analysis (PCA) and regular sketch. Outperforming previous work, our 

system fits all Four-LOW properties, low profile, low dimensional, low overhead and low 

transmission, of a promising DDoS countermeasure. Through simulation and theoretical 

analysis, we demonstrate such properties and remarkable efficacy of our approach in DDoS 

mitigation. 

 

KEYWORDS 
 

DDoS detection, victim identification, principle component analysis, split sketch, bitwise-based 
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1. INTRODUCTION 
 

As cloud computing becomes ubiquitous on the Internet, it opens the door to many serious 

attacks, particularly Distributed Denial of Service (DDoS) attack. As one of the most serious 

threats to cloud security, DDoS attack affects cloud and datacenter service even worse than to 
regular Internet service. Regarding cloud and datacenter as an inherent multi-tenant 

infrastructure, DDoS attack against a single customer is against all customers in the infrastructure 

[1]. In recent years, DDoS attacks evolve both in the quantity and the destructive power of a 

single attack. The peak bandwidth of the largest DDoS attack in 2021 exceeds 3Tbps [2]. DDoS 
attacks in such scale can easily breakdown arbitrary online services and incur huge financial 

losses. Cloud providers need to do more to ensure the availability of their cloud services. 
 

Attention is thereby devoted to countermeasures against DDoS attacks towards online services 
such as could computing. This paper is concerned with detection, and more importantly, victim 

identification of network-wide DDoS attacks, so that outcomes can contribute to quick reaction to 

such devastating attacks. The challenging is, the two countermeasures suffer from the increasing 
link bandwidth of current Internet as well as inconspicuous sources of DDoS attacks. From this 

perspective, a promising DDoS countermeasure system must have the following Four-LOW 

properties. (1) low profile: the system should have the capability of detecting low-profile network 
anomaly, so that DDoS attacks can be detected as early as possible; (2) low dimensional: in order 

to identify victim IPs of DDoS attacks, dimensional reduction mechanism is necessary for 

processing high-dimensional data, such as per-IP flow statistic; (3) low overhead: expensive 

computational cost and memory consumption should be avoided in the system; (4) low 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121821
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transmission: if the system is distributed, collaborative nodes transmit as little data as possible, 
not exacerbating network congestion caused by an ongoing DDoS attack. 
 

Previous works make progress in DDoS detection or identification, but they do not fit all Four-

LOW properties described above. Many of them are insensitive to low-profile DDoS attacks and 
only can detect anomalies when attack traffic is aggregated conspicuously near the victims 

[3][4][5]. Lakihina et al. [6] apply PCA on origin-destination (OD) flows, the aggregations of 

traffic from a source router to a destination router. Taking advantage of PCA, this method can 

figure out malicious OD flows that includes low-profile attack traffic. However, this method 
cannot result in particular victim IPs due to coarse-grained aggregation. Applying PCA on fine-

grained per-IP flows may help to distinguish victim IPs, but the data dimensionality jumps 

sharply to a high degree that PCA cannot afford to. To tackle this problem, Li et al. [7] use sketch 
to randomly aggregate IP flows. Although this method keeps input data of PCA in low 

dimensional space, it therewith poses another high-overhead problem. That is to infer key IPs 

reversely from a number of particular buckets. This process always involves great space in 
memory for storing mapping tables, as well as high computational cost for calculate intersections 

of multiple large sets [8][9][10]. Another problem that obstructs practical application of [6] and 

[7] is too much data sharing among collaborative nodes. Original network measurements, such as 

OD flows statistic [6] and sketches [7] are transmitted over the network to a centralized device, 
challenging sparing bandwidth capability of DDoS-compromised links. Recently, software-

defined DDoS detection methods are proposed to confront DDoS attacks [15,16] for cloud and 

datacenters. 
 

To conquer above challenges, this paper proposes a collaborative DDoS detection and victim 

identification system, called F-LOW. Our system can satisfy all Four-LOW properties, thus being 

a promising countermeasure against network-wide DDoS attacks. Our main contributions are 
summarized as follows. 
 

 We pioneerly propose split sketch which divides a sketch structure into pieces and deploy 

them on distributed network devices. In this way, network measurements all over the 
network seems to be in a sketch and can be treated relevantly, even without being sent to 

a centralized device. 

 We formally define bitwise-based hash function and adopt it into split sketch for traffic 

aggregation. The aggregation mechanism not just significantly reduces data 
dimensionality in local detection, but also makes victim identification easy-to-implement. 

 We extend existing PCA-based anomaly detection algorithm to detect multiple 

anomalous flows, suiting the needs of practical situations. Heuristic rules are presented to 
improve computational cost. 

 We present a lightweight IP reconstruction algorithm to identify victim IPs of DDoS 

attacks. It can accurately infer victim IPs or partial victim IP with very low 
computational cost. Both outcomes help to effectively filter attack traffic during reaction. 

 We demonstrate Four-LOW properties of our approach through simulation and 

theoretical analysis. When compared with the most relevant work, our approach has 

much lower overhead and greater scalability. We experimentally show that outcomes of 
our system, even being partial victim IPs, can help to filter DDoS traffic in reaction. The 

false positive rate is less than 3%. 
 

The rest of this paper is organized as follows: Section 2 presents overview of the F-LOW system 
and Section 3 anatomizes the design of F-LOW. We evaluate our F-LOW system in Section 4 

and draw a conclusion in Section 5.   
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2. F-LOW OVERVIEW 

 

F-LOW is a distributed framework for DDoS detection and victim identification. It consists of 
global detectors (GD) and local detectors (LD). LDs are wildly deployed all over the network. 

For simplicity, we consider a classic distributed architecture as shown in Figure 1, which is 

adopted in many literatures [6][7]. In the F-LOW system, GDs communicate with each other and 

LDs using reliable channels. 
 

In general, LDs detect traffic anomaly based on measurements of local traffic, while the GD 

confirms whether reported anomalies arise from network-wide DDoS attacks, and infers victim 

IPs (or partial victim IPs) based on local detection results. Particularly, an LD performs 
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Figure 1. The architecture of FLOW system 

 

a piece of a sketch, that is, a hash table of a special designed bitwise hash function; in this way 

the LD aggregates packets into bitwise flows according to certain bits in their destination IPs 
(dstIP). The aggregation significantly reduces the scale of time-series measurement data of 

network traffic.  LDs thus can detect when network anomalies occur and identify flows that 

involves these anomalies, using a PCA-based anomaly detection method. The method is like [6] 
and extended for identifying more than one anomalous flow. LDs send very little data to the GD 

including IDs of Anomalous Flows (AF). In view of the whole F-LOW system, all hash tables 

performed by LDs constitute a virtual sketch, called split sketch. The GD integrates flow IDs into 

split sketch and determines anomalies pervading all over the network as DDoS attacks. Taking 
advantage of bitwise hash functions, the GD can reconstruct (partial) victim IPs of DDoS attacks 

reversely with much lower computational cost and smaller space requirement than previous work 

[8][9][10]. 
 

There are three principles behind the F-LOW system, making it scalable and practical in network-

wide DDoS detection and identification 

 
Principle 1: Flow aggregation based on bitwise information. Aggregating packets according 

to certain bits in their destination IPs, on one hand, reduces data dimensionality to yield PCA-

based method. On the other hand, since flow ID reifies part of victim IP, it benefits determination 

of victim IP. 
 

Principle 2:  Combination of distributed traffic monitoring and minimum data 

transmission. Considering the nature of DDoS attacks, F-LOW leverages pieces of a sketch on 

different LDs to gather network-wide measurements. Meanwhile, without sending original 
measurements, F-LOW greatly reduces the amount of transmitted data between nodes, respecting 

limited link bandwidth 

.  
Principle 3: Lightweight reconstruction of victim IP based on popularity. As a profit from 

bitwise hash functions, F-LOW provides a lightweight way to infer victim IPs of DDoS attacks, 
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having no use of storing mapping tables and calculating intersection of large sets of IPs like 
reverse sketch [10].  Determining a bit in victim IPs relies on the popularity of the bit being 

reified as “0” or “1”, in accordance with the multi-source feature of DDoS attacks 
 

3. ANATOMY OF F-LOW 
 

Our F-LOW system achieves desirable Four-LOW properties through four essential components: 
bitwise-based flow aggregation, split sketch structure, PCA-based local detection method, and 

novel IP reconstruction algorithm. In this section, we present details of these components 
 

3.1. Bitwise-based Flow Aggregation 
 

In F-LOW, LDs aggregate packets into flows according to certain bits in their dstIPs rather than 

whole dstIPs, thus obtaining much fewer flows. The principle of bitwise-based flow aggregation 

is, specifying k bit positions in an L-length IP address (e.g. L=32 in IPv4), packets whose dstIPs 
have identical bits in the same positions are assigned to the same flow. 
 

Let us define a function F(ip,mask), where ip is an IP address and mask indicates which k bits are 

specified. mask is viewed as an L-length bit string in which specified bits are set to “1” while 
others are set to “0”. F(ip,mask) combines selected bits in ip orderly and results in a k-length 

string. Let 𝑖𝑝1 and 𝑖𝑝2 be two different IPs. Then we assign packets that are destined for 𝑖𝑝1 and 

𝑖𝑝2 into the same bitwise flow if and only if 
. 

𝐹(𝑖𝑝1, 𝑚𝑎𝑠𝑘) = 𝐹(𝑖𝑝2, 𝑚𝑎𝑠𝑘) 

To identify flows, F(ip,mask) is viewed as flow ID. Figure 2 illustrates an example of bitwise-

based flow aggregation. IP_1 ~ IP_4 are different dstIPs of packets. Specifying five bit positions 
in an IP address, packets destined for IP_1 ~ IP_4 thus are divided into three flows, identified by 

“010011”, “011010” and “110110”, respectively. Given a fixed k, there are at most 2k bitwise 

flows. LDs thus can achieve an affordable space overhead by varying k 
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Figure 1.   An example of bitwise-based flow aggregation 

 

Considering functionality of bitwise-based flow aggregation, we then regard F(ip,mask) as a 
particular hash function, called bitwise hash function. Accordingly, mask is the seed. In the 

following, we explain how to use such hash function to generate a split sketch and show the 

remarkable benefits obtained from our novel design. 
 

3.2. Split Sketch 
 

In this section, we present the deployment of split sketch for network-wide traffic measurement. 
The split sketch is a virtual sketch structure that is divided into pieces and deployed on multiple 

LDs in F-LOW. In split sketch, bitwise hash functions are adopted instead of regular universal 

hash functions. 
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Imagine a sketch that consists of hash tables of N bitwise hash functions. Each hash table is a 
piece of the sketch puzzle and each LD only performs one piece. An LD generates its own 

bitwise hash function independently, by randomly choosing k integers from 0 to L-1. These 

integers correspond to selected bit positions in an IP address. Then the LD allocates memory 

space to keep a hash table of size 2𝑘. Since our F-LOW system uses traffic volume as a feature to 
detect DDoS attacks, each bucket in the hash table is a counter for counting the number of 

packets that are mapped into the bucket. Although many other features can be adopted in our 

system, we choose the simplest but promising one, so as to simplify traffic measurement as well 

as reduce computational cost. When a packet arrives, the LD updates the bucket with index 
F(dstIP,mask) by adding one. Since each LD independently determines bitwise hash function, 

their choices may clash. However, the probability that two LDs select the same hash function is 

(1 𝐿⁄ )𝑘. It is extremely small when k=10 and L=32. We thus say hash functions used in a split 

sketch are different. 
 

Split sketch does not actually gather traffic measurements all over the network into a centralized 

device. In fact, each row of split sketch presents statistic of different traces. We thus let LDs 

detect network anomaly based on their own pieces of split sketch. On the other hand, local 
detection results (anomalous flow IDs) are integrated into a whole sketch and processed at GDs 

to confirm DDoS attacks and infer their victim IPs 
 

3.3. Extended PCA-Based Local Detection 
 

At LDs, we adopt PCA-based local detection method to detect potential DDoS attacks and 

identify abnormal traffic aggregates, which is similar with subspace method in [6]. Unfortunately, 
subspace method in [6] only obtains the first AF that causes greatest anomalous change among all 

candidate flows. In practice, it is possible that more than one anomaly occurs simultaneously, 

legitimate or malicious. Furthermore, to reduce false negative, it is essential to capture as many 

AFs as possible. We thus extend identifying part in [6] to find a set of primary AFs.   
 

Through a piece of split sketch performed by an LD, packets are naturally aggregated into bitwise 

flows. The LD obtains a time-series measurement of local traffic, forming an 𝑛 × 𝑚 matrix D, 

where n is the number of time intervals and m the size of hash table, 𝑚 = 2𝑘. Let y represent a 
row of  D, which is viewed as traffic fingerprint at a particular time. At first, we assume only one 

AF and identify first AF using subspace method (see details in [6]).  
 

To find residual important AFs, we eliminate the change caused by previous found AFs. Let 𝛀 be 

the set of previous found AFs. Each flow in 𝛀 corresponds to a four-tuple 〈𝑠𝑛, 𝐹𝑖 , 𝒚̃𝒊
∗, 𝚫̃𝒊〉, where 

sn represents the order of flow 𝐹𝑖 being found. For an anomalous 𝒚 = 𝒚𝒊
∗ + 𝜟𝒊, 𝒚𝒊

∗ represents the 

sample vector for normal traffic conditions and 𝜟𝒊 represents the amount of change due to flow 

𝐹𝑖. Then 𝒚̃𝒊
∗and 𝚫̃𝒊 are best estimates of 𝒚𝒊

∗ and 𝜟𝒊, which are calculated in the procedure to find 

𝐹𝑖 (see details in [6]).  
 

Then we can construct a new traffic fingerprint 𝒚′, getting rid of effects of AFs that have been 

verified to be anomalous. 
 

𝒚′ = 𝒚 − ∑ 𝜟̃𝒊
𝑭𝒊∈𝜴

 

In terms of  𝒚′, the next AF can be found using the same method as [6] does. The procedure is 

repeated until the change caused by any residual flow does not exceed a threshold. 
 

‖𝒚𝒏 − 𝜟̃𝒊‖ < 𝜌 
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In view of traffic increase that accompanies nearly all flooding-based DDoS attacks, we improve 
above local detection method in two greedy ways: 1) Further compress D to D'. The latter only 

consists of columns having increased amounts along the time axis in D. Accordingly, P is 

generated based on D'. 2) Measure the amount of packets that arrive in each time interval, and 

perform anomaly detection upon y, only if the increasing scale of packet amount in the 
corresponding interval exceeds certain threshold. 
 

Local detection results in a set of AFs (or a set of flow IDs). According to the design of bitwise-

based hash function, a flow ID reifies some bits in an IP address and mask indicates which bits 
they are. Namely, if an AF includes DDoS traffic, segments of victim IP of the DDoS attack is 

fixed by the flow ID. In the next subsection, we explain how the GD infers victim IPs based on 

such incomplete IP segments. 
 

3.4. Alert-burst-based Global Detection 
 

When a DDoS attack is launched, the malicious attack traffic accessing the attack target is 
relatively concentrated. From the point of view of distributed attack detection, the traffic 

abnormal alarm generated by each local detection device should also have time correlation. 

Therefore, when the global detection device finally determines the DDoS attack, it should 
consider the time when the abnormality occurs. If many abnormal traffic alarms occur in a short 

time, it can be considered that a large-scale DDoS attack has occurred in the network. As showed 

in Figure 3, a DDoS attack can be confirmed when LD0, LD1 and LD2 all reports local anomaly 

alerts nearly in the same time. 
 

LD 0

LD 1

LD 2

time

time

time

T1 T2

T3

T4
T5

DDoS attack

LD alerts

 
 

Figure 3. An outbreak period of local anomaly alerts 

   
Assuming the number of abnormal alerts generated in an observation window T is N_alert, the 

abnormal alert density (DAA) is defined as the number of abnormal alarms generated in a unit 
time, 
 

𝐷𝑒𝑛𝑠(𝑇) =  
𝑁𝑎𝑙𝑒𝑟𝑡

𝑇
 

 

If the observation window 𝑡, the number of abnormal alarms generated by the local detection 

equipment LD is 𝑁𝑎𝑙𝑒𝑟𝑡 , and the abnormal alert density is 𝐷𝑒𝑛𝑠(𝑡) Expand the observation 

window along any direction of the time axis to obtain a new observation window 𝑡′, let the 

abnormal alert density in 𝑡′ be 𝐷𝑒𝑛𝑠(𝑡′). If 𝐷𝑒𝑛𝑠(𝑡′) < 𝐷𝑒𝑛𝑠(𝑡) is always true, then the 

observation time 𝑡 is called the abnormal burst period (BPA). 
 

The determination process of abnormal burst period starts from the two abnormal alarms with the 

closest time interval. The initial observation window is set as τ and then slide the observation 
window to cover the above two abnormal alarms. Stretch the observation window along the two 
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directions of the time axis then the first abnormal burst period of the local detection equipment 
can be obtained. As the network environment is complex and changeable, security threats occur 

all the time, each local detection device may have multiple abnormal outburst periods. The above 

operation is repeated until the initial observation window is greater than the threshold τ0. 

Threshold τ0 is the maximum relevant abnormal time interval, and 10 times the sampling interval 
is fine.  
 

Based on the abnormal burst period of each local detection device, the global detection device 

finally determines DDoS attack in the network. DDoS attack sources are distributed all over the 
network, and the attack traffic triggers an abnormal alarm at multiple local detection devices. 

Therefore, a concentrated abnormal burst period of multiple local detection devices in a short 

time means a large-scale DDoS attack. By comparing the abnormal outbreak period of each local 
detection equipment, if the number of equipment whose abnormal burst period overlap in time is 

greater than a threshold n, then global detection confirm a DDoS attack in the network. As shown 

in Figure 3, three local detection devices detect a large number of network traffic abnormalities at 
almost the same time (abnormal outburst periods T1, T3, T4), so it can be judged that there are 

large-scale DDoS attacks in the network. Local detection devices LD0 and LD2 also have 

anomaly alert burst in T2 and T5 respectively. However, since no global traffic anomaly are 

found by other detection devices in the network, these alerts do not conform to the distributed 
characteristics of DDoS attacks. 
 

3.5. Victim IP Reconstruction 
 

In order to confirm ongoing DDoS attacks and figure out victim IPs, GDs reconstruct anomalous 

dstIPs based on detection results obtained from LDs. In a DDoS attack, tens of thousands of hosts 

all over the network generate attack traffic simultaneously. The intuition thus is that a dstIP being 
widely regarded as anomalous indicates a network-wide DDoS attacks towards the dstIP.  

Following this lead, we show how GDs reconstruct victim IPs in details. Benefiting from bitwise 

hash function used in split sketch, our IP reconstruction algorithm has very low memory 
requirement and computational cost. 
 

Let us begin with formatting outcomes of LDs. Through local detection, LDs obtain a number of 

AFs, which are sent to the GD in the form of (timestamp, flowID, mask). flowID is the ID of AF. 

timestamp represents the time when the anomaly occurs. mask implies the particular bitwise-
based hash function adopted by an LD. If an LD report more than one AF to the GD, mask is 

only sent once. Combining flowID and mask, we can extract an L-length vector, in which bits 

specified by mask are set to “0” or “1”, according to flowID. We call the vector Discrete Segment 
of IP (DSIP). Figure 4 shows a simple example of DSIP which gives a partial segment of the 

destination IP address. L is the length of the IP address. If the IPv4 address is used in the 

network, L= 32. 
 

DSIP

mask 0 1 0 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 

 1    0   1      0  0   0       0     0

FlowID =    1   0   1   0   0   0   0   0

 
Figure 4. An example of DSIP 

 

Regarding IP reconstruction as a vote for bits in victim IPs, then DSIP is the ballot.The GD first 

creates an empty vector B of length L to imitate an IP address (victim IP), and then deduces the 
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IP bit-by-bit on the basis of amounts of DSIPs which set the bit to “0” and “1”. IP reconstruction 
consists of three steps: eliminate noise DSIPs, decide bit statuses and reduce uncertainty. 
 

Ideally, LDs perform accurate detection and all DSIPs generated are segments of victim IPs. 

However, due to inescapable false positive, even very small, there might be wrong DSIPs being 
segments of normal IPs. Thus we filter such noise DSIPs. A DSIP is considered as noise if it sets 

some bits just in contrast to what most other DSIPs set. For the i-th bit in B, we count the 

numbers 𝑞0,𝑖 and 𝑞1,𝑖 of DSIPs that reify the bit as “0” and “1” respectively. When comparing 𝑞0,𝑖  

and  𝑞1,𝑖, we simply decide the one less than half of the other is smaller, like 𝑞0,𝑖 when 𝑞0,𝑖 <
𝑞1,𝑖

2⁄ . If a DSIP reifies at least one such bit, we consider it as a noise DSIP. After obtained a 

more reliable set 𝚪′ by eliminating noise DSIPs, we decide each bit in B with one of the following 

statuses, zero, one, amphibious, and unknown. The details of determining algorithm is given in 
our previous work[14].To reduce the uncertainty in resultant victim IPs, we compare all DSIPs in 

𝚪′ with B and reify unknown and amphibious bits as many as possible. If most reified bits in a 

DSIP match with B, we believe the DSIP is truly part of a victim IP. Other reified bits are 
unmatched only because no enough LDs select these bits in their hash functions. We thus can 

adjust statuses in B according to unmatched bits in the DSIP, reducing unknown bits. For 

amphibious bits, such mostly matched DSIPs help to decompose B into two or more vectors. 

Each vector corresponds to a distinct victim IP. 
 

As a result, the GD obtains a number of victim IPs (or partial victim IPs), which also proves 

ongoing DDoS attacks. If there are enough LDs participating in the F-LOW system, the GD can 

identify whole victim IPs accurately. Even in lacking adequate LDs, partial victim IPs are still 
efficient as filtering rules in DDoS reaction. Our IP reconstruction algorithm infers victim IPs 

without storing mapping tables and calculating intersection of large sets, thus having low 

computational cost and memory requirement. We evaluate our algorithm and compare its 
overhead with previous work in the next section 
 

4. EVALUATION 

 

In this section, we evaluate the performance of F-LOW system through simulation and theoretical 

analysis. The low-profile property of F-LOW is achieved through PCA-based anomaly detection 
method. Since the capability of the method has been thoroughly verified in many previous works 

[6] [7] [13], we lay particular emphasis on global detection of our approach. The focal point of 

evaluation is accuracy of IP reconstruction. We also measure the overhead of LDs and GDs, in 
order to demonstrate scalability of proposed approach 
 

4.1. Coverage Rate 
  
We first measure an important metric, coverage rate of selected bits by LDs in an IP address, 

which is relevant to performance of IP reconstruction. IP reconstruction relies on flow IDs 

reported by LDs. Namely, GD deduces a victim IP based on LDs' reification on every bit of IP. 

Therefore, the more bits are selected by LDs, more precise the reconstructed victim IP is. 
We define coverage rate as the proportion of bits in an IP address that are selected by LDs at least 

once. Each LD chooses k bits in an IP address to generate its own bitwise hash function. The 

probability of a bit being selected by an LD is k/L. Suppose N LDs exits in the network. Then, 

for a bit, it is not selected by any LDs with the probability  𝑞 = (1 − 𝑘/𝐿)𝑁 
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Figure 5. The numerical and experimental coverage rates with respect to the number of LDs 

 

 
 

Figure 6.  The numerical and experimental coverage rates with respect to  

the number of selected bits in an IP 

 

Accordingly, the theoretical expected coverage rate is 1-q. We also calculate the coverage rate in 

the simulation. As we can see in Figure 4 and 5, the numerical and experimental coverage rates 
perfectly match with each other. When k=10, L=32, and N=10, the coverage rate is more than 

97%. Uncovered bits in an IP address are no more than one. Namely, only 10 LDs participating 

in the F-LOW system can cover almost whole IP address, thus potentiating precise IP 
reconstruction. 
 

4.2. Accuracy of DDoS Detection 
 

We qualitatively compare our F-LOW system with three existing approaches with respect to 

system overhead: sketch subspace (SS) [7], two-level sketch (TS) [8], and reverse sketch (RS) 

[10], which are closely related to our approach. These three methods all take the identification of 
the IP address (DDoS attack victim) causing the network anomaly as the final target of detection, 

and all reduce the statistical data dimension with the help of the summary data structure (sketch). 
 

Figure 7 shows the experimental statistical results. Where FP represents false positive rate and 

FN represents false negative rate. Since RS is only a method of inversely deriving the IP address 
corresponding to the abnormal sketch entry, and there is no specific anomaly detection process, 

RS is used to replace bithash based sketch in F-LOW system to compare the accuracy of RS and 

F-LOW in victim identification. In addition, the SS method is a single point detection algorithm, 
10 points are selected in the experimental topology to deploy SS. As shown in Figure 7, F-LOW 

performs better than other methods in all aspects. The victim identification FN of F-LOW system 

is slightly higher than that of RS method because only the number of complete IP addresses is 
calculated when the experimental data are counted. 
 

Since our approach may result in partial victim IPs, it is difficult to evaluate its accuracy in DDoS 

detection and victim identification. We thus incarnate the performance in an indirect but 
persuasive way. That is to evaluate the efficacy of outcomes of our F-LOW system in filtering 

traffic towards victims (distinguishing attack packets from normal packets towards victims is 
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beyond the scope of this paper). We show the simulation result in Figure 7. In our simulation, 
most of partial victim IPs only have one indeterminate bit. Using them as rules, we can still 

successfully filter attack packets of DDoS attacks, with a false positive rate of less than 3%. All 

traffic toward victims is captured as their IPs matches with partial IPs.  
 

 
 

Figure 7.  Accuracy of DDoS Detection 

 

4.3. Overhead Comparison 
 

Finally, we qualitatively compare our F-LOW system with sketch subspace (SS) [7], two-level 

sketch (TS) [8], and reverse sketch (RS) [10], which are closely related to our approach. The goal 
is to demonstrate the advantages of our approach in computational complexity, space requirement 

and Communication overhead. 
 

When comparing computational complexity, we consider two aspects: the cost to update 
corresponding structures, which can be approximately reflected through the Number of 

calculating Hash Value per Packet (NHVP); the cost to identify victim IPs after detecting 

anomaly (COIV). We leave the overhead of PCA for this moment, as three of four approaches 

adopt PCA to detect network anomaly. Since all compared approach use sketch, we thus separate 
space requirement for sketch structure (sketch size) with other storage in the comparison. 

Communication overhead, represented by the amount of transmitted data between nodes, exists 

only in collaborative systems. Thus, reverse sketch has no communication overhead. 
 

In F-LOW, each collaborative node maintains only one hash table of size M. One of the major 

differences between our approach with the other three is the way to map packets in a sketch. Our 

approach uses special designed bitwise-based hash while others use random hash in sketches, 
which induces completely different method to identify victims. Most COIV of our approach 

arises from counting DSIPs and comparing every DSIP with the vector B, so the cost increases 

with the number 𝑛𝑑𝑠𝑖𝑝 of received DSIPs proportionally.  
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Table 1. The overhead comparison. 

 

 
 

We summarize the comparison result in Table 1, in which n_flow represents the number of 
distinct flows that SS needs to store states, and n_dip represents the number of anomalous 

destination IPs. H is the number of hash functions in a sketch. L is the length of an IP address. 

The parameter q = 4 in [10]. L_bf,H_bf,H_bcand M_bc are defined in [8]. Considering the 
number of DDoS attacks or victim IPs, the number n_dsip is much smaller than M and n_flow. In 

this context, our F-LOW system outperforms SS in all three aspects. Relatively, TS has lowest 

cost O(1) during victim identification at the expense of space. Even though approaches TS and 
RS are slightly better than F-LOW in some aspects, they all require much more memory to store 

statistic of network traffic. 
 

5. CONCLUSION 
 

In this paper, we study countermeasures against DDoS attacks and present F-LOW, a 

collaborative system that can detect DDoS attacks and identify victim IPs of these attacks. 
Innovative bitwise-based hash function and split sketch are designed to digest network traffic. 

Meanwhile, an efficient IP reconstruction is proposed to reversely calculate anomaly IPs. 

Benefitting from those innovations, F-LOW system can accurately detect network anomaly 
caused by DDoS attacks and infer victim IPs, thus contributing to quick and efficient DDoS 

reaction. In summary, F-LOW has Four LOW-characteristics: low profile, low dimensional, low 

overhead, and low transmission, while previous DDoS countermeasures only fit parts of them. 
The outcome of F-LOW can help to filter attack traffic with very low false positive. 
 

This paper proposes a promising approach against DDoS attacks. Since the F-LOW system is a 

collaborative system which involves plenty of cooperative detection nodes in the network, it is 
very difficult to apply and deploy. In the future, a flexible cooperation mechanism should be put 

on the agenda, to provide a practicable collaboration platform for F-LOW system 
 

REFERENCES 
 

[1] Biswas, R., Kim, S., & Wu, J., (2021) “Sampling rate distribution for flow monitoring and DDoS 

detection in datacenter”, IEEE Transactions on Information Forensics and Security, Vol. 16, pp2524-

2534. 

[2] Toh, A., (2022) “Azure DDoS Protection—2021 Q3 and Q4 DDoS attack trends”. 

[3] Wang, F., Wang, H., Wang, X., & Su, J., (2012) “A new multistage approach to detect subtle DDoS 

attacks”, Mathematical and Computer Modelling, Vol. 55, No. 1-2, pp198-213. 

[4] Wang, H., Zhang, D., & Shin, K. G, (2002, June) “Detecting SYN flooding attacks” Proceedings, 

Twenty-first annual joint conference of the IEEE computer and communications societies, Vol. 3, 

pp1530-1539. 

[5] Chen, Y., Hwang, K., & Ku, W. S., (2007) “Collaborative detection of DDoS attacks over multiple 

network domains”, IEEE Transactions on Parallel and Distributed Systems, Vol. 18, No. 12, pp1649-
1662. 

[6] Lakhina, A., Crovella, M., & Diot, C., (2004) “Diagnosing network-wide traffic anomalies”, ACM 

SIGCOMM computer communication review, Vol. 34, No.  4, pp219-230. 



250         Computer Science & Information Technology (CS & IT) 

[7] Li, X., Bian, F., Crovella, M., Diot, C., Govindan, R., Iannaccone, G., & Lakhina, A., (2006, 

October) “Detection and identification of network anomalies using sketch subspaces”, In Proceedings 

of the 6th ACM SIGCOMM conference on Internet measurement, pp147-152. 

[8] Liu, H., Sun, Y., & Kim, M. S., (2011) “A Scalable DDoS Detection Framework with Victim 

Pinpoint Capability, Journal of Communications, Vol. 6, No.  9, pp660-670. 
[9] Salem, O., Vaton, S., & Gravey, A., (2010) “A scalable, efficient and informative approach for 

anomaly‐based intrusion detection systems: theory and practice”, International Journal of Network 

Management, Vol. 20, No. 5, pp271-293. 

[10] Schweller, R., Gupta, A., Parsons, E., & Chen, Y., (2004, October) “Reversible sketches for efficient 

and accurate change detection over network data streams”, In Proceedings of the 4th ACM 

SIGCOMM conference on Internet measurement, pp207-212. 

[11] Cormode, G., & Muthukrishnan, S., (2005) “An improved data stream summary: the count-min 

sketch and its applications”, Journal of Algorithms, Vol. 55, No. 1, pp58-75. 

[12] Smith, L. I., (2002) “A tutorial on principal components analysis”, Cornell University. 

[13] Huang, L., Nguyen, X., Garofalakis, M., Jordan, M., Joseph, A., & Taft, N., (2006) “In-network PCA 

and anomaly detection”, Advances in neural information processing systems, Vol. 19. 
[14] Wang, F., Wang, X., Hu, X., & Su, J., (2012, October) “Bitwise sketch for lightweight reverse IP 

reconstruction in network anomaly detection”, In 2012 IEEE 9th International Conference on Mobile 

Ad-Hoc and Sensor Systems (MASS 2012), pp1-4. 

[15] Cui, Y., Qian, Q., Guo, C., Shen, G., Tian, Y., Xing, H., & Yan, L., (2021) “Towards DDoS detection 

mechanisms in software-defined networking”, Journal of Network and Computer Applications, Vol. 

190, pp103156. 

[16] Wytrębowicz, J., (2018, October) “Software-defined anti-DDoS: Is it the next step?”, In Photonics 

Applications in Astronomy, Communications, Industry, and High-Energy Physics Experiments 2018, 

Vol. 10808, pp652-663. 

 

AUTHORS 

 
Fei Wang received received the PhD. degree from the National University of Defense 

Technology, China. She is now an associated professor in School of Computer, National 

University of Defense Technology. Her current research interests are next generation  

networks, network security and network monitoring and forensics. 
 
Zhenxing Li received the master's degree from Guilin University  Of Electronic 

Technology,China, He is now an R&D Engineer in School of Computer,National University 

of Defense Technology. His Current research interests are Network Traffic Analysis and 

Network Security 

 

Xiaofeng Wang is an assistant professor in School of Computer, National University of 

Defense Technology (NUDT), China.  He completed his PhD at NUDT in 2009. His current 

research interests are in trust and security of networking systems, distributed and intelligent 
data processing. He has published several papers in  renowned journals and con ferences like 

IEEE/ACM CCGrid, AINA, IEEE Transactions on Services Computing and Elsevier FGCS 

etc. 

 
 

 
© 2022 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

 

http://airccse.org/


David C. Wyld et al. (Eds): AI, AIMLNET, BIOS, BINLP, CSTY, MaVaS, SIGI - 2022 

pp. 251-258, 2022. CS & IT - CSCP 2022                                                      DOI: 10.5121/csit.2022.121822 

 
AN AUTOMATIC SHEET MUSIC GENERATING 

ALGORITHM BASED ON MACHINE LEARNING 

AND ARTIFICIAL INTELLIGENCE 

 

Ruize Yu1 and Yu Sun2 
 

1Santa Margarita Catholic High School,  

22062 Antonio Pkwy, Rancho Santa Margarita, CA 92688 
2California State Polytechnic University, Pomona,  

CA, 91768, Irvine, CA 92620 
 

ABSTRACT 
 

Due to the ever growing popularity of music as a part of everyday life, and with the continuous 

advances in AI technology, it is now possible for computers to listen to and recognize music 

[1]. However, there still exist limitations on machines’ ability to recognize audio. This paper 

proposes an application to simplify the process of music transcription and reduce its runtime 

[2]. This application was tested in a different range of settings and evaluated. The results show 

what can be further improved on this application. 

 

KEYWORDS 
 

MIDI, Pitch Recognition, Magenta. 

 

1. INTRODUCTION 
 

The human ear is able to detect a range of frequencies, allowing it to “register” different sounds 

upon hearing it. Due to ever-advancing technology, it is no surprise that researchers will 

eventually create pitch detection algorithms that capture sounds and send the information to the 

algorithm [4]. Ever since pitch detection algorithms have been introduced, people have found 

creative ways to utilize such algorithms to solve various problems that may present themselves 

[5]. One of such problems is recognizing the various pitches of a music file, and writing them in a 

sheet music format. This has always been done with human hearing, thus increasing the room for 

error if the said person does not have a perfect pitch. Thankfully, researchers have looked into 

this problem and have created pitch detection algorithms described earlier to deal with problems 

like such.  

 

Similar programs have already been created to help the user convert a raw music file into MIDI, 

many of which exist as online conversion tools [6]. An implementation of such programs is 

Ableton, which comes with many additional settings on top of converting music to MIDI. 

However, if a user wishes to write the said file into sheet music, they have to go through various 

processes until they can reach the final result. Another problem that arises with the process is that 

the MIDI file might take extra space, making it very inefficient if the user only wants to convert 

the raw audio into a piece of sheet music. Most of the existing programs lack a comprehensive 

workflow that allows the user to complete the entire process without interruptions. 

 

http://airccse.org/cscp.html
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In this paper, the method used is very similar to other music-to-MIDI programs. However, our 

method includes converting the MIDI file to sheet music and writing it as an image for the user. 

The goal of this method is to attempt to create an algorithm that writes an audio file into sheet 

music and reduces the number of steps needed to do so. Some of the features included in this 

algorithm are connected together to provide a satisfactory result. First, the audio is converted 

from a .wav file into a .midi file, the MIDI file is manipulated by Mido [7]. Magenta and 

TensorFlow AI provides the conversion needed from raw audio to MIDI. Second, the MIDI file is 

converted into sheet music, this step requires the use of Music21, which provides all the 

components needed for a piece of sheet music, such as the tempo, time signature, measures, and 

such. The third feature of this algorithm is the storage of the converted sheet music, which uses 

Google Firebase to store the said sheet music, which is an image at the current stage. This image 

is then sent to the website, which is created using both ngrok and flask.  

 

To demonstrate how the above techniques reduce steps taken to convert audio to sheet music, and 

how the program is accurate, there will be two different approaches taken. The first approach 

tests each individual process using google colab [8]. The program is separated into three distinct 

steps. The first step transcribes a raw audio file into a MIDI file, the second step converts the 

MIDI file into sheet music, and the last step opens up a webpage that displays the converted sheet 

music. As shown in a later experiment, the three steps require building up off of each stage to 

provide the final result. The second approach is through repl.it, and tests the program from end-

to-end. This is done to show how the program functions without the need to go through 

individual steps. 

 

The rest of the paper is organized as follows: Section 2 provides the details on the challenges 

faced during the experiment and designing stages; Section 3 focuses on the details of the 

solutions corresponding to the challenges in Section 2; Section 4 presents the details about the 

experiments done, following by presenting the related work in Section 5; Section 6 will show the 

concluding remarks, as well as the future work of this project. 
 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 
 

2.1. Identifying the Pitches 
 

The first challenge that presented itself is identifying the different pitches within a raw audio file. 

Since the computer reads in pitches and processes it in a different way than the human ear, it 

needs to first know which pitch matches which music note. Additionally, it needs to be able to 

recognize the length of each pitch and record it inside the MIDI file. The second part of this 

challenge is writing into a MIDI file, which requires an algorithm and tuning [9]. The program 

cannot proceed without an accurate MIDI file, which will then be converted into a music sheet. 

 

2.2. Recognizable Sheet Music 
 

Another problem that came up was ensuring that the MIDI conversion writes an accurate and 

readable sheet music for the reader. Because music sheets have different clefs and such, the 

program needs to convert notes to their respective clef and will need to transcribe the notes 

depending on the clef. Another problem within this situation is writing in a different tempo and 

music notes, such as eighth notes, or the common quarter notes. The program needs to 

differentiate between when to use different notes and when to just change the tempo to make the 

sheet easier to read. 
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2.3. Creating the Website 
 

After finishing the algorithm for the conversion, a website needs to be made. While a website is 

not very hard to create, the problem resides in connecting the algorithm, which uses google 

firebase, with the website itself. 
 

3. SOLUTION 
 

 
 

Figure 1. An overview of the components and process of this program 

 

First, this process requires the user to upload a raw audio file in the form of .wav. This audio file 

is received by Magenta, a machine learning library focused and trained on music provided by 

Google, as an input to convert to MIDI [3]. Magenta will then use its Onset and Frames feature to 

convert the file to MIDI and will return it as an output. Then, the output will be received by 

Music21, a python-based toolkit for musicology. Music21 will primarily be used to write the 

MIDI file to sheet music in this process [15]. After Music21 finishes running, the output will be 

returned as a png image of the sheet music. This file will then be returned to the website, hosted 

by flask and ngrok, which will display the finished image to the user. The file will also be 

uploaded to Firestore, a cloud storage location. 

 
 

 

 
 

Figure 2. Select file screen 
 

The website first instructs the user to upload a file and press submit. 

Using python, the music to sheet conversion is done with the help of Magenta, specifically, the 

use of its onset and frames function. 
 

https://app.diagrams.net/?page-id=C5RBs43oDa-KdzZeNtuy&scale=auto#G1S451tp2V4JMjg3BVQogsqpRhyqyosmqy


254         Computer Science & Information Technology (CS & IT) 

 
 

Figure 3. The Screenshot of code 1 

 

The command_line provides the necessary program configuration, with the audio file as the 

target. This method returns the transcribed audio file as a MIDI file, which is then used to convert 

to sheet music. To convert MIDI to sheet music, the program uses Music21 to parse the MIDI file 

(shown below as midi_path) to parse it into a music21 object.  
 

 
 

Figure 4. Screenshot of code 2 

 

The annotated object is then used as a parameter for the generate_sheet_music function, which 

will use it to return a png file of the sheet music. 
 

 
 

Figure 5. Screenshot of code 3 

The program uses music21’s .write function to write the object into a png file, which is then 

returned after being stored in the firestore. 

 

 
 

Figure 6. Final image 

 

The png file is then displayed on the website that originally prompted the user to input a .wav 

file. 
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4. EXPERIMENT 
 

4.1. Experiment 1: Individual Steps via Google Colab 
 

In this experiment, we tested and timed each function of the program bit-by-bit. This is to find 

where the algorithm takes the most time to execute, and where the bottleneck occurs. 

 

To proceed with the experiment, each code block is run individually using Google Colab, and 

their runtime and memory usage are all recorded with %%timeit, %%prun, and %%memit. 

 

4.2. Experiment 2: Complete Process Using the Flask Website 
 

Have multiple testing data be uploaded to the website and be converted to sheet music check for 

errors, inaccuracies, and see what can be improved. The result will be collected and will provide 

feedback on the accuracy of the algorithm. This experiment will provide us with data on how to 

improve the algorithm, and where the errors are occurring. 

 

To test the accuracy of the converter, three different wav files of C major notes were created 

using MuseScore. The three different data were uploaded to the website, where it is then 

converted back to sheet music. The first wav file is a C Major scale played on a piano in common 

time. The second file is a scale of C Major triads, played on a piano in common time and in 

ascending scale. The last file is a variation of the first file but split up with a quarter rest between 

the notes. 

 

After creating the sample data and running them through the algorithm, it appears that the general 

shape and notes of the audio file are preserved. However, there are cases where the converter 

showed inaccuracies. For example, in the test case where chords are uploaded to the website 

(Figure 2), the only inaccuracy shown is in the first chord, where the algorithm missed concert 

C4 (Figure 2b). Another example is Figure 1b, where the C Major ascending & descending scales 

showed that some notes are carrying on the next beat. When separated (Figure 3), the algorithm 

works fine again. 
 

 
 

Figure 7. Original Version (Figure 1a) 

 

 
Figure 8. Magenta Version (Figure 1b) 

 
Figure 9. Original Version (Figure 2a) 
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Figure 10. Magenta Version (Figure 2b) 

 

 
 

Figure 11. Original Version (Figure 3a) 

 

 
 

Figure 12. Magenta Version (Figure 3b) 

 

 

 
 

Figure 13. Chart graph 

 

For the generateMidi function, a lot of time was taken up because the function was executing the 

return string from the command line. However, it was unnecessary for the program as it did not 

read the output. By removing the .read function, the runtime was reduced from around 25 

seconds to 0.019 seconds. 

 

For the midi to sheet music conversion, there is no need for optimization, as the entire method 

only took 0.449 seconds to execute around 68k function calls, with the most time taken being 

around 0.11 seconds for a single call. 

 

5. RELATED WORK 
 

Aitan Gossman and Josh Gossman, in their research Automatic Music Transcription: Generating 

MIDI From Audio, propose an approach that utilizes deep learning’s superior learning ability to 

learn structures within images, and uses this ability to convert audio into MIDI [11]. As the two 

authors stated, they hope to achieve a similar network as Magenta, and ideally provide similar 

results. The result of their experiment proved it to be better than Google’s Project Magenta, 
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reaching a F1 score of 0.95 compared to Magenta’s F1 score of 0.9. Their AMT design proved to 

be better than Magenta, achieved through their neural network design and training of data. This 

AMT tool will have an edge over other music transcription algorithms due to it using a different 

deep learning API trained by themselves. 

 

Mingheng Liang, in his research Music Score Recognition and Composition Application Based 

on Deep Learning, presents a deep-learning based music score recognition model [12]. The said 

model employs a deep network, accepts the entire score image as input, and outputs the note's 

time value and pitch directly. The work in question is almost the opposite of the algorithm 

described in our work; instead of accepting and reading an audio file as an input, Liang’s work 

processes a musical score image and transcribes it into notes to be played. 

 

In the work Magenta Studio: Augmenting Creativity with Deep Learning in Ableton Live by 

researchers from Google and the University of California, Berkeley, a design of a music 

generation application is provided, as well as its implementation as a plugin for the audio 

workstation Ableton Live [13]. The authors provided a flowchart of their application, which 

shows that the API references Magenta; the same library that the algorithm in this paper uses. 

However, the major difference between the two works is that Magenta Studio features multiple 

different plug-ins in addition to music generation, while this algorithm only focuses on the 

conversion of audio files to sheet music. 

 

6. CONCLUSION 
 

In this paper, we proposed a method that combines the steps of converting audio to MIDI, 

converting MIDI to sheet music, and uploading the sheet music to a website, into one algorithm. 

To test this algorithm’s efficiency and accuracy, two different experiments were conducted, one 

tests the runtime and memory usage, while the other one tests the accuracy of the application. In 

the first experiment, each stage of the music transcription algorithm was timed during its runtime 

and recorded. In the second experiment, three different piano audio files were prepared using 

MuseScore 3, and the accuracy of this algorithm is tested by running it on all three audio files and 

comparing the result with the original music sheet [14]. The first experiment showed that the 

average run time is prolonged due to an unnecessary line during testing, which was eventually 

removed to reduce the run time. The second experiment showed Magenta’s limitations on music 

transcription. 

 

Currently, this system’s accuracy is limited by using Google’s Project Magenta [10]. Although 

accurate, it only achieves an F1 score of 0.9, which shows that it is still prone to external noises 

such as lingering notes and audio. This will only worsen when this application is used to 

transcribe any complex composition. During testing, it is also shown that there are no current 

ways to make adjustments midway, as the transcription is done from end-to-end.  

 

These limitations will be solved if the future implementation of this program allows for access to 

the algorithm in between steps to adjust for error, as well as possibly training a deep learning 

network similar to Gossman’s AMT system in work 1. 
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ABSTRACT 
 
In the context of low-carbon innovation, reasonable subsidy, innovation, and pricing strategies 

are important to achieve resource decarbonization and supply-demand matching, while the 

quality differentiation of resources has a significant impact on the strategy formulation. In this 

paper, we study low-carbon innovation and government subsidy in different innovation 

scenarios with two providers offering differentiated manufacturing resources on a resource 

trading platform, integrating two variables of resource quality difference and demand-side low-

carbon preference. Using utility theory and the Stackelberg game, a decision model of low 

carbon innovation and government subsidy is constructed, and the equilibrium solution is 

obtained with inverse induction. Then, the low-carbon innovation and subsidy strategies under 

different innovation scenarios are compared and the effects of relative coefficients of quality 

and innovation cost coefficients on the strategies are analyzed. The findings show that when the 

difference in resource quality is small, the level of green innovation is higher in the low carbon 
innovation scenario with high-quality resources compared to the low carbon innovation 

scenario with low-quality resources, and the rate of government subsidy for innovation 

investment is also higher. In case of the large difference in resource quality, the relative 

magnitudes of green innovation level and government subsidy rate for innovation inputs in 

different scenarios are related to innovation cost coefficients. 

 

KEYWORDS 
 

Low-carbon innovation, Quality differentiation of resources, Government subsidies, 

Manufacturing resource trading platform. 

 

1. INTRODUCTION 
 
With the reduction of renewable resources, ecological destruction, and increasing pressure on 

environmental protection, especially the convening of the United Nations Climate Change 

Conference, more and more countries begin to pay attention to environmental protection[1].Some 

governments subsidize enterprises and consumers who produce or use green and energy-saving 
products to improve the environment and support the development of the environmental 

protection industry. In recent years, subsidies for green manufacturing enterprises have been 
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introduced in Beijing, Shenzhen, Guangzhou, and other places in China, including subsidies for 
low-carbon products, support for low-carbon projects, and one-time funding incentives.  

 

In this context, some scholars began to study the impact of government intervention on the green 

supply chain. Sheu studied the impact of government financial intervention on the competitive 
green supply chain. The study shows that the government should adopt green tax and subsidy 

policies to ensure that the profit of green product production is non-negative[2]. Madani first 

discussed the competition strategy between the green supply chain and the non-green supply 
chain under the leadership of the government, considering the government subsidies for green 

products, and taxing non-green products. The study shows that the impact of the government to 

improve the subsidy rate is far greater than the tax rate, which will also lead to increased profits 
for the government and the supply chain and product sustainability[3]. Zhu Qinghua studied the 

green supply chain management problem based on government subsidies and considered the 

three-stage game model of product green degree and government subsidies. The research shows 

that when the production cost coefficient of green products is high and the consumer's 
environmental awareness is low, the government should appropriately reduce the lower limit of 

subsidies and reduce the green input of products. When the production cost coefficient of green 

products is low and consumers ' environmental awareness is high, the opposite is true[4]. 
 

In response, a growing number of firms have devoted attention to green technologies investment 

in R&D and production processes to curb carbon emissions[5, 6]. For example, Apple invested 

heavily in green technologies such as renewable energy in 2017. With these investments, the 
company cut emissions by nearly 2m tonnes from last year. However, green investment is not 

free; Companies have to bear a lot of investment costs, which may reduce the benefits of green 

investment and even become an important obstacle to the adoption of green technology[7, 8]. 

Therefore, whether to invest in green technology has become an important issue for enterprises. 
In addition to the price and greenness of the product, the quality of the product is also a powerful 

means of attracting customers and even determines the position of an enterprise in the market. 

When enterprises with different product quality choose low-carbon innovation strategies, they 
will be different due to different market positions or consumer preferences. How to improve their 

product’s greenness to improve their profitability in the context of product quality that cannot be 

improved simply has become a key issue for enterprises in the competitive environment, 
especially in the transformation to green production. However, so far, most studies haven’t 

studied the quality differentiation in low-carbon innovation decisions. Quality is defined as the 

environmental quality that reflects the green degree of products[8] or considers the relationship 

between quality improvement investment and low-carbon innovation investment[9]. 
 

The third-party platforms can reduce the technological input of manufacturing enterprises and 

integrate resources and capabilities among manufacturing enterprises, which is of great 
significance to promoting the development of the platform economy and manufacturing industry. 

With the continuous integration of information technology and the manufacturing industry, the 

third-party platform of the manufacturing industry has developed rapidly, which has attracted the 
attention of many scholars. For example, studies have shown that the main motivation for 

enterprises to join the platform is that the services provided by the platform can help enterprises 

improve efficiency and reduce transaction costs[10]. Yoo compares the profits obtained by 

enterprises joining the third-party platform with those that have self-built platforms respectively 
and comprehensively analyzes the influence factors of enterprises joining the third-party 

platform. They found that companies’ IT capabilities, costs, and purchasing needs were the main 

drivers and revealed that SMEs were better suited to join third-party platforms[11]. Many 
scholars have studied the third-party platform from the basic functions, architecture, operation 

model, and implementation technology of the platform[12-14]. In addition, there are few studies 
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on service investment and pricing strategies on third-party platforms, especially on resource 
quality or greenness improvement on third-party platforms. 
 

Based on the above research, considering the impact of third-party platform transactions and 

resource quality differences on resource providers’ low-carbon innovation strategy and 
government subsidies strategy, this paper studies the problem of low-carbon innovation of third-

party platform resource providers under government subsidies. This paper considers a third-party 

trading platform composed of low-quality resource providers( ), high-quality resource providers( 

), and resource demanders( ). The government will issue a certain subsidy strategy for low-carbon 
innovation projects, and resource providers are likely to invest in low-carbon innovation of 

resources. Through the research of this paper, some different results are obtained from previous 

studies. Firstly, resource quality differences and low-carbon innovation cost coefficients will 
affect the low-carbon innovation decisions of quality resource providers, and low-quality 

resource providers should also consider platform transaction rates. Different from previous 

studies, this paper finds that high-quality resource providers have lower innovation willingness 
than low-quality resource providers in terms of market share and profit. Then, government 

subsidies are not always biased towards high-quality resource providers, and low-quality resource 

providers are given higher rates of subsidies when the quality differences between the two sides 

are large and innovation cost coefficients are low. Finally, the platform development is not 
necessarily committed to improving the overall level of resources, in different cases, different 

resource providers can have different incentive strategies. 
 

2. PROBLEM DESCRIPTION AND SYMBOLIC DESCRIPTION 
 

2.1. Problem Description 
 

On the third-party manufacturing resource trading platform, a type of manufacturing resource is 

provided by two competing manufacturing resource providers ( 1,2)iRSP i  , and the two 

providers provide two differentiated resources 1R \ 2R , which 2R  has a more reliable quality level 

and 1R  is inferior 2R  in this respect. RSD  can choose any of the resources for direct transactions, 

while iRSP  paying a certain commission fee to the resource-sharing platform. As two competing 

suppliers, they will invest in low-carbon innovation projects to improve their product green 

degree, thereby affecting the choice of resource demanders to maximize their profits. At the same 

time, the regulatory authorities of the government also have the responsibility to enhance social-
environmental benefits and to give resource providers certain project subsidies. Therefore, under 

the influence of different government subsidy strategies on the low-carbon innovation level of 

resource providers, how do subsidies affect their low-carbon innovation decisions and pricing for 
suppliers with different quality resources? 
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Figure 1. Operation Mode of Tripartite Trading Platform 
 

2.2. Symbolic Description 
 

The relevant symbols in this paper are as follows shows: 
 

Table 1.  Symbolic Description 

 

 Symbolic Description 

Parameter 

v  

the initial utility of resource 

demanders for high-quality 

manufacturing resources (0 1)v＜ ＜  

θ  
relative coefficients of resources 

quality (0 1)θ＜ ＜  

β  transaction rates on trading platforms 

k  
low-carbon innovation cost 

coefficients 

( 1,2)iu i   utility of resource demanders 

( 1,2)iQ i   market share of resource providers 

Decision variable 

( 1,2)iP i   transaction prices of resource 

( 1,2)im i   
low-carbon innovation effort 

coefficient of resource providers 
η  government subsidy rate 

Other symbols 

RSD  resource demanders 

iRSP  resource providers 

iR  resources 

( 1,2, )iπ i g  profit (utility) of different themes) 

 

3. MODEL CONSTRUCTION AND SOLUTION 
 

Hypothesis 1: In some literature, the linear combination of price and non-price variables is 
generally used to represent the demand function[15-17], and some empirical studies also found 

that the level of green degree of enterprise products can affect consumers’ purchasing behavior. 

This paper refers to Gao Juhong’s research[18], the relationship between the nature of 

RSP2

RSD

Trading platform

RSP1

Government

green innovationgreen innovation

commission 

ratio

commission 

ratio

transaction value

Project subsidy Project subsidy
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manufacturing resources and perceived utility is expressed by the following utility function: 

1 2u V e P e m    (wherein, the initial utility is expressed as ~ (0,1)v U , a is the price elasticity 

coefficient, b  is the environmental sensitivity coefficient of demand, and the impact of the green 

degree of resources on demand is bm ). To facilitate the analysis results, and without losing 

generality, set 
1 2 1e e  . 

 

Hypothesis 2: With the continuous improvement of the green degree of manufacturing resources, 

it is more and more difficult to improve the green degree, so the cost function of low-carbon 

innovation should have the characteristics of increasing marginal cost. At the same time, 
combined with reality, there is a certain fixed investment in green innovation that can’t be 

recovered in time. This paper sets this fixed cost as a . Therefore, the cost function of green 

innovation of manufacturing resources can be expressed as 2( ) 1/ 2f m km a  , which k is the 

low-carbon innovation cost coefficient. 
 

Hypothesis 3: To simplify the calculation without losing generality, the cost of providing unit 

manufacturing resources is assumed to be zero. 
 

Hypothesis 4: Referring to previous research results[19], social welfare is composed of total 
industry profits and environmental benefits. So the industry social welfare function considered by 

the government can be set to: 
 

                                         1 2 1 2g p l hπ π π π m Q m Q                                                               (1) 

 

 

Hypothesis 5: The resource sharing platform introduces manufacturing resources with an audit 

mechanism, the quality difference between the two iRSP  would not be too large, assuming the 

quality difference 0.6 0.99θ＜ ＜ . 
 

Hypothesis 6: The above information is public knowledge. 
 

3.1. Basic model 
 

This paper constructs a government- resource trading platform -manufacturing resource providers 
and demands decision-making model composed of two manufacturing resource platform 

suppliers and demanders, which meets the manufacturing resource demand at the transaction 

price iP  and pays a certain tariff as iβP  to the platform. At this time, the government has not 

issued the low-carbon innovation subsidy policy and iRSP  has decided not to carry out low-

carbon innovation, only through price decision-making to maximize its profits. According to the 

above assumptions, the initial utility RSD is: 

 

                                                                    1 1u θv P   (2) 

 2 2u v P                (3) 

 

When the conditions 1 0θv P ＞  1 2θv P v P ＜  are satisfied, RSD  select 1R  to trade. So after 

simplification, we get when 1 2P θP＜  is satisfied, the high-quality resources and low-quality 

resources on the platform exist in the market and compete with each other, and the demand 

function 1R  is: 
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2 1

1

0 2 1 11
1

1

P P

θ
P

θ

P P P
Q dv

θ θ






  
                                                    (4) 

 

When 1 2P θP＞  we get high-quality resources completely replace low-quality resources 
1RSP  and 

exit the competition on the platform, high-quality resources form a monopoly RSD and have only 

one choice on this platform. This paper does not consider this situation. Similarly, when RSD  

chosen 
2R , at this point satisfies conditions 2 0v P ＞  1 2θv P v P ＞ , the demand function 2R  is: 

 

 

                                                
2 1

1
0 2 1
2

1

1
1

P P

θ

P P
Q dv

θ





  

                                                        (5) 

 

At this time, the profit functions of 
iRSP  the resource trading platform are: 

 
0

1 1 1(1 )π β PQ  ， 0

2 2 2(1 )π β P Q  ， 0 0

1 1 2 2( )pπ β PQ PQ   

 

The iRSP  trader will determine the transaction price of manufacturing resources according to the 

known market conditions, to maximize profits. The decision model is: 

 

1 2

0 0

1 2 1 2
{ , }
max( , ), . . : 0 0l h
P P

π π s t P P P θP＞ ， ＞ ， ＜  

 

Theorem 1: When iRSP  does not carry out low-carbon innovation, there is a balanced price 

strategy 
0*

1P  
0*

2P , and the optimal profits of iRSP  and platform profit are respectively: 

 

                                                            

0*

1
0*

0*

2

( 1)

2( 1)

4

:
4

P

P

θ
P

θ θ

θ

θ















 

                                                            (6) 

 

The optimal profit iRSP  and platform profit obtained from Equation (6) are: 

 

                                             

0*

1

0*

0*

2

2

2

( 1 )( 1 )

( 4)

4( 1 )( 1 )

( 4

:

)

π

π

θ θ β

θ

θ

θ
π

β








   




  






                                                       (7)      

 

  
2

0 ( 4)( 1 )

( 4)
pπ

θ θ β

θ

 






                                                         (8) 

 

Theorem 1 shows that in the absence of government intervention, 0*

1P  is always less than 0*

2P , and 

the equilibrium price strategy is only affected by the relative coefficients of quality. 
 

Lemma 1: In the basic model, the equilibrium price strategy of iRSP  decreases with the increase 

θ . For the three profit functions, they all decrease with the increase θ . Lemma 1 is in line with 

traditional cognition. When the resource trading platform doesn’t conduct such behavior as low-

carbon innovation to enhance the utility of demanders at the other end, its income will not 
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increase with the homogenization of manufacturing resources, that is, such trading intermediaries 
as the platform need to provide sufficient choices of demanders to maximize their interests. For 

1RSP , when the quality difference between the two iRSP is large, the price can rise by improving 

their resource quality. However, when the relative coefficients of quality are small, the two iRSP  

are at the same consumption level. To maximize their profit, the price war can only be used to 

occupy the market, 2RSP . But when both sides take such a price war, their profit margins will all 

decline. 

 

3.2. Model for Low-Carbon Innovation of Resource Provider 
 
When implementing the government subsidy mechanism, the decision-making problem of the 

government-enterprise low-carbon innovation-decision problem can be understood as the 

Stackelberg game of the government as a leader and the enterprise as a follower. At the same 

time, considering that low-carbon innovation investment is a strategic decision, so the decision-
making order is shown in figure2, and the inverse order solution method is used to obtain the 

equilibrium results. Considering the different innovation ability of  iRSP  in improving the green 

degree of resources, two scenarios are set: (1) 1RSP  conducts low-carbon innovation; (2) 2RSP  

conducts low-carbon innovation. 
 

 
 

Figure 2. Game timeline 

 

3.2.1. 1
RSP  conducts low-carbon innovation 

 

After the government released the subsidy policy for low-carbon innovation projects, in this 

scenario 1RSP  becomes an innovative enterprise for project investment, its profit function is 
2

11 1
1 1(1 ) ( ) (1 )

2
lπ

km
β PQ a η     , and the profit functions of 2RSP  and platform unchanged. Similarly, the 

demand functions iR are: 
1

2 1 11 1 1

1

P m P P m

θ θ
Q

  



  and 

2

21 1 11
1 θ

Q
P m P





, the industry social welfare 

function considered by the government is 
1

1 1 1 1 1 1

g h l p l
π π π π m Q    . At this time the two enterprises play 

Bertrand games, the decision model is: 

 

First stage: 
1

{ }
max( ), . . : 0 1g

η
π s t η＜ ＜   

 

The second stage: 
1 2 1

1 1

1 2 1 1 2 1
{ , , }
max ( , ), . . : 0 0, 0l h

P P m
π π s t P P m P θP m＞ ， ＞ ＞ ， ＜  

 

Theorems 2: When 1RSP  conducting green innovation, the optimal subsidy rate of the 

government, the low-carbon innovation effort coefficient 1RSP , the pricing policies of iRSP
1*

1P  

and 
1*

2P , their optimal profits and platform profits are respectively: 

Government decision on 

subsidy rates for green 

innovation projects ŋ

RSP decides whether to 

invest in green innovation 

projects

RSP decides the degree of 

green innovation efforts m

RSP manufacturing 

resources listing sharing 

platform

RSP decides the price of 

manufacturing resources P

RSD make purchasing decisions and two 

RSP receive their respect profits
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3 2

2

1* (2 1) ( 6 1) (4 2 2) 4 4

(3 7 4)

k β θ β kθ βk β θ β

kθ θ
η

θ

       

 


                                              (9) 

                                                
3 2

4 3 2
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3 7 4
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m
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P
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     

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The optimal profit and platform profit obtained from Equations (9)-(11) are : 

 

2
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Lemma 2: In this scenario, all k  values satisfying the constraint are 
3 2
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Lemma 2 shows that with the increase of innovation cost coefficients, the government’s subsidy 

rate would decrease, and 1RSP  would reduce the investment in low-carbon innovation. For the 

resource pricing that directly affects the 1 'RSP s  profit, the increase in innovation cost will make 

the pricing lower. At this time, it will not choose to increase the resource pricing to recover the 
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investment because of the increase of the previous investment and 1*

2P  show the correlation of 

differentiated green innovation cost. Because there is no threat caused by low-carbon 

improvement 
2RSP and 

2RSP  will seek greater profits by increasing the pricing, which causes the 

result that 1* 1*

1 2P P＜ . When the innovation cost is low, low-carbon behavior implementers, 
1RSP  

tend to take greater risks to improve pricing to obtain higher benefits and 
2RSP  will reduce 

pricing because of the threat posed, so 1* 1*

1 2P P＞ . 

 
Compared with the impact of low-carbon innovation cost on various strategies, the influencing 

mechanism of resource quality difference between the two sides is more complex: (1) When the 

θ  is large, the 1*η is positively correlated with θ . In this situation, when the k is small, under the 

influence of low innovation cost and high government subsidy rate, 1RSP  is willing to carry out 

low-carbon innovation on its own high-quality resources to enhance its market position, so 1*

1m  is 

positively correlated with θ . If the k  is large, although low-carbon innovation is beneficial to the 

rise of market position, the reduction of θ  and the high cost of innovation are also easy to make 

1RSP  be content with the status quo, and then make 1*

1m  negatively correlated with θ ;(2) When 

the θ is small, the 1*η  is positively correlated with θ . If the is small, with the narrowing of the 

quality difference and the improvement of 1*η , although the θ is not big, but 1RSP  also intends to 

stabilize their market position and carry out innovation investment, 1*

1m  is positively correlated 

with θ . If the β  is large and the k  is small, the increase in the β  will increase 1*η , and 1*

1m  is 

also positively correlated with θ . However, when the β and k  are large, although the 1*η  

increases appropriately with the increase of θ and β , the high innovation cost hinders the low-

carbon innovation behavior of 1RSP , so 1*

1m  is negatively correlated with θ ; (3) When the 

resource quality of both sides is very close and the k is small, the 1*η  increases with the increase 

of θ , while 1*

1m  decreases with the increase of θ . When the k  is large, the 1*η  decreases with the 

increase of θ , which is different from the situation that the quality difference is obvious before or 

the k  is small. The larger θ  let the government is more convinced that at this time 1RSP  has 

enough capital to carry out low-carbon innovation, and the increase of subsidy cost reduces the 

support, and 1*

1m  always decreases with the increase of θ , so in this situation, regardless of the 

level of k , 1RSP  thinks that its resources have been able to meet the requirements of market 

competition and reduce the investment in low-carbon innovation. In this case, market resources 
are in the most difficult stage of low-carbon innovation. 

 

3.2.2. 2RSP  conducts low-carbon innovation 

 
In this scenario, 2RSP  as an innovative enterprise to conduct low-carbon innovation, its profit 

function is:
2

22

2 2
2(1 ) ( ) (1 )

2
hπ

km
β P Q a η     , at this time the profit function of 1RSP  and the platform is 

unchanged. Similarly, the demand functions of 1R  are respectively: 
1

22 2 1 1

1
Q

θ

P m P P

θ







  and 

2

22 2 11
1 θ

Q
P m P





. The industry social welfare function considered by the government is: 

2 2

2 2 2 2 2 2

g h l p
π π π π m Q    . At this time, the two enterprises conduct the Bertrand game, the decision 

model is: 

 

First stage: 
2

{ }
max( ), . . : 0 1g

η
π s t η＜ ＜  
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The second stage: 
1 2 2

2 2

1 2 2 1 2 2
{ , , }
max ( , ), . . : 0, 0, 0,l h

P P m
π π s t P P m P θP θm＞ ＞ ＞ ＜  

 

Theorems 3: When 2RSP  conducting green innovation, the optimal subsidy rate of the 

government, the low-carbon innovation effort coefficient of 2RSP , the pricing policies of iRSP :

1*

1P  and 
1*

2P , their optimal profits and platform profits are respectively: 
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The optimal profit and platform profit obtained from Equations (14)-(16) are: 
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Lemma 3: When considering 2RSP  conducting low-carbon innovation, 1 2 2P θP θm＜  would be 

satisfied if 
2

( )
4 10

,
5 4

θ

θ θ
k
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θ


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θ
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0
η

β




＞ .For the equilibrium price: 2* 2*

1 2P P＜ ,

2*

1 0
P

k




＞ ,

2*

1 0
P

θ




＜ ,

2*

2 0
P

k




＜ ,

2*

2 0
P

θ




＜ . 

 

Lemma 3 shows that when the k  increases, the government also decreases. The investment in 

low-carbon innovation projects should be reduced to avoid risks. At the same time, the 2*

2P  will 

also be reduced to improve market share to recover the investment, but the 2*

1P will be increased 

to seek profits, but 2* 2*

1 2P P＜  holds.  

 

When the θ  increases, 2RSP  will reduce investment in a low-carbon innovation project, while 

reducing resource pricing to ensure market priority, but at this time the market competition is 

more intense, and transaction prices will be reduced. For the government, when the subsidy 

object is 2RSP , the 2*η  will increase with the reduction of quality difference, that is, when the 

market lacks differentiated products, government incline to the enterprise caused more benefit 

social welfare. 
 

4. COMPARATIVE ANALYSIS 
 

The above analysis of resource sharing platforms with different quality levels of resource 
providers-government emission reduction model, the following from the social green innovation 

efficiency, government subsidies efficiency, and market share to be compared to get some 

management inspiration. By comparing the range of low-carbon innovation costs in the two 



Computer Science & Information Technology (CS & IT)                                        269 

 

cases, it can be obtained that when 
2

4 10 2( 2)( 1)
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θ θ β
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θ θ θ θ βθ β θ

    


    
the two scenarios can be compared 

at the same time. 

 

4.1. Comparison of Environmental Benefits 
 

Lemma 3: For low-carbon innovation efforts coefficient difference 1* 2*

1 2m m , when 
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1 2m m＜ . 

Lemma 4 shows that even if 
iRSP carrying out low-carbon innovation on the same resource 

trading platform, the degree of low-carbon innovation efforts is also very different: in most cases, 

2RSP  can pay more cost to improve the green degree of its resources. Only when the quality 

difference between the two sides is large enough and the cost of green innovation is small, the 

investment cost of 1RSP  is higher than
2RSP . In this case, 1RSP  is at a disadvantage and the 

marginal cost of low-carbon innovation is low. At this time, 1RSP  has a greater determination to 

change than 
2RSP . 

 

4.2. Comparison of Government Subsidy Rate  
 

Lemma 5: Comparing the *iη  in different scenes, when 7 33

2 2
θ ＜  and 
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.Sensitivity analysis of government subsidy rate difference: 
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Lemma 5 shows that for the government when the θ  is large and the k  is low, 1* 2*η η＞ , 1RSP  

with greater innovation risk will receive greater support to increase its willingness to innovate; 

when k  is high, 1* 2*η η＜ , the government would measure the efficiency of subsidies for 

improving social and environmental benefits, that is, choosing 2RSP  with more market influence 

to subsidize, as well as when the θ  is large. When k  is small, the difference i*η  decreases with 

k ’s increase, while when k  is large, the difference will increase with k increase. That is to say 

when encouraging the innovation willingness caused by the quality gap between iR , the 

government does not ignore the cost, but fully considers the decisions made by the subsidies. For 

the rate of transaction cost, When iRSP  are on the platform with a higher transaction rate, if the 

quality difference is large but the k  is small, the difference of the *iη for different iRSP  will be 

smaller, but in this case, when the k  is large, the difference of *iη will become larger, and the 

government will become another factor to promote the differentiation of  iRSP ’s income. When 

the quality difference is not large, higher transaction rate will result in smaller subsidy rate 
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differences, that is, when trading platforms tend to commercialize (higher transaction cost), *iη  

will gradually increase market intervention. 
 

4.3. Comparison of Market Share  

 

Lemma 6: (1) Comparison of pricing strategies: The comparison of pricing strategies for 
iRSP  in 

different scenarios, we get 2* 0* 1*

1 1 1P P P＜ ＜  and 
.
 (2) Comparison of market share: For 

the comparison of market share of 
1RSP  in different scenarios: 1 0 2
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θ  in two innovation scenarios, we can get 
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Lemma 6 shows that when iRSP  carrying out green innovation, they always tend to higher 

pricing to recover the cost of investment, while the other iRSP  will take lower pricing to seek 

greater market share. At the same time, the sensitivity of the price strategy k  is always lower 

than that of the other scenario, and in the same scenario, the iRSP ’s price sensitivity k  is always 

lower than that of the other the other iRSP ’s, which indicates that the first one to invest would 

reduce the impact of low-carbon innovation cost on resource pricing. 
 

When 1RSP  carrying out low-carbon innovation, its pricing sensitivity θ  is higher than that of its 

counterpart, while 2RSP  also having the same effect on low-carbon innovation cost when 

conducting low-carbon innovation, but its sensitivity is less than 1RSP  when the low-carbon 

innovation cost is high. These show that when 1RSP  considering low-carbon innovation, it is 

more likely to carry out low-carbon innovation activities based on quality differences, and its 

pricing will be more sensitive with θ ; when 1RSP  carries out green innovation, the larger k will 

make 1RSP  pay attention to the determination of 2RSP  and pay more attention to the impact of θ

on the reasonable market price.  

1* 0* 2*

2 2 2P P P＜ ＜
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For the market share of 
1RSP , the high pricing in the low-carbon innovation scene can also make 

it occupy the largest market share in three scenarios, while its market share in the basic model is 

slightly smaller and is the smallest in scene 3. But when its market share is the largest, if the k  

increases, its market share will gradually decline due to the increase in pricing; When the quality 

difference between 
iR  is large enough and the k is in a suitable area. The market share of 

1RSP  

will decrease with the narrowing of quality difference. In other cases, with the narrowing of 

quality difference, the market share of 
1RSP  after low-carbon innovation tends to increase. When 

the low-carbon innovation cost is low, the market share of 
2RSP  is the largest in scene 3, and it is 

the smallest under the basic model. When the k  is high, the market share under the basic model 

is greater than that of scene 2. As above analysis of 1RSP , the changing trend of 
2

iQ  on k  is only 

related to whether to conduct low-carbon innovation. However, the relationship between 2

1Q  and 
2

2Q  with respect to θ  is opposite. When 
2RSP  carrying out low-carbon innovation, its original 

quality advantage is greater, and its market share advantage is smaller after low-carbon 
innovation. 

 

For the total trading volume of the platform, when the quality difference is large and low-carbon 

innovation cost is small, the total market volume in scene 3 is the largest, followed by that of 
scene 2, and the smallest is in the basic model; when the quality difference is large but low-

carbon innovation cost innovation is high, the total market volume of scene 2 is the largest, and 

the basic model is still the smallest. When the quality difference is not large, the total market 
volume of scene 3 is the largest. It can be seen that although the previous conclusion tells us that 

2*

2m > 1*

1m  is always true, but 2*

2m  will be relatively smaller when the quality difference is large 

and the low-carbon innovation cost is high. At the same time, due to a slightly higher 2*

2P , all 

these factors will make the market share of 
2RSP , which is relatively larger, become smaller than 

that before, and the total market will become smaller. The platform trading volume is a reduction 

function of k  and an increasing function of θ . However, for the trading platform, the total 

amount of transactions is directly related to the interests of the platform. Therefore, from the 

perspective of platform development, it can consider raising the upper limit threshold or 

providing appropriate low-carbon innovation subsidies to iRSP  for expanding the trading market. 

 

5. NUMERICAL ANALYSIS 
 

In order to analyze the equilibrium price strategy and profit of iRSP  under different scenarios 

more intuitively, the government’s project subsidy rate and low-carbon innovation effort 

coefficient, and the influence of different factors on them, this section verifies the above model 

and conclusion through case analysis. The common parameters in the above model are set to: 

0.01, 0.1β a   .Thus we can get the relationship between the price strategy of iRSP  and the 

difference of k  and θ  in scene 2 and 3, as figure 3-4 shows: 
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Figure 3. The price strategy of 
iRSP  in different scenes 

 

It can be concluded from Figures 3-4 that the *i

iP decreases with the increase of k , but tends to be 

stable. When iRSP  does not carry out low-carbon innovation, its pricing increases to a stable 

value with the increase of k . And under different quality differences, the decline/rise is not the 

same, it can be seen that the decline/rise trend will be significantly slowed down when the quality 

difference is small, that is, the market pricing of both sides will not change greatly with low 
carbon innovation investment. The smaller the quality difference is, the lower the price strategy 

for green innovation will be, and the *i

iP  will also be reduced. Comparing the price strategies of 

the two sides in different scenarios, it is found that *y

xP  is always less than *x

xP , which also 

verifies the previous conclusion. 
 

 
 

Figure 4. iRSP ’s market share in scene 2                           Figure 5. iRSP ’s market share in scene 3 

 

As Figure 5-6 shows, under different θ  values, k  has different value range to make 1

iQ  greater 

than zero, that is, our research is based on the competition between iRSP , so we compare in the k  

value range under different scenes. It can be found that: compared with the market share gap 

between iRSP  under scene 2 and scene 3, the gap between the two sides under scene 2 is 

significantly smaller than that of scene 3, and when k is small in scene 2, the market share of 

1RSP  is even higher than 2RSP , and this critical value increases with the increase of θ  between 

iR . When one party carries out green innovation, its market share will decrease with the increase 

of k , while the market share of the other party will increase with the increase of k , but 

eventually will tend to be flat. It is worth noting that the *

1Q  convergence value in Scene 2 is 

significantly greater than that in scene 3, while the *

2Q  convergence value when θ  is small has no 

significant difference in the two scenes. When the θ  is large, the convergence value in scene 3 is 

greater than that in scene 2. Therefore, no matter who carries out low-carbon innovation, it is 

beneficial for the expansion of its market. For 1RSP  in scene 2, its market share increases with the 

increase of θ , while for 2RSP , the correlation between market share and θ  depends on the size of 
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k . But in scene 3, *

1Q  decreases with the increase of θ , and *

2Q  is monotonically positively 

correlated with θ . 
 

 

 
 

Figure 6. Comparison of iRSP ’s market share differences (scene2-1 and scene2-3) 

 

For the market share difference of 
1RSP  between scene 2\3 with scene 1, as shown in Figure 7-8, 

the market share of 1RSP  after green innovation is significantly higher than that of scenes 1 and 3. 

The market share difference between scenes 2-1, 3-1 and 2-3 decreases with the increase of k . 

Except for the situation that the θ is small and k  is low, the market expansion of 1RSP  after low-

carbon innovation is stable at a low level (the change relationship with k and θ  is not obvious), 

but the maximum expectation of 1RSP ’s market expansion is slightly higher when θ is small, but 

the minimum expectation is low.  

 

For the market share of 
2RSP , except for the case that the θ  is small and k  is low in scene 2, as 

long as iRSP  carries out green innovation, its market share will increase, but the increase in 

market share of itself is significantly greater than that of the other party when it carries out low-

carbon innovation, and the difference decreases with the increase of k , but the decrease slows 

down with the increase of θ . This difference also increases with the increase of θ , indicating that 

2RSP ’s low-carbon innovation brings more benefits to its market expansion when the θ  is large. 

 

 
 

Figure 7. Comparison of iRSP ’s profit differences (scene2-1 and scene2-3) 

 

 
 
 

Figure 8. Comparison of iRSP ’s profit differences (scene3-1) 
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As shown in Figure 9-11, when 
1RSP  conducting low-carbon innovation, the profit will increase 

relative to scenes 1 and 3 only when the θ  and k  are small, and the profit under scene 3 is 

always less than scene 1, that is, 1* 2* 0*

1 1 1π π π＜ ＜  is established in general and 2* 0* 1*

1 1 1π π π＜ ＜  is only 

established in special cases. The profit difference between scenes 2–1 and scenes 2–3 generally 

increases with the increase of k , and tends to be flat with the increase of θ . The expected value 

of 
1RSP  profit loss (scene 2–1) increases with the increase of θ , while the profit difference of 

1RSP  between scenes 3–1 decreases with the increase of k , and the profit difference is smaller 

with the decrease of the θ .  

 

For the 
2RSP ’s profit in scene 2, compared with scene 1, its profit decreases, we can get 

0* 1*

2 2π π＞

,and this difference decreases monotonically with k ; The comparison with profits under scene 3 

depends on the size of θ and k , when θ  is relatively small ( 0.9)θ＜ , there are two boundary 

points 1 and 2 of k , 1* 0* 2*

2 2 2π π π＜ ＜  when 
1k k＜ , 1* 2* 0*

2 2 2π π π＜ ＜  when 1 2k k k＜ ＜ , 2* 1* 0*

2 2 2π π π＜ ＜  when 

2k k＞ ; When θ  is large ( 0.9)θ   we get 2* 1* 0*

2 2 2π π π＜ ＜ . The profit function of 
2RSP  is always a 

decreasing function of k , and when k is large, the yield profit of 
2RSP  in scene 3 is an increasing 

function of θ . 
 

Combined with the above analysis, the innovation willingness of iRSP  for low-carbon innovation 

(equal to the estimated profit minus the basic profit) will show great differences with the 

difference in the θ  and the k . In most cases, the innovation willingness of 1RSP  is generally low, 

which is far lower than that of 2RSP  for low-carbon innovation, and decreases with the increase 

of θ  and the k . If 1RSP  starting from the perspective of their own short-term interests, because 

the reduction of profits may not lead to green innovation, but the market share in scene 1 or scene 

3 will be lower than that in scene 2, and the pricing of 1RSP  in scene 2 is at the maximum value 

in three cases. The profit and loss of short-term profits are only due to the input of early 

innovation costs, so in the long run, 1RSP  should take the initiative to seek opportunities for the 

improvement of product greenness, so that the market share it occupies will increase 

significantly, and there is a chance to exceed the market share of 2RSP . For 2RSP , the smaller the 

quality difference is, the lower the innovation willingness is. That is to say, when the quality 

difference between the two sides is large, although the market expansion degree is small at this 

time, the pricing is slightly higher, so the profit gain of 2RSP  is larger at this time. 

 

 
 

Figure 9. Comparison of iRSP ’s low-carbon innovation effort coefficient 
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As shown in Figure 12, only when θ  and k  are small, 1* 2*

1 2m m＞ , and *

i

im  is negatively correlated 

with k . When 
1RSP  carrying out low-carbon innovation, the impact of k on its effort decreases 

with the increase of θ  ,and 1*

1m  tends to zero in most cases. When 
2RSP  carries out low-carbon 

innovation, its effort decreases with the increase of θ , and the influence of k on its effort 

decreases with the increase of θ . It is worth noting that when *

i

im  reaches the maximum value, 

the corresponding θ and k values are consistent with the highest innovation intention, that is, 

innovation intention is positively correlated with innovation effort. 
 

 
 

Figure 10. Comparison of government subsidy rate 

 

As shown in Figure 13, only if the θ  and k  are small, 1* 2*η η＞  can be obtained. But in other 

situations, we only can get 1* 2*η η＜ . And when k  is larger, *iη is smaller; With the increase of θ , 

the value range of 1*η  will gradually become smaller, and the decrease rate of k  will gradually 

slow down, while 2*η  is maintained in a similar interval and slightly increased, and the influence 

of k on 2*η  is gradually reduced. 

 

6. CONCLUSION AND FORESIGHT 
 

This paper studies the resource providers’ low-carbon innovation strategy and government 

subsidy strategy under the background of collaborative sharing of manufacturing resources. 

Considering the impact of resource quality differences and low-carbon preferences of demanders 
on resource providers’ low-carbon innovation investment, operation strategy, and government 

subsidy rate, under the three scenes of neither low-carbon innovation, low-quality resource 

providers’ low-carbon innovation, and high-quality resource providers, the utility theory and 

Stackelberg game method are used to construct resource providers’ decision model with profit 
maximization as the goal and the decision model with social welfare maximization as the goal. 

The optimal government subsidy rate, the optimal low-carbon innovation effort coefficient, and 

the optimal price strategy in different scenes are obtained by using the reverse induction method. 
Then it compares the equilibrium schemes of resource providers and government in different 

scenarios, and the influence of quality relative coefficient and innovation cost coefficient on the 

equilibrium scheme in different innovation scenes. Finally, in order to analyze the equilibrium 
results more intuitively, this paper makes further numerical analysis. In this process, the 

following research conclusions are obtained: 
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(1) The degree of low-carbon innovation efforts is only related to low-carbon innovation cost 

and quality differences between 
iRSP , and when the cost of low-carbon innovation is high, 

both 
iRSP  should invest in low cost of innovation. ①For low-carbon innovation in scene 

2:When 
1RSP  deciding on low-carbon innovation, it should consider: a. When θ  is small, it 

should avoid the impact of the high cost of low-carbon innovation and reduce investment 
appropriately, and instead choose lower resource pricing to compensate for market 

weaknesses; b. When θ  is large, the investment in low-carbon innovation should be 

comprehensively considered by combining the platform transaction rate and innovation cost. 

In most cases, the investment should increase with the narrowing of the quality difference, 

but when the innovation cost and transaction rate are large, the investment in low-carbon 
innovation should be reduced to avoid risks with the narrowing of the quality difference; c. 

When the quality of resources between the two sides is very close, innovation input should be 

reduced and resource pricing should be reduced to gradually encroach on the market as 

quality differences narrow. ② For low-carbon innovation in scene 3: As the quality 

difference between the two sides shrinks, innovation input should be reduced.  
 

(2) ①From the perspective of resource pricing: When iRSP  conducting low-carbon innovation, 

they should pay more attention to θ  developing higher pricing to recover the cost of 

investment, but at this time they should also pay more attention to low-carbon innovation 

costs to adopt lower pricing to gain greater market share. ②From the perspective of market 

share: a. 1RSP   should consider k  when to determine the amount of investment in innovation 

costs, after which only when is k  too large, its market share will be lower than 
2RSP , and 

innovation initiatives, in this case, can also significantly narrow the gap with 2RSP ’s market 

share. And in most cases (except that there is almost no difference in quality and the 

innovation cost is in the middle value, the greater the quality disadvantage is, the greater the 

benefit of low-carbon innovation is), the larger the θ  is, and the larger the market share that 

this measure can occupy is. b. 2RSP  should be based on k  to decide whether to carry out 

low-carbon innovation. When k  is low, it is bound to carry out low-carbon innovation, and 

the greater its original quality advantage, the smaller its market share advantage after low-

carbon innovation; When k  is high, it is unnecessary to carry out low-carbon innovation. ③ 

From the perspective of iRSP  profits: a. When 1RSP  conducting low-carbon innovation, it is 

generally necessary to bear the early profit loss to obtain market expansion and reputation 

improvement. b. When low-carbon innovation is carried out by 2RSP , the θ  and k  should be 

considered to measure the profit and loss. When θ  is relatively small( 0.9θ＜ ), there are two 

boundary points for k . When k  is low, the profit increases after innovation and the profit 

loss is the largest in the opposite situation. When the innovation cost is in the middle value, 

the profit is lost after innovation, but the loss is larger in the opposite situation. When the 

innovation cost is large, the profit is lost after innovation, and the profit loss is small in the 
opposite situation. Deciding to conduct low-carbon innovation is always the most defective 

decision of 2RSP  when there is no difference in resource quality between iRSP . And the lost 

profit in scene 3 increases with the decrease of θ .  
 

(3) For the government, the formulation of its subsidy rate is related to low-carbon innovation 

costs, resource quality differences, and platform transaction rates. ①Subsidy for low-carbon 

resource innovation on the same trading platform: When k  is low and the quality of platform 

resources varies greatly, the government should support 1RSP  with higher risk to conduct 

low-carbon innovation with a higher subsidy rate; When k  is high or θ  is large, the 

government should fully measure the efficiency of subsidies for improving social and 
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environmental benefits, and make greater subsidies for 
2RSP  with more market influence. 

However, the subsidy rate difference between them decreases with the increase of k . ② 

Low-carbon innovation subsidies for resources on platforms with different transaction rates: 
For the platform government with a high transaction rate, it should give a higher subsidy rate. 

If the quality of platform resources varies greatly and k  is low, the government should set a 

smaller subsidy rate difference to encourage innovation, while the government should set a 

larger subsidy rate difference when k  is high. And the government should set a smaller 

subsidy rate difference based on higher commission rates if the quality of platform resources 

varies a little. 
 

(4) For the total market volume of trading on the platform, it has an extremely important impact 

on the development of the platform: When θ  and k  are small, the platform should introduce 

corresponding policies to encourage high-quality resource providers to carry out low-carbon 

innovation to promote the development of the platform, and when θ  is small but k  is high, 

the platform should introduce corresponding policies to encourage low-quality resource 
providers to carry out low-carbon innovation to promote the development of the platform; 

When θ  is large, the platform should introduce corresponding policies to encourage high-

quality resource providers to carry out low-carbon innovation to promote the development of 

the platform. In these low-carbon innovation scenes, the platform should also consider raising 

the quality threshold of resources online or publishing appropriate preferential subsidies for 

low-carbon innovation in order to achieve a better market expansion effect.  
 

This study considers the impact of manufacturing resource quality on low-carbon innovation 

decision-making and effect, and further considers the after-sales service attributes of 

manufacturing resources. Low-carbon innovation under platform incentives is also a feasible way 
to improve the green degree of resources under the background of resource sharing. With the 

increasing awareness of environmental protection among consumers/manufacturers/markets, 

subsidy targets have become feasible research points affecting the green degree of resources, 
which have a crucial impact on the development and promotion of low-carbon products. 

Subsequent research can be carried out in combination with the relevant attributes of resources 

and different mechanisms of subsidies. 
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ABSTRACT 
 

Image segmentation and segmentation of geometry are one of the basic requirements for reverse 

engineering, shape synthesis, and shape optimization. In terms of shape optimization and shape 

synthesis where the original geometry should be faithfully replaced with some mathematical 

parametric model (NURBS, hierarchical NURBS, T-Spline, …) segmentation of geometry may 

be done directly on 3D geometry and its corresponding parametric values in the 2D parametric 

domain. In our approach, we are focused on segmentation of 2D parametric domain as an 

image instead of 3D geometry. The reason for this lies in our dynamic hierarchical parametric 

model, which controls the results of various operators from image processing applied to the 

parametric domain. 
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1. INTRODUCTION 
 

Segmentation of geometry is one of the basic requirements for reverse engineering, shape 

optimization, and shape synthesis. There are successful algorithms for segmenting 3D geometry 

(3D point cloud / triangulated surface) [1,2,3], and successful algorithms for segmenting 2D 

images [4,5,6,7,8]. Algorithms for both dimensions, 2D and 3D, are based on the same 

ideas/approaches. The key difference is in simply topology in the case of 2D image (matrix 

representation). Those algorithms use information about geometric features: edges, peaks, gaps, 

and for that use PCA (principal component analysis), and Gaussian maps, etc. To determine the 

boundaries between regions, mainly the principle of 3D water shadow and its variations are used. 

In terms of shape optimization and shape synthesis, segmentation of geometry may be done 

directly on 3D geometry and on its corresponding parametric values in the projected 2D 

parametric domain. In our approach, we are more focused on the 2D parametric domain instead 

on 3D geometry. The reason for that lies in our dynamical hierarchical parametric model where 

new regions may appear and old ones may disappear. Moreover, some parts of the projected 

geometry cannot be assigned to any regions, and in this case, we use more layers of 

subparametrizations. The parametric model successfully deals with both situations: connected 

regions and more layers of sub-parametrizations, but due to faster convergence in optimizations 

of engineering samples and more simply CAD reversing, the clear boundaries between nature 

regions are more preferred. 
 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N18.html
https://doi.org/10.5121/csit.2022.121824
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2. PARAMETRIC DOMAIN 
 

In the processes of shape optimization and shape synthesis we have changing geometry, changing 

topology, changing partitions, and the way of connection between partitions. As we mentioned, 

the partition creation may be done by segmentation of geometry on 3D triangulation shape. In the 

beginning, before the initial solution, the segmentation may be applied to the initial 3D geometry 

with the original triangulated mesh mainly obtained from a 3D scanner (Figure 1 a). After the 

initial solution in the optimization process, the segmentation can also be applied to the 3D 

geometry of the parametric model which is smooth geometry whose sharpness depends on how 

well the parametric model fits the referent geometry (initial geometry, geometric primitives, 

some mathematical functional, …). Regardless of that possibility, we do segmentation in the 2D 

parametric model (Figure 1 b). The benefits of this choice are the usage of fast algorithms from 

the area of image processing, the matrix topology of parametric values, the easy possibility to 

make connections between regions (parametric patches) and making more levels in the 

hierarchical parametric model. Of course, there are some drawbacks. If we do segmentation on 

the image obtained from parametric projection (Figure 2), there is the possibility that more 

triangles (all three vertices) have the same pixel positions (discrete x and y coordinates). This 

drawback is visible as wide white regions between partitions in figure (Figure 4). This problem 

can be solved by subpixel approaches which are part of future work. 
 

 
 

a) 

 
 

b) 
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Figure 1. The reference point in the optimization process. a) Initial geometry with included 

geometric features; b) projection of geometry of a) into the 2D parametric domain. From our 

point of view, classic segmentation algorithms applied to 3D geometry give more stable and 

enough sense results. But, in our case where we have the parametric model as a supervisor in 

making decisions, segmentation on 2D images gives solutions that are completely incorporated 

into our parametric model. The figure below (Figure. 2) presents the surface of the parametric 

projection domain (Figure 1 b). In this image, we apply the water shadow algorithm [8] after the 

iterative distance algorithm. 
 

 
 

Figure 2. The surface of the parametric projection domain (Figure 1 b). 

 

Despite the subpixel problem, we decided to show the capability of our approach on, in our 

opinion, not simply geometry. The key part of the algorithm is the usage of the iterative distance 

function as preparation for the water shadow algorithm. For simplicity, we have used a simple 

version of the distance function from Algorithm 1. The full versions can be found in [9,10,11]. 

As can be seen in Figure 3, we applied Algorithm 1 to the image as a projection of the geometry 

in the parametric 2D domain with two different values of the input parameter eps. As a result, in 

the first row in Figure 3, we get too many components that is the solution we want to avoid. The 

main goal is to get fewer clear (more convex look) components (second row in Figure 1). Of 

course, there is a possibility to overdo it with a small value of the eps parameter and in that case, 

we get too few components. The part of the future work is to find how to stop decreasing the 

parameter eps using the derivations of the distance algorithm. We concluded that under the 

control of the parametric model, i.e., control over what the components should look like and what 

conditions must be met, it is worth performing segmentation on 2D parameter values. 
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 a) b) 
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 c) d) 

 

Figure 3. Segmentation of parametric domain of the parametric model. a) the results of the 

distance algorithm with parameter eps = 1e-2, b) the result of the water shadow algorithm applied 

on (a); c) the results of the distance algorithm with parameter eps = 1e-5, and (b); the result of 

water shadow algorithm applied on (c). 
 

The figure above shows the final result of segmentation on the original 3D surface. 
 

 
 

Figure 4. The segmentation result is shown on the initial 3D geometry. 
 

3. CONCLUSIONS 
 

Under parametric model supervision, it's worth performing the surface segmentation indirectly on 

its parametric domain as a 2D image. Without the control of the parametric model, i.e. the control 

of how the components should look like and what conditions must be satisfied (convexity), the 

segmentation presents many more challenges. Otherwise, the "referent" segmentation should be 
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done directly on the 3D surface. If the segmentation result satisfies the parametric model, the 

shape optimization and synthesis processes can continue. Otherwise, a local extreme is created, 

and without the concept of the genetic algorithm, there is no point in continuing with the above 

processes. 
 

ACKNOWLEDGEMENTS 
 

This work was supported by the Croatian Science Foundation [grant number IP-2018-01-

6774] 
 

REFERENCES 
 

[1]  Daniel Mejia, Oscar Ruiz-Salguero, Jairo R. Sánchez, Jorge Posada, Aitor Moreno, Carlos A. 

Cadavid, Hybrid geometry / topology based mesh segmentation for reverse engineering, Computers 

& Graphics, Volume 73, 2018, pp. 47-58. 

[2]  Zhenyu Shu, Sipeng Yang, Haoyu Wu, Shiqing Xin, Chaoyi Pang, LadislavKavan and Ligang Liu, 

3D Shape Segmentation Using Soft Density Peak Clustering and Semi-Supervised Learning, 

Computer-Aided Design, Vol. 145, 2022 

[3]  David George, XianghuaXie, Yukun Lai and Gary K.L. Tam, A Deep Learning Driven Active 

Framework for Segmentation of Large 3D Shape Collections, Computer-Aided Design, Vol. 144, 

2022 

[4]  Shuai Luo, Yujie Li, Pengxiang Gao, Yichuan Wang and Seiichi Serikawa, Meta-seg: A survey of 

meta-learning for image segmentation, Pattern Recognition, Vol. 126, 2022 

[5]  Dong Wang and Xiao-Ping Wang, The iterative convolution–thresholding method (ICTM) for image 

segmentation, Pattern Recognition, Vol. 130, 2022 

[6] JordãoBragantini, Alexandre X. Falcão and Laurent Najman, Rethinking interactive image 

segmentation: Feature space annotation, Pattern Recognition, Vol. 131, 2022 

[7] Abdulateef, Salwa Khalid and Mohanad Dawood Salman. A Comprehensive Review of Image 

Segmentation Techniques. Iraqi Journal for Electrical and Electronic Engineering, 2021 

[8] Wang, Bingshu& Chen, C., Local Water-Filling Algorithm for Shadow Detection and Removal of 

Document Images, 2020. Sensors. 20. 6929. 10.3390/s20236929. 

[9] Maurer, Calvin, Rensheng Qi, and Vijay Raghavan, A Linear Time Algorithm for Computing Exact 

Euclidean Distance Transforms of Binary Images in Arbitrary Dimensions, IEEE Transactions on 

Pattern Analysis and Machine Intelligence, Vol. 25, No. 2, February 2003, pp. 265-270. 

[10] T. Schouten, E. van den Broek, Fast exact Euclidean distance (FEED) transformation, Proceedings of 

the 17th International Conference on Pattern Recognition, 2004., ICPR 2004, vol.3, IEEE pp. 594-

597. 

[11] LakshithaDantanarayana, Gamini Dissanayake, Ravindra Ranasinge, C-LOG: A Chamfer distance 

based algorithm for localisation in occupancy grid-maps, CAAI Transactions on Intelligence 

Technology, 2016., Volume 1, Issue 3 

 

 

 

© 2022 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

http://airccse.org/


David C. Wyld et al. (Eds): AI, AIMLNET, BIOS, BINLP, CSTY, MaVaS, SIGI - 2022 

pp. 285-295, 2022. CS & IT - CSCP 2022                                                      DOI: 10.5121/csit.2022.121825 

 
THE PROBLEM SOLVER: A MOBILE 

PLATFORM TO MEDIATE TEENAGER  
FAMILY RELATIONSHIP USING DART  

AND MACHINE LEARNING 
 

Ziheng Guan1 and Ang Li2 
 

1Arcadia High School, 180 Campus Dr, Arcadia, CA 91006 
2California State University, Long Beach,  

1250 Bellflower Blvd, Long Beach, CA 90840  

 

ABSTRACT 

 

Family conflicts between parents and their children are nothing new and are something 

experienced by many in such situations [1]. These conflicts can even be exacerbated by cultural 

differences that exist between the two parties, especially in cases where the parents and child 

were raised in different countries, cultures and/or generations [2]. This description illustrates 

my personal experiences of conflict with my parents, which is what inspired me to create this 

app: The Problem Solver app. The app differs from other methods that could be applied to 

resolve these conflicts in that it facilitates more direct communication between the two 

conflicting parties, which would hopefully result in a more rapid and successful conflict 

resolution [3]. Naturally, there were challenges I faced in the making of the app, but I was 

eventually able to work through these and build a working product. I will also explore some 

related works and research into this topic that were helpful in supporting the idea that cultural 

differences between differently raised generations can have an impact on familial relations [4]. 

Then, I give a general overview of the system of the app and finally delve into possible 

limitations of the app and further steps I could take in the development of the app. 

 

KEYWORDS 
 

Machine Learning, Communication, Cultural Differences, Flutter. 
 

1. INTRODUCTION 

 

The background of this topic stems from conflicts that I have experienced at home with my 

parents. More specifically, my parents and I were raised in very different cultures during our 

respective childhoods, with my parents having been raised in a traditionally “Eastern'' society 

(China), while I have been raised in the United States (US) since middle school [5]. Thus, I have 

attended school in the US for much of my life and have been raised in a traditionally “Western” 

society. Our conflicts originated from occurrences such as disagreements over what amount of 

studying is an acceptable level. For example, my parents were brought up and taught that 

studying and working hard is the most important thing one can do, to the point that one should be 

studying almost anytime one has free time. However, I do not want to study all of the time, as I 

would prefer to also do other things (playing video games, sports or listening to music) to relax 

and unwind. From a Western society perspective, studying all the time and never taking a break 

would be frowned upon or even be seen as concerning [6]. However, in an Eastern society, that 

would be seen as the “standard” for what one should be doing. As a result, my parents and I have 

http://airccse.org/cscp.html
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frequently come into conflict over ideas such as these; this inspired me to seek a solution so my 

parents and I can work out our issues and communicate better. This idea also extended into 

relationships outside of just parental conflict, as I realized that the app could also be applied to 

relationships with friends, siblings and other people in my life. Thus, this is how I envision this 

application being more generalizable and usable for people in different contexts. 

 

This idea of communicating our problems between the people we are close with is important, as 

we need to be sure our relationships are good and healthy. More specifically, with a lack of 

communication, problems and issues in a relationship can build up and build up to the point 

where they could boil over into an even larger conflict - one that could’ve been avoided or 

resolved sooner with better communication [7]. However, even if one knows what they want to 

communicate regarding an issue or what they would like to say to the conflicting party, it is not 

always the easiest to directly speak to the conflicting party. That is, sometimes it is hard to make 

oneself confident enough to bring up an issue, especially when there is fear of punishment or not 

being listened to. This is where the app provides another unique perspective, being that it allows 

the users of the app to take time to think about and carefully craft what they are actually trying to 

communicate instead of essentially having to do it “on the spot.” Also, this could potentially 

allow users to bring up issues that they may have difficulty discussing with someone face to face. 

 

There are not many tools/existing methods that exist to solve issues that present themselves in 

close parental relationships such as this, but one possible way that a parent could solve this issue 

(at least through personal experience) is by taking their child to see a specialist like a 

psychologist. The parents may do this due to their child exhibiting behavior the parents would 

deem as “unnatural.” For example, my parents and I have argued over the amount of time that I 

need to be using electronics such as iPads, a Chromebook, etc. Using electronics such as these 

has become increasingly necessary within the past few years, as many classes and assessments 

have moved online and much of the homework for classes must be either completed and/or 

submitted online. However, my parents tend to view being on electronics as me being distracted 

or unproductive, as they don’t fully understand how truly everything is done on the computer 

these days. My parents see me using these devices frequently and seem to assume that there is 

something mentally wrong with me that is causing me to become very easily distracted or that is 

causing me to need to be on an electronic device all of the time. From my perspective, clearly, 

there is nothing mentally wrong, and there is no issue with being on devices so frequently, as that 

is just the way that the world works today, especially in a school setting. 

 

In such a setting, the parents would likely expect the psychologist to offer a “cure” or an 

explanation as to why their child is behaving in such a way, believing that the psychologist could 

solve the issue or prescribe a medicine that would. There is a glaring problem with this 

“method,” however, being that this method would be completely unhelpful and ineffective. 

That is, since there is no real psychological issue, and since all I am trying to do is to use my 

electronic devices to complete schoolwork, there is nothing that the psychologist would be 

able to do to help, as there is no issue to be solved. Perhaps the psychologist would be able to 

better offer insight into why these familial disagreements are occurring in the first place and offer 

counseling in that area, but we assume that the parents who are reaching out to the psychologist 

are convinced that they are firmly in the right and that they do not need any counseling 

themselves. So, as a result, this method of resolving the issue would be wholly ineffective and 

perhaps may raise even more tensions between the parents and the child. 

 

There is a somewhat similar app that exists (called the Conflict Coach app), but this app does not 

offer the same set of services as my app. The conflict coach offers more along the lines of 

suggestions for defusing tense situations with talking points or suggesting gentle ways to ease 

into conversations on difficult topics. Thus, there appears to be less direct communication 



Computer Science & Information Technology (CS & IT)                                        287 

between the two parties that are experiencing conflict (at least less direct communication through 

the app itself). While this may be useful for older people or for work conflicts, the Problem 

Solver app that I built offers more direct communication between the conflicting parties, which 

may lead to a more efficient problem resolution. Another drawback of the Conflict Coach app is 

that it is not free, it costs $28, whereas my app is free. 

 

My tool is called the Problem Solver app, and it is an android-based application written using 

Flutter that can be used to solve conflicts that arise in familial and other close relationships [8]. 

The app is purposed as a mobile app for android personal cell phones (hence its availability on 

the Google Play Store). When the app first launches, the user is greeted with three introductory 

screens that describe the purpose of the app; that it is for solving problems between parents and 

their children and can help the user set goals to make that happen. The user can skip these 

screens or simply scroll through them. After this, the user is prompted to login or to create an 

account if they don’t already have one. After logging in, the user can view their profile to edit 

account information or they can jump right in to solving their conflicts. To start, the user clicks 

on the “Create a Conflict” button, which brings up the corresponding page to create a conflict. 

On this page, the user can give a name to the conflict, describe the conflict and who it involves, 

set an urgency level from a dropdown list, select a type of conflict from a dropdown list (study, 

computer time, etc) and select a start date and time for the issue. The Active Conflict Page holds a 

list of all current active conflicts (those that have not yet been resolved). On this page, one can 

click on the conflicts in order to edit their contents (name, who it involves, start date, urgency, 

etc). One can also click on the plus button in order to add a new conflict. The final page is the 

Old Conflicts page, where the user can view conflicts that have been resolved. Once again, the 

user can click on the conflicts in order to view their details. Additionally, the user can click on 

these conflicts to view them again and can also make the conflicts “active” again, which would 

put that conflict back to the Active Conflicts page. 

 

One of the clear differences between the app and the existing methods discussed previously (e.g 

psychological counseling) is that this app involves the two conflicting parties communicating 

with one another directly instead of one of the parties (such as the parents) not really attempting 

to listen to their child as much and just assuming that their way is the best. As such, there is no 

“third party” involved in the resolution of the issue. I feel as though this would result in a more 

direct line of communication between the two conflicting people, and would result in more 

conflict resolution than if other methods had been used. In my mind, one of the greatest 

weaknesses of other methods (specifically therapy) is that it would not get to the root cause of 

the issue, that of the cultural differences that exist across generations. This is where the app 

becomes very useful, as it allows a safer space for everyone to communicate their issues and how 

they are feeling about the conflict, which in turn could be very productive towards solving the 

root cause of some of these issues. 

 

The remainder of the paper will proceed as such: Section 2 details some of the challenges and 

difficulties I faced in the process of developing the app. Then, Section 3 will describe an 

overview of the components (each different page) of the app, what they look like (through 

screenshots), the code that makes up these segments and finally a general overview of how the 

app handles user data. Finally, Section 4 will explore some related works and studies on this 

same topic and compare these works and studies to my Problem Solver app, while Section 5 will 

conclude the essay and wrap up the ideas covered through this writing. 
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2. CHALLENGES 

 

In order to build the project, a few challenges have been identified as follows. 
 

 2.1. Finding Resources 
 

One of the most frequent challenges I encountered in the undertaking of this project was that, 

when I would come across an issue or get stuck on something, I had a difficult time finding 

resources that could answer my questions. Naturally, I utilized standard resources such as Google 

search and the Flutter documentation in order to attempt to answer my questions, but those were 

only useful in a more general sense and did not exactly apply directly to what I was having 

difficulties with [9]. Specifically, the documentation was somewhat difficult to read, as it is all 

quite technical and more describes the functionalities of the language and offers few examples. 

As a result, there were times that I felt that I had hit a dead end on the project. I was able to 

resolve this issue by making use of other resources that were available to me, such as contacting 

teachers for help or even asking my friends if they could check my work in case their new 

perspective was able to offer helpful insight. 

 

 2.2. Learning new knowledge 
 

Another challenge that I faced in the building of this app relates to my previous education in 

computer science. Specifically, I have taken computer science classes during my time in high 

school, so I have experience with computer science concepts, coding, etc. However, these classes 

that I have taken are more theoretical in their scope rather than specific to building things like 

apps, games or other programs. Specifically, computer science classes tend to focus on topics 

such as algorithms, simple computer communications or just a basic understanding of how a 

computer works. As a result, I had to teach myself quite a bit about using Flutter, publishing an 

app on the Google Play Store and Firebase (cloud based user data handling, also Google based). I 

was able to work my way through this issue by making use of as many online resources as I 

could, such as YouTube tutorials and examples of how Flutter is used. In cases where these 

resources were not enough, I took a similar approach as before and sought help through one-on- 

one time with my teachers as well as consulting with my friends in order to get their input. 

 

 2.3. Becoming Distracted 
 

A third challenge that I faced in the development of this app relates somewhat to the issues that I 

encountered when I felt as though I had hit dead ends on the project. Specifically, I felt it easy to 

become distracted and become engaged in other things such as playing video games or watching 

videos on YouTube, especially at times where I felt frustrated with working on the app or felt 

that I was not making much progress [15]. This would also occasionally extend into my 

schoolwork as well, which resulted in me occasionally falling behind in classes, resulting in even 

less time for me to commit to the development of my app. Once I realized I was using my time 

poorly, I decided to solve this issue by creating a schedule for myself so that I was able to keep 

up with my schoolwork and set aside time to work on my app as well as time for relaxation. 

 

3. SOLUTION 

 

To take an overview of the entire system, one can see from Figure 1 below that a user would 

begin by downloading the app from the Google Play store on a supported device (an Android- 

based mobile phone). Once the user navigates through the three introductory screens (which are 

shown in interface screenshots below), the user is prompted to either log in or sign up if they do 
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not already have an account. If the user needs to sign up, they will be taken to a separate page to 

do so, after which their data will be stored in the Firebase cloud database with the app creator 

being notified of a new user signing up. Then, the user will be taken to the home page, which is 

also the Active Conflicts Page (this is where the user would end up if they already had an 

account and had just logged in). Once the user is at this home screen, they are able to take 

multiple actions (which Figure 1 compresses into general “User Actions” for simplicity). These 

actions include: creating a new conflict, viewing/editing an active conflict, viewing/editing old 

conflicts and viewing/editing user account information. Upon the user making any changes to 

any conflicts or account information, that respective information will be updated in the Firebase 

cloud in order to keep user data current. 
 

 
 

Figure 1. Overview of the solution 

 

For the purposes of this paper, we define the “components” of the app to be each different 

“page” that the user has the ability to perform actions on. One can also see that, below, 

we have provided screenshots of each page of the app in order to further clarify what 

happens on each page. In Screenshots 1, 2 and 3 (SC 1-3), we can see the first three initial 

pages that greet the user upon the opening of the app. As is suggested by the “Skip” button 

and the scrolling list at the bottom, the user has the ability to either skip all of these pages or 

just scroll through them (SC 1-3). Upon passing these pages, the user is prompted to either log 

in or to create an account if they do not already have one (SC 4 & 5). After successfully 

logging in, the user comes upon the Home Screen/Active Conflicts screen, from which the user 

can navigate to other pages such as the Old Conflicts or Settings pages (SC 8 & 9). The user can 

also use the “Plus” button in the bottom right hand corner to create a new conflict (SC 6 -> SC 

7). When there are active conflicts, they will appear on the home page (SC 6) and can be 

clicked on to edit their contents, bringing up a screen similar to the Create a Conflict page (SC 

7) where the user can edit the contents of the conflict. In the Old Conflicts page (SC 8), the user 

is once again able to click on previously resolved conflicts to view their contents, and can even 

choose to “restart” the conflict if they feel that a similar issue has already been discussed. Finally, 

on the User Account page (SC 9), the user is able to see their name, associated email account and 

can click on buttons that can edit the user’s profile, delete the user’s account or simply log out. 
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Figure 2. 3 - 4 parts of code screen 
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Figure 3. Code of the home screen 

 

                              
 

Figure 4. Code of the login page 
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Figure 5. Code of the register page 

 

4. RELATED WORK 
 

One related work that the co-author of this paper compared my app to is an app called the Love 

Nudge app, which is something that he uses with his partner in his personal life. The Love 

Nudge app is based on the idea of the Five Love Languages, a book by Gary Chapman that 

describes 5 Love Languages as the primary way in which people receive affection from their 

partners (Chapman, 1992) [10]. As may be apparent from the name and focus topic of the app, 

however, the Love Nudge app is designed primarily with couples/romantic relationships in mind, 

not relations between parents and children. Thus, I would say that my app is more useful in the 

area of general family conflicts rather than only in the limited scope of romantic relationships. 

The Love Nudge app does hold some similarities to my app, however, in that the Love Nudge 

app also supports the ability to create conflicts/issues to be resolved, which can be seen by the 

other user in the app rather than necessitating that the issue be talked about verbally first. 

 

A second related paper I explored was an essay by Preevo and Tamis-LeMonda (2017) titled 

“Parenting and globalization in western countries: explaining differences in parent–child 

interactions” [11]. This paper essentially discusses how parents who are the ethnic minority 
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“differ from majority parents in parenting values, child rearing goals and resources—differences 

that affect parenting practices and children’s development” (Preevo & Tamis-LeMonda, 2017). 

In the case of the paper, “ethnic minority parents” were defined to be parents who were of a 

minority group relative to the majority of other parents raising children in a similar socio- 

economic background and geographical location. That is, a “minority parent” could be a pair of 

Asian parents coming from an Asian background raising their child in a community that is 

primarily made up of white families and/or families coming from a non-Asian background. The 

most applicable portion of this paper describes traditional values in Asian families stemming 

back to religious foundations in the values of Confucianism, these being Qian, Chi, Yue, He and 

Xiao, the last of which translates to “filial piety,” meaning respect for one's parents and other 

elders. As the authors describe, “One way that filial piety is expressed is through educational 

success. It is thus unsurprising that pursuing knowledge to improve educational success is an 

important childrearing goal in Chinese communities” (Preevo & Tamis-LeMonda, 2017). This 

would tend to support the idea that my parent’s upbringing in a traditionally Chinese society 

influences their thoughts that I should be studying all of the time and devoting much of my time 

to schoolwork. Additionally, this article also suggests that cultural differences can cause clashes 

between these generations, further supporting the idea that no one party is really right or wrong, 

it can all be a matter of perspective. 

 

A third related work that I explored had to do with conflict resolution in families with 

adolescents [12]. In the article, Smetana et. al describes how conflict resolution in families with 

adolescents is a commonly necessary task, and that the ways in which conflicts were resolved 

and the topics of those conflicts varied due to influence from variables such as age, sex and 

conflict topic (1991). This relates to my work, as I feel as though my app could open another 

possible avenue for adolescents and their parents to be able to communicate their issues. This is 

not to say that the Problem Solver app would be the solution to everyone’s issues. Rather, I feel 

as though the newer perspective the app provides could play an important role in resolving some 

issues that were not handled well using traditional methods. Another important point that this 

article makes is that one of the possible variables that had not been previously accounted for in 

this area is the topic of the conflict, which seemed to have a significant impact on the outcomes 

of the conflict resolution in the study (Smetana et. al, 1991). Once again, I feel as though my app 

may be able to help in such situations, given that the topic of the conflict is one of the necessary 

components in the creation of a conflict in the app. 

 

5. CONCLUSIONS 
 

As has been discussed throughout this paper, I have designed an app called the Problem Solver 

app that aims to be of aid in the resolution of conflicts that arise between parents and their 

children . I wrote the app (using Flutter) to be an android-based mobile app available for free on 

the Google Play store. My desire to build such an app stems from personal experience, being that I 

have experienced conflicts with my parents that we had difficulty resolving, inspiring me to try to 

create a different way to attempt to solve these issues. I also took into account other methods that 

have/could have been used to solve these same problems and attempted to have my app 

cover up the weaknesses that the other resolution methods tended to have. I also took slight 

inspiration from the related works that I researched, specifically the article about conflict 

resolution in families with adolescents. These works led me to be even more inspired to make a 

relatively unique product that I felt could offer something new. While we were unable to design 

a full experiment to determine the effectiveness of the app, I feel as though the app could be 

quite effective and could help families or other people who have a difficult time expressing what 

they are struggling with [13]. 
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Some of the limitations that exist in the current version of the app is that we are not exactly sure 

how effective it would actually be in resolving conflict (at least, we haven’t been able to perform 

an experiment to quantify such a thing). Additionally, the app is only available for android-based 

mobile devices, which significantly limits the pool of people able to use the app (due to the 

prevalence of iPhones in today’s world). A third limitation one could describe would be that the 

app itself is somewhat “bare bones,” meaning that it does work, run and perform its purpose, but 

it contains mainly the basic features required (create a conflict, view a conflict, edit profile, etc) 

without any “Quality of Life” upgrades [14]. 

 

Naturally, we would desire to resolve these limitations to create a better working app for all to 

use. One way we could resolve the first limitation discussed above is by getting more people to 

use the app for its intended purpose, resulting in more feedback about how well the app worked 

for people. One could expect to see more usership of the app after running ads for it on sites such 

as Facebook, Instagram, etc. Solving the android-only issue would be more difficult however, as 

it would require tinkering with and changing the code and the way the app runs in order to work 

well on Apple devices. Additionally, the Apple App Store is much more difficult to get an app 

published on than on the Google Play Store, presenting yet another hurdle to overcome for this 

limitation. Finally, a much more feasible correcting of a limitation that could be done would be 

to polish the appearance and features of the app up in order to make it aesthetically pleasing and 

easier for the user to interact with. This could be accomplished by doing more research into 

Flutter and how to make things look nicer or how to add new features that users might appreciate 

(such as connecting with friends who also have the app). 
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