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Preface 
 

 

8th International Conference on Signal, Image Processing and Embedded Systems (SIGEM 2022), 
November 19-20, 2022, Zurich, Switzerland, 3rd International Conference on Machine Learning 

Techniques (MLTEC 2022), 11th International Conference on Software Engineering and 

Applications (SEAPP 2022), 8th International Conference on Information Technology Converge 
Services (ITCON 2022), 8th International Conference on Natural Language Computing (NATL 

2022), 8th International Conference on Fuzzy Logic Systems (Fuzzy 2022), 8th International 

Conference on Computer Science, Engineering And Applications (CSEA 2022) was collocated 

with 8th International Conference on Signal, Image Processing and Embedded Systems (SIGEM 
2022). The conferences attracted many local and international delegates, presenting a balanced 

mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 
academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 
information technology. 
 

The SIGEM 2022, MLTEC 2022, SEAPP 2022, ITCON 2022, NATL 2022, FUZZY 2022, and 

CSEA 2022. Committees rigorously invited submissions for many months from researchers, 

scientists, engineers, students and practitioners related to the relevant themes and tracks of the 
workshop. This effort guaranteed submissions from an unparalleled number of internationally 

recognized top-level researchers. All the submissions underwent a strenuous peer review process 

which comprised expert reviewers. These reviewers were selected from a talented pool of 
Technical Committee members and external reviewers on the basis of their expertise. The papers 

were then reviewed based on their contributions, technical content, originality and clarity. The 

entire process, which includes the submission, review and acceptance processes, was done 
electronically. 

 

In closing, SIGEM 2022, MLTEC 2022, SEAPP 2022, ITCON 2022, NATL 2022, FUZZY 2022 

and CSEA 2022 brought together researchers, scientists, engineers, students and practitioners to 
exchange and share their experiences, new ideas and research results in all aspects of the main 

workshop themes and tracks, and to discuss the practical challenges encountered and the 

solutions adopted. The book is organized as a collection of papers from the SIGEM 2022, 
MLTEC 2022, SEAPP 2022, ITCON 2022, NATL 2022, FUZZY 2022 and CSEA 2022 

 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

 
David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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CLASSIFICATION OF VIRAL, BACTERIAL, AND 

COVID-19 PNEUMONIA USING DEEP 

LEARNING FRAMEWORK FROM CHEST  
X-RAY IMAGES  

 

Muhammad E. H. Chowdhury, Tawsifur Rahman,  

Amith Khandakar and Sakib Mahmud 

 

Department of Electrical Engineering, Qatar University, Doha, Qatar 
 

ABSTRACT 
 
The novel coronavirus disease (COVID-19) is a highly contagious infectious disease. Even 
though there is a large pool of articles that showed the potential of using chest X-ray images in 

COVID-19 detection, a detailed study using a wide range of pre-trained convolutional neural 

network (CNN) encoders-based deep learning framework in screening viral, bacterial, and 

COVID-19 pneumonia are still missing. Deep learning network training is challenging without 

a properly annotated huge database. Transfer learning is a crucial technique for transferring 

knowledge from real-world object classification tasks to domain-specific tasks, and it may offer 

a viable answer. Although COVID-19 infection on the lungs and bacterial and viral pneumonia 

shares many similarities, they are treated differently. Therefore, it is crucial to appropriately 

diagnose them. The authors have compiled a large X-ray dataset (QU-MLG-COV) consisting of 

16,712 CXR images with 8851 normal, 3616 COVID-19, 1485 viral, and 2740 bacterial 

pneumonia CXR images. We employed image pre-processing methods and 21 deep pre-trained 

CNN encoders to extract features, which were then dimensionality reduced using principal 
component analysis (PCA) and classified into 4-classes. We trained and evaluated every 

cutting-edge pre-trained network to extract features to improve performance. CheXNet 

surpasses other networks for identifying COVID-19, Bacterial, Viral, and Normal, with an 

accuracy of 98.89 percent, 97.87 percent, 97.55 percent, and 99.09 percent, respectively. The 

deep layer network found significant overlaps between viral and bacterial images. The paper 

validates the network learning from the relevant area of the images by Score-CAM 

visualization. The performance of the various pre-trained networks is also thoroughly examined 

in the paper in terms of both inference time and well-known performance criteria.  

 

KEYWORDS 
 
Novel Coronavirus disease, COVID-19, viral pneumonia, bacterial pneumonia, deep learning, 

Convolutional neural network, Principal component analysis. 

 

1. INTRODUCTION 
 

The COVID-19 pandemic struck the world, and it has severely overrun healthcare systems 

worldwide. It had an impact on social, economic, and all facets of human life [1, 2]. As of 

August 2022, there were more than 6 million fatalities and more than 579 million active cases 

worldwide [3]. Reverse transcription-polymerase chain reaction (RT-PCR), which recognizes 

viral nucleic acid, is the gold standard for COVID-19 diagnosis. Low viral load and sample 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122001
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mistakes might lead to inaccurate RT-PCR results [4, 5]. Antigen testing is quick but not 

particularly accurate [6-8]. 
 

Therefore, it has become necessary to search for more readily available, dependable, and easily 
accessible diagnostic equipment. The authors have used deep learning in a variety of areas, 

including food [9-11], renewable energy [12, 13], education [14], communication [15, 16], and 

others. The authors investigated the use of machine learning for biomedical solutions, such as 

reliable heart sound diagnosis in smart digital stethoscopes [17], real-time heart attack detection 

in reducing road accidents [18], for estimating blood pressure from Photoplethysmogram signal 

and demographic features [19], etc. The current advances in artificial intelligence have been a 

lifesaver in various biomedical abnormalities detection [20]. Radiological tests can be useful in 

the diagnosis and assessment of disease progression by assessing the severity of pneumonia 

because pneumonia has been found in the majority of COVID-19 patients. As a result, typical 

diagnosis methods for COVID-19 include Chest X-ray (CXR) and Chest computed tomography 

(CT)-scan [21-23]. The procedures used in CT scans can be costly and occasionally readily can 

contaminate the equipment due to the nature of this contagious disease, endangering the safety of 

the subsequent patients. The American College of Radiology does not endorse it either [24, 25]. 
However, X-ray machines are more readily accessible, more affordable, and portable (as opposed 

to CT machines), making them a more affordable option for treating lung-related conditions. The 

impact of Chest X-rays and artificial intelligence on lung-related disorders including tuberculosis 

[26], pneumonia [27], and even COVID-19 [22, 23, 28, 29] has been the subject of numerous 

investigations by the authors. Portable tools used in solitary spaces can also help to lower the risk 

of infection [30-32]. Therefore, if artificial intelligence (AI) on CXR can be made more 

dependable with the aid of more research, it would be a more cost-effective solution. 

 
Convolutional neural networks (CNNs), one type of deep learning artificial intelligence network, 

need large training data. Unfortunately, in the initial phase of the pandemic, CXR images are 

scarce for deep neural network training [33-36]. It is challenging to gather enough information 
from the small number of CXR images. In several investigations, it was suggested that increasing 

synthetic images for training might lessen the drawbacks. CovidGAN, an Auxiliary Classifier 

Generative Adversarial Network (ACGAN) based model, was utilized by Wang et al. in [37] to 

generate artificial data. A dataset of 403 COVID-CXR images and 721 normal images was used 
for their investigation. The accuracy of CNN's COVID-19 detection (using CXRs) has increased 

from 85% to 95%; thanks to the use of CovidGAN to generate synthetic data [37]. To achieve an 

accuracy of 96.58 percent, Chowdhury et al. in [38] built a unique framework called 
PDCOVIDNet using a dilated convolution in the parallel stack. Decompose, transfer, and 

compose (DeTraC) is a network proposed by Abbas et al. in [39] that checked anomalies by 

examining class borders of the images and reported an accuracy of 93.1 percent and sensitivity of 

100 percent in COVID-19 detection. In [35], Wang and Wong proposed a deep COVID19 
detection (COVID-Net) model, which classified normal, non-COVID pneumonia, and COVID-

19 groups with 92.4 percent accuracy. 

 
Some studies looked into how well learning of CNN models can be transferred to CXRs related 

learning. Transfer learning using CNN models has significantly helped in the process by using 

pre-trained networks for the task of differentiating between CXR images with normal and 
COVID-19-affected CXR by varying parameters like weights and biases of the pre-trained 

model. Azemin et al. in [40] used the ResNet-101 model to stratify COVID-19 with an accuracy 

of only 71.9 percent while Khan et al. [41] investigated a couple of pre-trained deep learning 

models like ResNet50, VGG16, VGG19, and DensNet121 and found that VGG16 and VGG19 
had the highest performance with 99.3 percent accuracy in COVID-19 detection. The pre-trained 

networks AlexNet, GoogLeNet, and ResNet18 were examined by Loey et al. in [42] using a 
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dataset of 307 images divided into four classes: COVID-19, normal, pneumonia bacterial, and 

pneumonia virus. According to the authors, GoogLeNet achieved 99.9% validation accuracy and 
100% testing accuracy. However, the study was carried out on a very small dataset and therefore, 

the performance reported in this study cannot be generalized on a large dataset.  

 

Using a modified version of VGG-16, Brunese et al. [43] analyzed a dataset of 6,523 chest X-
rays from patients with COVID-19, other lung illnesses, and healthy individuals. A 97 percent 

accuracy rate has been reported. In [44], the authors utilized the Xception model to categorize 

pneumonia, positive COVID-19, and negative COVID-19 on a dataset acquired from [45]. 
Training accuracy was stated to be 99.5% while the testing accuracy was 97.4%. Using a 

COVID-19 dataset made up of 2,951 CXR images and annotated ground-truth infection 

segmentation masks, Degerli et al. developed a novel method for COVID-19 infection map 

development in [46]. On the generated dataset, several encode-decoder (E-D) CNNs were trained 
and tested, with the best network achieving an F1 score for infection localization of 85.81 

percent. 

 

Deep CNN models were employed by Chowdhury et al. in [28] to classify images of normal, 

viral pneumonia, and COVID-19 chest X-rays into binary and three-class categories. Transfer 

learning was investigated on the generated dataset using pre-trained Squeezenet, Mobilenetv2, 
Inceptionv3, CheXNet, ResNet, and Densenet201 models. Three-class classification tasks 

produced an accuracy score of 97.9 percent while binary classification had a score of 99.7 

percent. However, the study did not include bacterial pneumonia which is often challenging to 
classify using CXR images. Moreover, the dataset size was much smaller compared to the current 

study. Additionally, few deep learning models were investigated in this and other similar transfer 

learning-based works. 
 

To the best of the authors' knowledge, an in-depth analysis of the performance of a large pool of 

state-of-the-art transfer learning models has not yet been demonstrated, even though a lot of 

research has been done on the use of artificial intelligence for COVID-19 detection from CXR 
images. The research community will benefit from this paper's addition to the body of knowledge 

about transfer learning's role in COVID-19 detection because it will help them to decide whether 

to deploy a particular network given that networks vary not only in terms of performance but also 
in terms of size, parameters, and inference time. These will be covered in the paper's remaining 

section. The network's performance's dependability as a visualization tool is tested, and since it 

uses one of the largest datasets accessible, it can also be regarded as trustworthy. The next 

sections of the chapter are organized as follows: Section II explored the technique in detail and 
gave a description of each transfer learning model, Section III presented the results and analyses 

and discussed them, and Section IV reported the conclusion. 

 

2. METHODOLOGY 
 

Figure 1 depicts the details of the proposed methodology used in this investigation. As can be 

observed, the authors investigated how well state-of-the-art pre-trained CNN models perform in 

useful feature extraction as a CNN encoder and then principal component analysis (PCA) was 
used to reduce the dimensionality to avoid overfitting of the classifier.  
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Figure 1. Framework of the proposed methodology. 

 
Finally, a 3-layer multilayer-perceptron (MLP) classifier is used in identifying a dataset made up 

of COVID-19, Bacterial Pneumonia, Viral Pneumonia, and Normal CXR images. In MLP, one 

input, one hidden layer and one output layer, where the rectilinear unit (ReLU) activation 

function is used in the input and hidden layers and sigmoid function is used in the output and 
Interpretable maps are used afterwards to describe the usefulness and reliability of the proposed 

framework. This section will go into detail on the cutting-edge pre-trained model that was 

investigated in this study, the specifics of the dataset that was used, as well as the pre-processing 
and training aspects. 

 

2.1. Deep Learning Pre-Trained Models 
 

Several pre-trained CNN models were trained on a very large dataset, ImageNet, which has 

demonstrated cutting-edge performance [47]. These pre-trained networks have been shown to 
perform consistently well in different computer vision problems and can be trained on new 

databases to adjust their weights and biases for that dataset or application. The introduction 

section already showed examples of such applications. Network depth, which is the maximum 
number of consecutive convolutional layers of fully connected layers along the path from the 

input layer to the output layer, varies between these networks in terms of size and the number of 

parameters in millions. The parameters utilized in the investigation are described in detail in 

Table 1. 
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Data Augmentation
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Pre-trained Deep Learning Encoder
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• DenseNet201

• Xception
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• EfficientNetB4
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• AlexNet

• EfficientNetB7
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Table 1 compares the several cutting-edge models that were used in the study. 

 

Network Network 

Depth 

Parameters 

[Millions] 

ResNet18 72 11.7 

ResNet50 107 25.6 

ResNet101 209 44.7 

VGG16 16 138.4 

VGG19 19 143.7 

InceptionV3 189 23.9 

InceptionResNetV2 449 55.9 

NASNetLarge 533 88.9 

PNASNet-5-Large * 86.1 

Xception 81 22.9 

CheXNet (DenseNet 

121) 

242 8.1 

DenseNet201 402 20.2 

ShuffleNet 50 1.4 

GoogLeNet 22 7 

MobileNetV2 105 3.5 

NASNetMobile 132 5.3 

DarkNet53 53 41 

AlexNet 8 61.1 

EfficientNetB0 132 5.3 

EfficientNetB4 258 19.5 

EfficientNetB7 438 66.7 

 
*Values are not known 

 

All the experiments were carried out in Python by importing all the models from the Pytorch 

library in Google ColabPro.  Through transfer learning, specific characteristics from the X-ray 
images of the COVID-infected pneumonia patients were extracted using the rich set of features 

that these networks had learned from the ImageNet dataset. To categorize the X-ray images into 

one of the following classes: Normal, Bacterial Pneumonia, Viral Pneumonia, and COVID-19, 
the dense layers of each network were dropped and after flattening features were extracted from 

each CNN encoder. The dimensionality of the feature vector was reduced using principal 

component analysis (PCA) with 90% variance to avoid over-fitting of the models on a 

comparatively small dataset, then the multi-layer perceptron (MLP) model with SoftMax layer 
with four neurons was used as a classifier to classify the 4-class problem. Below are further 

specifics about the networks used in this study: 

 
AlexNet - In the AlexNet, convolution processes were performed several times between max-

pooling operations, which allows the network to acquire richer features at all spatial scales. 

AlexNet placed first with a top-5 test error rate of 15.3% [48] in the 2012 ImageNet Large Scale 

Visual Recognition Challenge (ILSVRC). 

 

VGG - VGG uses a standard CNN design and simply varies the depth: one network has 11 
weight layers (8 convolutional and 3 fully connected layers), while another network has 19 
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weight layers (16 convolutional and 3 fully connected layers). Convolutional layers have a 

relatively small width (number of channels), starting at 64 in the first layer and rising by a factor 

of 2 after each max-pooling layer to reach 512 [49]. 
 

DarkNet 53 - Like the VGG models, it primarily makes use of filters and doubles the number of 
channels after each phase of pooling. Batch normalization is used to regularize the model batch, 

speed up convergence, and stabilize training. It serves as the foundation for the well-known 

localization network, YOLOv3 [50]. 
 

ResNet - Overfitting, a well-known paradigm for deep networks trained on small datasets, can 

significantly reduce the generalization performance. When a lot of training epochs are run, the 
"vanishing gradient" problem eventually leads to network saturation, especially at the initially 

hidden layers, making the problem worse. By incorporating the idea of shortcut connections, 

where the activations of one layer that are given to the next layer are fed to the deeper layers as 

well, which is the core concept of a residual network (ResNet). This solves the vanishing gradient 
problem with deep CNN networks. ResNet is made up of 8 residual blocks, each of which has 

two convolutional layers with three kernels on each layer [51] and it has a couple of variants: 

ResNet 18, 50, 101, and 152. Going farther into the network causes the layer depth to rise every 

two blocks, with layer sizes of 64, 128, 256, and 512 kernels, respectively. In addition, a 7×7 

Conv layer is utilized in the network's beginning, followed by a pooling layer of stride 2, and a 

SoftMax classification layer at its end. 
 

GoogleNet - The classification of many types of problems performed better with GoogLeNet-

Inception networks. Smaller kernels are typically preferred for an area-specific feature that is 
dispersed over an image frame, whereas larger kernels are typically selected for global 

characteristics that are distributed over a vast region of images. This gave rise to the concept of 

inception layers, where kernels of various sizes - such as 1×1, 3×3, and 5×5 were combined 

within the same layer rather than moving further into the network [52, 53]. The Inception 

network begins with several traditional layers of 3×3 kernel, and 3 inception blocks, and 

culminates with an 8×8 global average pooling layer, followed by a SoftMax classifier. This 
architecture expands the network space where training can choose the best features. 

 

InceptionV3 - This network suggested several improvements over version InceptionV1, which 
improved accuracy and decreased computational cost. High-quality networks can be trained on 

relatively small training sets thanks to the combination of a decreased parameter count, extra 

regularization, batch-normalized auxiliary classifiers, and label smoothing [54]. 
 

InceptionResNetV2 – It is the result of combining the most recent revision of the Inception 

architecture [54] with the residual connections, reported in [51]. It was claimed that the 

combination would keep the computational efficiency of the Inception network architecture while 

gaining all the advantages of the residual technique. Although it is a more expensive hybrid 

version of Inception, it has been demonstrated to have better performance [55]. 
 

Xception - In neural computer vision architectures, this network substitutes depthwise separable 

convolutions for Inception modules. The feature extraction base of the network in the Xception 
architecture is composed of 36 convolutional layers. The Xception architecture is a linear stack of 

residually connected depthwise separable convolution layers [56]. 
 

DenseNet - Contrary to residual networks, DenseNet concatenates all feature maps as opposed to 

simply adding up residuals [57]. All layers inside a thick block are closely connected to one 

another, allowing for more monitoring between levels. The four dense blocks that make up 
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DenseNet, each have numerous convolution layers with 1×1 and 3×3 filters. Transition layers 

made up of a batch normalization layer, a 1×1 convolutional layer, and a 2×2 average pooling 
layer are used to divide the dense blocks. The network begins with a 7×7 convolutional layer, 

then moves on to a 3×3 max-pooling layer, both with a stride of 2 and concludes with a 7×7 

global average pooling layer, then a SoftMax layer. DenseNet has several variants, such as 

DenseNet121, DenseNet169, and DenseNet201.  
 

ChexNet - One of the largest publicly accessible Chest X-ray datasets is ChestX-ray14 [58], 

which has over 100,000 frontal view X-ray images with 14 disease classes. CheXNet [59] is a 

DenseNet (DenseNet121) model which was re-trained on this dataset. Therefore, CheXNet is the 

only pre-trained network, which is already trained on a large X-ray dataset, unlike other pre-
trained models. 

 

MobileNetV2 – There are real-time applications like robots, self-driving cars, augmented reality, 

etc., which need compact networks (lightweight networks). MobileNet is built on a simplified 
architecture that uses depthwise separable convolutions to construct compact deep neural 

networks. It was created for mobile and embedded vision applications. The model builder can 

select the appropriate model size for their application based on the constraints of the problem 
using two straightforward global hyperparameters (width multiplier and resolution multiplier) 

[60]. For MobileNet, Depthwise Separable Convolutions are a crucial component. The 

MobileNetV2 design starts with a fully convolutional layer with 32 filters, followed by 19 
bottleneck layers with residual connections between point wise convolutional layers. Except for 

the last fully connected layer, which has no nonlinearity and feeds into a SoftMax layer for 

classification, all Conv layers are followed by batch normalization and rectilinear unit (ReLU) 

nonlinear activation function [61]. 
 

ShuffleNet - The architecture of ShuffleNet makes use of two novel operations – point wise 
group convolution and channel shuffle - to significantly lower computation costs while retaining 

accuracy, it was also created with mobile phone deployment in mind. It has been improved to 

achieve lower complexity and is based on Residual network design [62]. 
 

NASNet - The NASNetLarge and NASNetMobile models' generalization has been greatly 

improved thanks to a new regularization method called ScheduledDropPath [63]. 
 

EfficientNet - Tan et al. presented EfficientNet in [64], which, in contrast to existing CNN 

scaling algorithms that use one-dimension scaling, balances the network's width, depth, and 

resolution. 

 

2.2. Description of the Database 
 

The authors have compiled a large dataset called, QU-MLG-COV in this study, which consists of 
16,712 CXR images with 8851 normal, 3616 COVID-19, 1485 viral pneumonia, and 2740 

bacterial pneumonia CXR images. The authors created this dataset by using and modifying 

various open-access databases for four different types of CXR images (COVID-19, normal 
(healthy), viral pneumonia, and bacterial pneumonia). The QU-MLG-COV dataset merged the 

COVID-19 dataset, the CXR dataset from the Radiological Society of North America (RSNA) 

[65], and the Chest X-Ray Images (Pneumonia) Kaggle dataset. 

 

 

 
 



8         Computer Science & Information Technology (CS & IT) 

COVID-19 dataset 

 
COVID-19 CXR images that make up the COVID-19 dataset were gathered from several 

publically accessible datasets,  

 

have various lung abnormalities. We have taken 8851 healthy (normal) CXR images from the 
RSNA dataset for this study. Radiologists with the necessary training assessed the CXRs in the 

dataset, and clinical history, vital signs, and laboratory tests were used to confirm online sources 

and published studies. A total of 3616 X-ray images were collected; 2473 of them came from the 

BIMCV-COVID19+ dataset [66], 183 from a German medical school [67], 559 from the Italian 

Society of Medical Radiology (SIRM), GitHub, Kaggle, and Twitter [68-71], and 400 from 

another COVID-19 CXR repository [72]. The BIMCV-COVID19+ dataset, which includes 2473 

CXR pictures of COVID-19 patients obtained from digital X-ray (DX) and computerized X-ray 

(CX) equipment, is the single largest available dataset.  
 

RSNA Chest X-ray dataset  

 
About 26,684 CXR DICOM images make up the RSNA pneumonia detection challenge dataset 

[65], of which 8851 images are normal, and 17842 images are the condition. To categorize the 

CXR images into healthy control (normal) and lung infections, they were connected with clinical 
symptoms and history.  

 

Chest X-Ray Images (Pneumonia) 
 

On Kaggle, 5824 chest X-ray images of bacterial, viral, and normal pneumonia were found with 

resolutions ranging from 400p to 2000p. Out of 5824 chest X-ray images, 2760 images with 

bacterial pneumonia and 1485 with viral pneumonia are used in this study. Figure 2 provides 
some examples of the Chest X-Ray images used in this investigation. 

 

 
 
Figure 2. Sample CXR images from the dataset for COVID-19 (A), Normal (B), Viral Pneumonia (C), and 

Bacterial Pneumonia (D). 

 

2.3. Experimental Setup  
 

The dataset's distribution of labelled images across classes was unbalanced, which could have 
influenced training results. Data augmentation is a well-liked remedy for this unbalanced dataset 

[20, 27, 28], which may also be applied to expand the dataset because CNN models learn best 

from large databases. With 80% of the data used for training and 20% of the data being unseen 
for testing, the performance of the experiment conducted in this study was evaluated using five-

fold cross-validation. Additionally, to prevent overfitting, 20% of the training data are used as a 

validation set. 
 

A B C D
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Table 2. Before and after data augmentation, the number of photos per class and per fold Class 

 

Class # of 

Samples 

Training 

Samples 

Augmented Training 

Samples 

Validation 

Samples 

Test Samples 

COVID-19 3616 2893 2314×2=4628 579 723 

Normal 8851 7081 5665 1416 1770 

Viral 1485 1188 950×6 = 5700 238 297 

Bacterial 2760 2208 1766×3 = 5298 442 552 

 

Data augmentation was used to balance the dataset by applying rotations of 5 and 10 degrees to 

avoid unrealistic rotations of the images. Additionally, image translations in both the horizontal 
and vertical directions were applied within the range [-0.15, +0.15], as shown in Figure 3. The 

number of CXR images per class utilized for training, validation, and testing at each fold is listed 

in Table 2. 
 

 
 

Figure 3. Image augmentation: clockwise and anticlockwise rotation and horizontal and vertical translation. 

 

The experiment was conducted on ColabPro using the Pytorch library. Table 3 displays the 
training experiment's specifics. To create the final receiver operating characteristic (ROC) curve, 

confusion matrix, and evaluation matrices, a fivefold cross-validation result was averaged. 
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Table 3. Details of the experiment hyper-parameters  

 

Training parameter  Value 

batch size 16 

learning rate 0.001 

epochs 15 

epochs patience 8 

stopping criteria 8 

Loss function BCE 

optimizer ADAM 

 
Four evaluation metrics - Accuracy, Precision, Sensitivity, and F1-score with 95 percent 

confidence intervals (CIs) - were used to evaluate the performance of the deep CNN-based 

encoders. The overall confusion matrix, which compiles all test fold results from the 5-fold cross-
validation, was used to derive per-class values. 

 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑐𝑙𝑎𝑠𝑠_𝑖 =

𝑇𝑃𝑐𝑙𝑎𝑠𝑠_𝑖 + 𝑇𝑁𝑐𝑙𝑎𝑠𝑠_𝑖

𝑇𝑃𝑐𝑙𝑎𝑠𝑠_𝑖 + 𝑇𝑁𝑐𝑙𝑎𝑠𝑠_𝑖 + 𝐹𝑃𝑐𝑙𝑎𝑠𝑠_𝑖 + 𝐹𝑁𝑐𝑙𝑎𝑠𝑠_𝑖
 (1) 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑐𝑙𝑎𝑠𝑠_𝑖 =
𝑇𝑃𝑐𝑙𝑎𝑠𝑠_𝑖

𝑇𝑃𝑐𝑙𝑎𝑠𝑠_𝑖 + 𝐹𝑃𝑐𝑙𝑎𝑠𝑠_𝑖
 

(2) 

  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑐𝑙𝑎𝑠𝑠𝑖
=

𝑇𝑃𝑐𝑙𝑎𝑠𝑠𝑖

𝑇𝑃𝑐𝑙𝑎𝑠𝑠𝑖
+ 𝐹𝑁𝑐𝑙𝑎𝑠𝑠𝑖

 
(3) 

  

𝐹1_𝑠𝑐𝑜𝑟𝑒𝑐𝑙𝑎𝑠𝑠𝑖
= 2

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑐𝑙𝑎𝑠𝑠𝑖
× 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑐𝑙𝑎𝑠𝑠𝑖

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑐𝑙𝑎𝑠𝑠𝑖
+ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑐𝑙𝑎𝑠𝑠𝑖

 
(4) 

 

where 𝑐𝑙𝑎𝑠𝑠𝑖 = 𝐶𝑂𝑉𝐼𝐷 − 19, 𝑛𝑜𝑟𝑚𝑎𝑙, 𝑣𝑖𝑟𝑎𝑙 𝑎𝑛𝑑 𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙.      
 

The weighted average values of each class were used to calculate the overall performance. Since 

class frequencies differ for the given task, the weighted average provides a better indication of 
overall performance. 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

=
𝑛1(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐶𝑂𝑉𝐼𝐷) + 𝑛2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑜𝑟𝑚𝑎𝑙 ) + 𝑛3(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑣𝑖𝑟𝑎𝑙 ) + 𝑛4(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙 )

𝑛1 + 𝑛2 + 𝑛3 + 𝑛4
 

(5) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

=
𝑛1(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝐶𝑂𝑉𝐼𝐷) + 𝑛2(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑛𝑜𝑟𝑚𝑎𝑙) + 𝑛3(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑣𝑖𝑟𝑎𝑙) + 𝑛4(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙)

𝑛1 + 𝑛2 + 𝑛3 + 𝑛4
 

(6) 

 𝐹1_𝑠𝑐𝑜𝑟𝑒 =
𝑛1(𝐹1_𝑠𝑐𝑜𝑟𝑒𝐶𝑂𝑉𝐼𝐷) + 𝑛2(𝐹1_𝑠𝑐𝑜𝑟𝑒𝑛𝑜𝑟𝑚𝑎𝑙) + 𝑛3(𝐹1_𝑠𝑐𝑜𝑟𝑒𝑣𝑖𝑟𝑎𝑙) + 𝑛4(𝐹1_𝑠𝑐𝑜𝑟𝑒𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙)

𝑛1 + 𝑛2 + 𝑛3 + 𝑛4
 

(7) 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑛1(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐶𝑂𝑉𝐼𝐷) + 𝑛2(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑛𝑜𝑟𝑚𝑎𝑙) + 𝑛3(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑣𝑖𝑟𝑎𝑙) + 𝑛4(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎𝑙)

𝑛1 + 𝑛2 + 𝑛3 + 𝑛4
 

(8) 

 

Where 𝑛1, 𝑛2 , 𝑛3 𝑎𝑛𝑑 𝑛4 are the total number of COVID-19, normal, viral, and bacterial cases 

respectively. 
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The authors also used a different metric, known as inference time, 𝛿(𝑡), to measure how long it 

took the framework to classify the image. The trade-off between accuracy and decision-making 
time can also be better understood by plotting inference time against the F1 score. To ensure that 

the best-performing network is picking up knowledge from important areas of the image, the 

authors have additionally verified the validity of the best-trained network using the well-known 

Score-CAM visualization technique [73]. 
 

3. RESULTS AND DISCUSSION  
 
Table 3 shows the overall performance of the various pre-trained network-based encoders in 

descending order of the F1-score. As can be observed, the performance of all different CNN 

encoder-based frameworks is comparable. It demonstrates that all networks, regardless of size, 

perform well in classifying the CXR images into various classes. This merely verifies how well 
pre-trained models on CXRs are, as described in numerous earlier literature. It is also noteworthy 

that EfficientNet B7 has the longest inference time—roughly 42.8 milliseconds—while AlexNet 

has the shortest—roughly 1.8 milliseconds. However, the best performing model is CheXNet, 
which is the only network pre-trained on a large CXR dataset along with already trained on 

ImageNet. There is a clear performance gap of more than 2% compared to other pre-trained 

models which are only trained on ImageNet. This highlights the importance of retraining the pre-

trained model on domain data, which can improve the model's performance.  
 

The best option initially can be appeared to be ResNet18 and MobileNetV2 because of their 

excellent performance and quick inference times. The greatest option for even deploying for 
mobile and smart devices would be MobileNetV2. CheXNet is DenseNet121 trained on large 

CXR images and performed better than the DenseNet201 variant of DenseNet. This also clearly 

reflects the importance of domain knowledge of the model during re-training. However, it is 
worth mentioning that the pre-trained model-based framework overall performs close to each 

other as they are already trained on a large image database and these models are very good at 

extracting useful image features.   
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Table 3. Overall network performance metrics in descending order of F1-Score. 

 

Encoders Inference 

time  

𝜹(𝒕)(ms) 

Accuracy  

(%) 

Precision  

(%) 

Sensitivity  

(%) 

F1-score 

 (%) 

CheXNet (DenseNet 

121) 

17.6 96.7 96.51 97.18 96.81 

EfficientNet B0 10.7 94.24 94.32 94.42 94.18 

ResNet 18 5.5 93.72 93.76 93.54 93.99 

MobileNet V2 2.5 93.19 93.29 93.07 92.99 

DenseNet201 25.8 93.02 92.67 93.07 92.99 

InceptionV3 23.8 92.52 92.26 92.52 92.3 

ResNet 101 10.8 92.81 91.45 91.85 91.45 

ResNet 50 6.1 91.71 91.23 91.71 91.35 

EfficientNet B7 42.8 91.47 91.47 91.47 91.47 

VGG 16 11 91.42 91.12 91.42 91.22 

AlexNet 1.8 91.16 91.06 91.37 91.16 

PNASNET-5-Large 28.8 91.15 91.04 91.15 91.09 

EfficientNet B4 28.7 90.96 90.86 90.96 90.91 

GoogLeNet 3.3 90.03 90.79 90.03 90.89 

Darknet53 7.2 90.88 90.56 90.88 90.66 

Xception 4.6 90.96 90.52 90.96 90.62 

VGG 19 12.1 90.91 90.47 90.92 90.61 

NASNetLarge 30.1 89.66 89.58 89.58 89.57 

ShuffleNet 6.6 89.77 89.46 89.77 89.51 

InceptionResNet 29.8 88.07 88.78 88.07 88.89 

NASNetMobile 4.8 87.24 87.11 87.25 87.17 

 

Table 4 shows the class-wise performance comparison of the top performing 5 networks, namely, 

CheXNet, EfficientNet B0, ResNet18, MobileNetV2, and DenseNet201. It is further confirmed 
by the class-specific performance that CheXNet outperforms all other models as it performs well 

not only overall but also in classes. It is also evident from the table that the networks may 

become perplexed when attempting to differentiate between viral and bacterial pneumonia CXRs. 

This is supported by the literature as the signature of infection from community-acquired viral 
pneumonia and bacterial pneumonia has some overlapping features, which is confusing the 

networks. It is clear from Tables 3 and 4 that the performance of CheXNet is higher than the 

other four top-performing models. This explains that CheXNet can extract more useful CXR 
features from the CXR images compared to other top-performing models.  
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Table 4. Class-wise performance comparison for the Top-5 networks 

 

Encoder Inference 

time  

𝜹(𝒕)(ms) 

Class Accuracy  

(%) 

Precision  

(%) 

Sensitivity  

(%) 

F1-score 

 (%) 

CheXNet 

(DenseNet 

121) 

17.6 Bacterial 

Pneumonia 

97.87 93 95 94 

COVID-19 98.89 97 99 98 

Normal 99.09 99 99 99 

Viral 

Pneumonia 

97.55 87 86 86 

Overall 96.7 96.51 97.18 96.81 

EfficientNet 

B0 

10.7 Bacterial 

Pneumonia 

96.74 89 92 90 

COVID-19 97.19 94 93 93 

Normal 97.75 98 98 98 

Viral 

Pneumonia 

96.81 83 81 82 

Overall 94.24 94.32 94.42 94.18 

ResNet18 5.5 Bacterial 
Pneumonia 

96.51 88 91 90 

COVID-19 96.91 93 93 93 

Normal 97.5 98 97 98 

Viral 

Pneumonia 

96.52 81 79 80 

Overall 93.72 93.76 93.54 93.99 

MobileNetV2 2.5 Bacterial 

Pneumonia 

96.28 87 90 89 

COVID-19 96.61 92 92 92 

Normal 97.24 98 97 97 

Viral 

Pneumonia 

96.25 80 78 79 

Overall 93.19 93.29 93.07 92.99 

DenseNet201 25.8 Bacterial 

Pneumonia 

96.17 87 90 89 

COVID-19 96.53 92 92 92 

Normal 97.09 97 97 97 

Viral 

Pneumonia 

96.25 79 78 79 

Overall 93.02 92.67 93.07 92.91 

 
The confusion matrix depicted in Figure 4 can be used to further confirm CheXNet's 

effectiveness. It is clear that the network does a good job of differentiating between normal and 

pathological behaviour (i.e. Viral Pneumonia, Bacterial Pneumonia, and COVID -19). It is doing 
an excellent job of determining the COVID-19 patients and healthy control. Although 

understandably, bacterial and viral pneumonia are both atypical forms of pneumonia, it can be 

difficult to distinguish them in the early stage as mentioned earlier. There is a good number miss-

classification between bacterial and viral pneumonia. The framework is missing some of the 
control patients to the unhealthy group, which could be due to the early stage CXR images, where 

the signature of infection is not evident.  
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Figure 4. Confusion Matrix for the top-performing model, CheXNet. 

 

 
 

Figure 5. F1-Score versus Inference time for the top-performing 5 models. 

 

Figure 5 shows a comparison of the Top-5 networks in terms of F1-Score and inference time. It is 
clear that while the networks' overall performances are comparable, the inference times vary 

significantly. The authors have further examined whether the networks are genuinely picking up 
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knowledge from the problem's "lungs," or region of interest. The Score-CAM visualization 

results displayed in Figure 6 can be used to confirm this. The network choosing the lung area for 
all classes can be verified by the Score-CAM visualization for the top-performing CheXNet 

network. 

 

 
 

Figure 6. Score-CAM-based heat-map for the best performing CheXNet model, showing where the 

network is learning more to take the decision. 

 

Table 5 summarizes the recent works on multi-class classification using deep learning 
algorithms. In all the cases, apart from the studies from our group, the size of the COVID dataset 

is small. However, the performance of this work is superior compared to the relevant literature.  

 
Table 5. Comparison with the current state-of-art/relevant studies. 

 

Articles Techniques Dataset Performance 

Tsung et al. 

[75] 

CNN (ResNet50) 15478 chest X-ray images 

(473 COVID) 

accuracy, sensitivity, and 

specificity obtained are 

93%, 90.1%, and 89.6% 

Abbas et al. 

[39] 

CNN (DeTraC) 1768 chest X-ray images 

(949 COVID) 

Accuracy-93.1% 

Jain et al. [76] CNN (Inception V3, 

Xception, and ResNet) 

6432 chest X-ray images 

(490 COVID) 

Accuracy-96% and 

Recall-92% 

Ohata et al. 

[77] 

Transfer learning + machine 

learning method 

(DenseNet201 + MLP) 

388 chest X-ray images 

(194 COVID) 

Acc: 95.641%, F1-score: 

95.633%, FPR: 4.103% 

Ioannis et al. 

[78] 

CNN 1427 chest X-ray images 

(224 COVID) 

accuracy, sensitivity, and 

specificity obtained are 

96%, 96.66%, and 96.46% 

Chowdhury et 

al. [28] 

Seven different deep CNN 

networks for classification 

423 COVID-19, 1485 

viral pneumonia, and 

1579 normal chest X-ray 

The classification 

accuracy, precision, 

sensitivity, and specificity 

Normal Bacterial Pneumonia Viral Pneumonia COVID-19
Normal Bacterial Pneumonia Viral Pneumonia COVID-19
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Articles Techniques Dataset Performance 

images were 99.55% and 97.9%, 

97.95%, 97.9%, and 

98.8%, respectively 

Rahman et al. 

[29] 

Seven different deep CNN 

networks for classification 

and a modified Unet 

network for segmentation 

18479 chest x-ray images 

(3616 COVID) 

accuracy of 96.29%, 

sensitivity of 97.28%, and 

the F1-score of 96.28%. In 

segmentation, Accuracy 

of 98.63%, and Dice score 

of 96.94% 

Proposed 

study 

Many different deep CNN 

networks and PCA-based 

framework for classification 

16,712 CXR images with 

8851 normal, 3616 

COVID-19, 1485 viral, 

and 2740 bacterial 

pneumonia 

Overall accuracy of 96.7% 

for 4-class problem 

 

4. CONCLUSION 
 

To the best of the authors' knowledge, an in-depth analysis of the performance of the popular 
twenty-one state-of-the-art transfer learning model has not yet been demonstrated, even though a 

lot of research has been done on the use of artificial intelligence for COVID-19 detection from 

CXR images. The research community will benefit from this paper's addition to the body of 
knowledge about transfer learning's role in COVID-19 detection because it will help them decide 

whether to deploy a particular network given that networks vary not only in terms of performance 

but also in terms of size, parameters, and inference time. Overall performance measurements 

reveal that all the networks perform well, however, CheXNet is found to perform better than all 
the other networks. It is found that the CheXNet is picking up information from the lung areas in 

the reliability test conducted utilizing Score-CAM visualization. The results show that CheXNet 

outperforms with an overall accuracy of 96.7%, with an inference time of 17.6 ms, which is 

inline with the findings reported in the previous work of the authors [74]. In future, the authors 

will deploy such framework in cloud platform to carryout a multi-centre study and to improve the 

model generalizability.  
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ABSTRACT
This paper studies a wireless power communication network(WPCN) based on orthogonal frequency
division multiplexing (OFDM) with time reversal(TR). In this paper, the " Harvest Then Transmit "
protocol is adopted, and the transmission time block is divided into three stages, the first stage is for
power transmission, the second stage is for TR detection, and the third stage is for information
transmission. The energy limited access point (AP) and the terminal node obtain energy from the radio
frequency signal sent by the power beacon (PB) to assist the terminal data transmission. The energy
limited AP and the terminal node obtain energy from the radio frequency signal sent by the PB to assist
the terminal data transmission. In the TR phase and the wireless information transmission (WIT) phase,
the terminal transmits the TR detection signal to the AP using the collected energy, and the AP uses the
collected energy to transmit independent signals to a plurality of terminals through OFDM. In order to
maximize the sum rate of WPCN, the energy collection time and AP power allocation are jointly
optimized. Under the energy causal constraint, the subcarrier allocation, power allocation and time
allocation of the whole process are studied, and because of the binary variables involved in the
subcarrier allocation, the problem belongs to the mixed integer non-convex programming problem. the
problem is transformed into a quasiconvex problem, and then binary search is used to obtain the
optimal solution. The simulation results verify the effectiveness of this scheme. The results show that
the proposed scheme significantly improves the sum rate of the terminal compared to the reference
scheme.
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1. INTRODUCTION

In recent years, the rapid development of connected devices has led to the rise of Internet of
Things (IoT) applications, which are used in smart homes, smart transportation, medical
monitoring, and disaster warning information [1][2]. In a traditional network, node devices are
powered by a fixed energy source such as a battery, and the network life is limited due to
power exhaustion, thereby affecting the performance of the network. In order to extend the
runtime of the network, the battery needs to be replaced or replenished after the battery power
is exhausted.However, in some applications, it is not technically and economically feasible for
wireless nodes to be deployed in large-scale sensor networks or implanted into the human
body to cause regular replacement or charging[3][4]. Energy harvesting (EH) is considered to
be a promising technology to replace traditional energy sources such as batteries because it
provides more cost-effective energy for wireless networks [5]. Especially, because radio
frequency (RF) signals have dual purposes of wireless information transmission (WIT) and
wireless energy transmission (WET), the EH of RF signals has attracted great attention [6]. RF
power transmission is an EH technology. Wireless network nodes collect energy from RF
signals and convert them into electrical energy [7]. Among various energy transmission
systems, wireless power supply communication network (WPCN) has been widely studied [8].
For WPCN, WET and WIT are completely separate. Compared with the traditional wireless
network whose terminal devices are powered by batteries, WPCN is more suitable for small
wireless networks and can provide permanent energy for small wireless sensors and other
terminal devices. In [9],a “harvest-then-transmit” protocol was proposed for a multi-user
WPCN, where users first harvest energy from RF signals broadcast by a single antenna hybrid
access point (AP) in the

DL and then transmit information to the AP in the UL.

In order to meet the rapidly increasing demand for wireless data traffic, and rate maximization
is considered as an important index, and resource allocation has been widely studied due to
the trade-off between WET and WIT in wireless packet networks. In [10], a WPCN protocol
is proposed, in which users first obtain energy through a hybrid access point (HAP), and then
transmit data to the HAP through time division multiple access (TDMA). And then through
the analysis for the wireless power transmission and the optimum time distribution of
information transmission, to maximize the total throughput of all users. In [11], the optimal
power allocation for downlink power transmission and uplink information transmission is
derived for multiple access fading networks using TDMA or Frequency Division Multiple
Access (FDMA). In [12], the joint power allocation of downlink power transmission and the
time allocation of uplink information transmission are optimized for WPCN based on TDMA.
In [13], considering the limited energy storage capacity of users, an optimal allocation
algorithm of energy and time is proposed. In [14], a new model for simultaneous transmission
of wireless information and energy in WPCN is proposed. In [15], various resource allocation
problems of cognitive WPCN are studied, aiming at maximizing the performance of
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secondary users while satisfying the service quality of primary users. In [16], a full-duplex
WPCN based on orthogonal frequency division multiplexing (OFDM) is considered, and the
subcarrier allocation and power allocation under ideal and non-ideal self-interference
cancellation are studied. The work in [17] all considers that the HAP is equipped with two
antennas supporting full duplex and the users are half duplex. When the user supports full
duplex, the performance of WPCN can be further improved by collecting more energy and
selecting an appropriate antenna for uplink transmission. However, some practical scenarios
located in toxic environments, underground, tunnels, remote areas, or disaster areas involve
energy-constrained nodes that transmit information to IoT devices under limited power
constraints, and environmental factors increase the difficulty of battery replacement. Hence,
transmitters can harvest energy from dedicated RF signals to communicate with IoT devices
[18]. Using power beacon (PB) as a dedicated wireless energy supply point, energy supply can
be carried out for energy-constrained devices in the WET phase without the need for network
communication [19]. The coverage probability of PB-based WPCN has been studied in [20], in
which transmitters collect energy through PB during WET and then communicate with their
corresponding receivers in WIT. In [21] proposes a new harvest-transmission scheduling
method to maximize the total throughput of WPCN. In the designed method, multiple
terminals can transmit information to AP nodes at the same time in one time slot. With
single-user detection/decoding, only one of the composite signals can be successfully decoded
at a time, and the other signals are treated as interference. Due to the existence of interference
signal, the throughput performance is limited. In view of the above considerations, multiuser
detection and continuous interference cancellation (SIC) are applied. Using the SIC algorithm,
some interference signals can be decoded instead of being regarded as noise.

Based on the above discussion and literature review, the time reversal technique is used to
suppress the interference of OFDM WPCN system in multi-terminal interference channel. By
introducing PB, a WPCN model is constructed, which is composed of a single antenna PB, an
energy-constrained AP and 1k  single-antenna terminal devices.

AP and Internet of things terminals obtain energy from RF signals transmitted by PB to assist
the downlink communication between AP and Internet of things devices. The goal is to
maximize the total throughput of the system by jointly optimizing the time allocation and
transmission power allocation of the system.

The main contributions of this paper are summarized as follows:

1. we propose a WPCN model, in which AP and IoT terminal nodes receive RF energy from
PB, and then AP transmits information to IoT devices on the downlink. In the proposed
WPCN, AP adopts the HTT protocol supported by PB in the WET phase, and uses
OFDM to allocate transmission power in the WIT phase to transmit information to IoT
devices.

2. For OFDM WPCN system, the time reversal technique is used to suppress the
interference between transmission antennas, and the problem of sum rate maximization is
solved by jointly optimizing EH time and transmission power. The resulting problems are
all non-convex, and for WPCN of OFDM, because the subcarrier allocation involves
binary variables, the mixed integer programming problem is transformed into a
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quasi-convex problem, and then the optimal solution is obtained by binary search.

3. Finally, we give a large number of numerical results to prove that our proposed algorithm
is effective in improving system sum rate.

The rest of this paper is organized as follows. A WPCN model is introduced in section 2.
Section 3 investigate the system sum rate problem, respectively. Section 4 evaluates the
performance of the presented algorithms by conducting numerical simulations and section 5
concludes the paper.

2. SYSTEM MODEL

Figure 1. WPCN system model

Figure 2. Frame structure of WPCN

In this paper, we consider a WPCN of OFDM based on time reversal, as shown in Figure 1. A

single-antenna PB and an energy-constrained AP with TN antennas and 1k 

single-antenna Internet of things terminals are composed of WPCN. In the WPCN system, PB
first carries out WET to the AP and the terminal node, and the AP and the terminal node
receive the energy and store it in the rechargeable battery. Different from the traditional
WPCN system, after the WET stage, the terminal node sends a time reversal probe signal to
the AP. After the AP receives the probe signal, it performs WIT, Specifically, the data signal to
be sent is sent to the terminal node after time reversal processing. All channels are assumed to
have quasi-static flat fading and that the channel power gain remains constant during a
transport block, but may vary between transport blocks. Without loss of generality, the time of
a transport block is normalized to 1, which is represented by maxT , that is, max 1T  . Suppose in
AP and all terminal channel state information (CSI) is perfectly known. In the IoT network,
all transceivers, including AP, should be low-cost and low-power devices. Therefore, a
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transmission block is divided into three stages by adopting the HTT protocol [16]. The first

stage is that PB transmits RF energy, and AP and terminal EH, and the duration is 0 . In the

second stage, the terminal sends the time reversal detection signal with a duration of tr , and

in the third stage, the AP node transmits the information to the terminal node with a duration

of 1 .

In the WET phase, the AP and the terminal EH from the PB, and the total power received by

the AP is
2

T B pP P h , where BP is the transmission power at the PB and 1TN
ph

 is

the channel vector from PB to AP.

The energy collected at AP can be expressed as follows:

0TE P  (1)

Where (0,1]  is the energy conversion efficiency.

In WPCN network, the system performance is affected by the interference caused by
multipath environment. Time reversal technology is considered to be an effective technology
to combat multipath and time-selective fading in the field of wireless communication. The
time-space focus of time reversal technique in multipath channel is used to suppress the
interference caused by multipath effect in OFDM transmission. It is assumed that the terminal
channel gains are sorted from low to high. As shown in Figure 2, AP transmits data to the
terminal through N orthogonal subcarriers using OFDM during the WIT phase with duration

1 . A binary SC allocation variable ,k nx is introduced in the WIT phase, and SC n is

allocated to the mth terminal, , 1k nx  ; otherwise, , 0k nx  . The channel impulse response

of the jth antenna of the AP and the mth terminal on SC n is  n
jmh . Considering the

influence of multipath effect on the system in practice, it is assumed that all terminals send

signals to AP at the same time, and the channel impulse response  n
jmh is:

       
1

, ,
0

L
n n n
jm jm l jm l

l
h t t  





    (2)

Where L represents the number of multipaths,  1, 2,..., 1l L  ;  
,

n
jm l represents the

amplitude of the l th multipath;  
,

n
jm l represents the time delay of the l th multipath.

Discretize    n
jmh t As：
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              0 , 1 ,..., 1
Tn n n n

jm jm jm jmh h h h L  (3)

When the channel impulse response is discretized in time domain, the mean value a is

satisfied     0n
jmE h l    .

In the time reversal stage, the terminal node sends a time reversal probe signal to the AP node
by using the EH to obtain the channel state information. At this time, the AP records the probe
signal and performs time reversal preprocessing on the obtained channel state, that is, reverses
it in the time domain. After time reversal processing, the equivalent channel between the AP
and the terminal node can be obtained, and the equivalent channel is:

              0 , 1 ,..., 1
Tn n n n

jm jm jm jmg g g g L  (4)

Where each element in the above matrix is the tap value after time reversal processing and
normalization can be written as:

   
   

 

   
   

2 1
2

0

1 1n n
n jm jm
jm

Ln n
jm jm

l

h L P h L P
g p

E h E h l




   
 

   
      


(5)

where  represents conjugation.

After time reversal processing, the channel gain  n
jmh becomes    n n

jm jmh g , which is

specifically expressed as:

             
       

   

1

1
0

10 2

0

1
L

n n
jm jmL

n n n n l
jm jm jm jm

Ll n
jm

l

h l h L l p
h g p h l g p l

E h l










  
   

 
 
 





(6)

Where    n n
jm jmh g represents the convolution operation, and  0,1,..., 2 2p L  . When

1p L  , the autocorrelation function is generated in the corresponding formula, and the

above formula takes the maximum power center peak value at this time. According to the
reference [21], most of the power of the signal will focus on the central tap, that is, the 1L 
tap, so it is considered that the power on the 1L  tap is the transmission power of the ideal
signal. The transmission power of the AP allocated to the SCn for transmitting information to

the mth terminal is represented as ,m np .

Therefore, the achievable rate of the mth terminal on the nth SC is:

 1
, , 2 ,log 1k n m n m n

Br x SINR
N


  (7)

The SINR at the mth terminal is expressed as:
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   

      

2

,
,

2 1
2

, ,
1 0

/
T

n n
m n jm jm

m n
N L

n n
m n i jm jm

i p
i j

p h g
SINR

B N p h g 


 





 
   
  


(8)

Where     
2 1

, ,
1 0

TN L
n n

k n i jm jm
i p
i j

p h g


 


 represents the interference of the  i i j th antenna of

the AP to the jth terminal on the subcarrier n; 2 represents noise power; For the

convenience of the following calculation commands:

   

      

2

,
2 1

2
, ,

1 0
/

T

n n
jm jm

m n
N L

n n
m n i jm jm

i p
i j

h g
A

B N p h g 


 





 
   
  


Then, the sum rate of the WPCN scheme based on time reversal OFDM is calculated as:

 1
, 2 ,

1 1 1 1
log 1

M N M N

sum mn m n m n
m n m n

BR r x SINR
N


   

    (9)

3. PROBLEM PLANNINGANDALGORITHM DESIGN

3.1. Problem Planning

The optimization goal of this paper is to maximize the system sum rate of TR-OFDM-WPCN.

By jointly optimizing 0 , ,m nx , and ,m np , the optimization problem in this paper is

expressed as:

 

 

0 , ,
1 , ,

1 ,

2 ,
1

3 ,

4 0 , ,
1 1

5 0

:  max  

. .  : 0    

       : 1     

       : 0,1    

       : 1      

       : 0 1

m n m n
sumx p

m n

M

m n
m

m n

M N

tr m n m n
m n

OP R

s t C p m M n N

C x m M n N

C x m M n N

C x p E m M n N

C



 





 

    

    

    

      

 





(10)

Constraints 2C and 3C indicate that an SC is accurately assigned to each link. Constraint
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4C means that the total energy consumed by AP in the WIT phase is less than the EH in the

WET phase. In problem 1OP , the strong coupling between 0 , ,m np and ,m nx leads to the

non-concavity of the objective function and the non-convexity of 4C . In addition, because

there are binary assignment variables in this problem, 1OP is a mixed integer nonconvex

programming problem.

3.2. Algorithm Design

In this section, the joint energy acquisition time, SC and power allocation solution will be

introduced to maximize the sum rate of WPCN of OFDM of TR. rewrite 4C in 1OP as:

  , ,
1 1

0

, ,
1 1

1
M N

tr m n m n
m n

M N

m n m n T
m n

x p

x p P






 

 









(11)

Obviously the objective function in 1OP is a non-increasing function of 0 . Therefore,

according to constraint 4C in 1OP , for a given power allocation, the optimal 0 should

hold the equation:

  , ,
1 1

0

, ,
1 1

1
M N

tr m n m n
m n

M N

m n m n T
m n

x p

x p P






 

 









(12)

Substituting Equation (12) into (9), we get:

   , 2 ,
1 1

, ,
1 1

1
log 1

M N
T tr

sum m n m nM N
m n

m n m n T
m n

BP
R x SINR

N x p P

 

  

 


 

 
 

 




(13)

Rewrite 1OP as:

 

0 , ,
2 , ,

1 ,

2 ,
1

3 ,

:  max   

. .    : 0    

        : 1    

        : 0,1     

m n m n
sumx p

m n

M

m n
m

m n

OP R

s t C p m M n N

C x m M n N

C x m M n N





    

    

    


(14)
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Lemma 1: Suppose g is a quadratic differentiable function. When ax+b>0, g(x)/(ax+b) is
quasi-convex if y=g(x) is convex, and g(x)/(ax+b) is quasi-concave if y = g(x) is a concave
function. (proof see Appendix A)

From Lemma 1, it can be observed that the objective function of 2OP is a quasi-concave

function with respect to ,m np given SC n .In order to solve 2OP , the relaxation variable

 is introduced. Then 2OP can be rewritten as:

, ,

3

1 2 3

6 ,

:  max   
. .     , ,

         :  max  
m n m n

sumx p

OP R
s t C C C

C R 
(15)

3OP is a convex optimization problem, so its unique optimal solution can be found by the

Lagrangian dual method.

The Lagrangian function of the optimization problem 3OP can be written as:

   ,m sum sumL p R R    

     , 2 , ,
1 1 1 1

1 1
log 1

M N M N
T tr

m n m n m n T
m n m n

BP
x SINR x p P

N
  

 
   

       
 

  (16)

where 0  is the corresponding non-negative Lagrange multiplier. For a given SC

allocation , 1m nx  , the optimal power allocation on the SC in 3OP can be solved by

solving the above problem. According to the KKT condition, the analytical solution of
optimal power allocation can be obtained(proof see Appendix B):

   
,

,

1 1 1
In2
T tr

m n
m n

BP
p

N A
  




  

  
  

(17)

Where  max(0, )x x  .

Substituting formula (17) into (16), we get:

 
+

,
, , 2

1 1 ,

, log 1 1 +
In2 In2

M N
m n

m n m n T
m n m n

CAC CL p x P
N A N

 




 

    
               

 (18)

Where    1 1T trC BP    
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 

 

4 ,

2 ,
1

3 ,

:   max  ,

. .       :  1    

           : 0,1     

m nn
M

m n
m

m n

OP L p

s t C x m M n N

C x m M n N





    

    

 (19)

Since each terminal only corresponds to one non-zero SC, the SC allocation function is
defined as:

1,       m
, 0,      

op

op op
op m
m n m m
x 

 
 (20)

Where ,op
op
m n
x represents the optimal value of ,m nx in the formula.

 arg min ,op

m
m m n  (21)

Where  
+

, log 1 1
In2 In2

j

j

CAC Cm n
N A N




     
                

The best  is determined by dichotomy. Algorithm 1 is the process of solving 1OP .

0l  and u  are respectively expressed as the lower limit and upper limit of binary

search, and  is the accuracy of binary search. Define the upper bound  of binary search
as:

  ,,
log 1 maxT m nm n

BM P A   (22)

Table 1. Joint Time Power Allocation Scheme

Algorithm for solving 1OP

1. Calculate tr using the given d and 0v .

2. initialization： 0l  ， u  ， 0m  ,  is the error threshold.

3. Repeat steps (1)-(5) until step 4 is established

(1)     2l um    ;

(2) Obtain the optimal ,m np according to formula(4.16);

(3) Obtain the optimal ,m nx according to formula(4.19);

(4) Substitute the obtained A and B into (4.11)，if  , , 0m nL p   , u  ；else l  ；

(5) 1m m  ；
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4. Judge whether u l    is established, if established Output ,m np and ,m nx ;

4. SIMULATION RESULTS

compared with the traditional optimization algorithm. Assuming that all channels conform to

Rayleigh fading characteristics, the channel gain model is -310 md
 , where md represents

the distance from the mth terminal to the AP node, and 3  is the channel fading index.
Suppose PB is placed in (0,0),AP is placed in (0,5), and the terminal is placed in area of
(-5,-20) and (-5,20). The bandwidth of the system is 180KHz, the number of subcarriers is 11,
the energy efficiency is 0.8, and the noise power is -50dBm.
Figure 3 is a comparison of different algorithms for system sum rate convergence
performance. It can be seen from Figure 4.3 that as the number of iterations increases, the
sum rate of the three algorithms also increases gradually. Finally, the algorithm proposed in
this paper has the maximum sum rate after convergence. The reason is that when the energy
transmitting node and the information receiving node are placed together to form a hybrid
node, a double-far and near phenomenon will occur, resulting in a larger path loss. In this
paper, because the time reversal technology can make full use of multipath to focus the signal
energy on the target point, and improve the receiving power of the target user when the
transmit power of the terminal node is the same, the algorithm proposed in this paper has
better system sum rate.
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Figure 3 Graph of iterative algorithms for different schemes

Figure 4 shows the functional relationship between system sum rate performance of WPCN

with respect to time allocation factor  . It can be seen from the three-dimensional diagram

that the sum rate changes with energy transmission time 0 and time reversal detection

stage tr . It can be clearly seen from Figure 4 and Figure 5 that in order to make the system

In this section, the sum rate of WPCN of time reversal OFDM is simulated and analyzed, and
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and rate large enough, the TR detection time tr should be as short as possible while

ensuring that the farthest terminal can complete TR detection. This is because when tr is

small, the time allocated to the energy transfer phase can be as much as possible, and the AP

node can obtain enough energy from the RF signal transmitted by the PB node during the

duration of the energy transfer. From Figure 4 and Figure 5, it can be seen that the 0 of the

proposed OFDM WPCN algorithm is about 0.5s;

Figure 4 Sum rate and time relation diagram
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Figure 5 Sum rate and time reversal stage relation diagram

Figure 6 shows the curve of the system sum rate varying with the transmission
power.Figure.6 is a simulation diagram of the variation of different scheme sum rates with
power when the number of AP node antennas is 4. Figure 7 is a graph showing the variation
of the system sum rate with the transmit power of the scheme in this paper when the number
of multipaths in the system is different. It can be seen from Figure 6 and Figure 7 that the
system sum rate of the proposed scheme and the comparative scheme both increase with the
increase of the transmit power. This is because when the transmit power increases, the power

Computer Science & Information Technology (CS & IT)34



received by the receiver is greater than the noise power, so the signal-to-interference-to-noise
ratio of the receiver also increases, so the sum rate of the system increases with the increase
of the transmit power. And because the space-time focusing of time reversal can make full
use of the multipath to make the signal energy coherent superposition at the receiver, the
signal strength received by the terminal is greatly increased, so the scheme in this paper can
effectively improve the system sum rate. It can be seen from figure 7 that with the increase of
the number of multipaths, the system and rate also increase. The reason is that with the
increase of the number of multipaths, the time reversal technique uses multipaths to provide
additional spatial degrees of freedom for the system. The richer the multipath, the better the
focusing effect, the stronger the energy of the received useful signal, and the better system
and rate are obtained, so the effectiveness of the algorithm in this paper is verified.
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Figure 6 Diagram between sum rate and transmission power
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Figure 7 Diagram of sum rate with transmission power for different multipaths

Figure 8 shows the effect of the distance from the AP to the terminal on the sum rate of
different algorithms when Pmax=30dBm, assuming that other parameters are the same. The
sum rate of the two algorithms decreases with the increase of distance, because the path loss
of WET and WIT increases with the increase of distance. The performance of the proposed
algorithm is significantly better than that of the comparison algorithm. After the signal is
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processed by TR technology, most of the energy of the signal is focused on the AP node,
combined with the algorithm proposed in this paper can effectively increase the system sum
rate. The system sum rate will decrease with the increase of distance, because the larger the
distance, the more power consumption of the system, which leads to the lower system sum
rate.
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Figure 8 Diagram between sum rate and distance between transceiver and
transceive

5. CONCLUSIONS

This paper studies the WPCN of OFDM, where APs and terminal nodes EH from the RF
signal of the PB, and then use the harvested energy to transmit independent signals in the
downlink to multiple terminal nodes. After introducing the time reversal technology to
suppress the interference of the system, the transmit power, energy transmission time and
subcarrier allocation of AP nodes are jointly optimized, and a maximizing system sum rate
algorithm is proposed. Using the quasi-concave form of the proposed problem, the energy
transfer time and optimal transmit power are obtained based on a dichotomy search. The
numerical results show that the algorithm proposed in this paper is effective. And the
influence of transmit power, AP-to-terminal distance and multipath on the system sum rate is
analyzed. The simulation results prove that the scheme proposed in this section can suppress
interference and help to improve the sum rate of the system. The WPCN system has broad
application prospects and can be used in wireless sensor networks. Future research can
allocate and optimize resources for multi-antenna HAP and multi-user complex multi-cell
environments and vehicle networking environments. The focusing intensity of time reversal
technology depends on channel estimation. When there is an error in channel estimation, it
will affect the focusing of time reversal. The scheme of this paper assumes that the channel
state information is perfect, but in practice, the channel estimation will be affected by many
factors in the wireless environment. Therefore, when there is an error in channel estimation,
the performance of the system will be affected.
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APPENDIX A
PROOF OF LEMMA 1

Existence function    g x
h x

ax b




     
 2

ax b g x ag xdh
dx ax b

 



(23)

Because 0ax b  ,if   0h x  is satisfied at this time, then

      0ax b g x ag x  

             
 

2

42

2ax b g x a ax b ax b f x af xd h d dh
dx dx dx ax b

        
  

(24)

 
   
 

2

0 42 h x

ax b g xd h
dx ax b 





(25)

It can be seen from the above that at any point where the slope is zero, when

  0g x  then the second derivative of  h x is nonnegative.当   0g x  时，

  0h x  ， When   0g x  , then   0h x  , which means that when  g x is

convex,  h x is quasiconvex. When  g x is concave,  h x is

quasi-concave.

APPENDIX B

According to the KKT condition, the analytical solution of optimal power allocation can be

obtained. According to the KKT condition, the partial derivative of ,m np is zero.

   
 

,

, , ,

1 1
0

1 In2
T tr m n

m n m n m n

BP AL
p N p A

  


 
  

 
(26)

   
,

,

1 1 1
In2
T tr

m n
m n

BP
p

N A
  


 

  (27)

Since the power cannot be negative, write the above formula as follows：

   
,

,

1 1 1
In2
T tr

m n
m n

BP
p

N A
  




  

  
  

(28)
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Where    max ,0a a  and  is constant.
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ABSTRACT 
 

Due to the advancements of deep learning (DL), particularly in the areas of visual object 

detection and convolutional neural networks (CNN), insect detecetion in images has received a 

lot of attention from the research community in the last few years. This paper presents a 

systematic review of the literature on the topic of insect detection as a case of object detection in 

images. It covers 50 research papers on the subject and responds to three research questions: i) 

type of dataset used; ii) detection technique used; iii) insect location. The paper also provides a 

summary of existing methods used for insect detection. 
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1. INTRODUCTION 
 

Agriculture is the first human activity that enabled mankind to progress and develop. Agriculture 

and the food industry are the most important activities in the world today, owing to the world’s 

growing population and its increasing need for food [1], [2]. Insects have long been regarded as a 

serious crop threat. Insects have the primary effect of reducing the amount of food available to 

people by lowering agricultural productivity. This might decrease the quantity and the quality of 

food [3]. For agricultural pest forecasting, insect detection is critical. Agricultural professionals 

detect insect infestations based on daily observations. This manual process costs farmers a lot of 

time and money. To reduce the use of risky and expensive chemical products, early detection and 

monitoring of insects are necessary for taking the proper action and determining whether the 

insects are dangerous or not. As a result of the advancement of deep learning (DL), particularly in 

image processing, several methods for insect detection have been proposed. In the field of“ insect 

detection”, there is only one review of the semantic literature. Amarathunga et al. [4] wrote this 

SLR in 2021, where 2021 publications are not considered. The authors [4] mention that the 

publication window is only between 2010 and 2020. The article clarifies classification methods 

but does not discuss insect detection methods. Therefore, in addition to using the most recent 

detection and classification techniques, our paper also gives more attention to the gathering and 

preparation of the used dataset. 

 

2. SYSTEMATIC LITERATURE REVIEW 
 

We perform a systematic literature review following five steps: 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122003
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– Define research questions, 

– Identify papers that are related to this topic, 

– Add papers to the list containing titles and abstracts, 

– Remove non-relevant papers, 

– Identify the capabilities of each studied paper to answer the research questions. 

 

2.1. Research Questions 
 

The research questions that need to be answered by our study are as follows: 

 

– RQ1: What type of datasets of insects are used? 

This question focuses on the type of datasets used for insect detection (i.e., collected for the 

purpose of this paper or publicly available) 

– RQ2: Which object detection method is used for insect detection? 

A response to this question presents the commonly used technique for insect detection and 

the modification added to it. We notice that in some cases, the studied article presents a 

combination of detection and classification of insects. 

– RQ3: What is the location of the studied insect? 

RQ3’s response typically includes a description of the study’s location. It may not be 

mentioned in every instance. In this case, we consider the first author’s research institute or 

university’s location to be an insect’s location. 

 

2.2. Methodology 
 

Our search methodology follows two phases. First, a group of keywords is defined based on the 

research questions. Second, the selected keywords are aggregated using AND and OR operators 

to formulate the results below: 

 

(“deep learning” AND “insect detection“ AND “object detection“ AND “insect detection” AND 

(“insect detection” OR “insect pest detection”)). 

 

2.3. Selection Criteria 
 

This section presents the used selection criteria. 

 

– Inclusion Criteria (IC): 

• publications that match one of the search items, 

• research studies from journals, 

• conferences studies that were published from January 2012 to March 2022. 

– Exclusion Criteria (EC): 

• publications that were published before (or on) 31.12.2011, 

• publications that are not related to the research questions (i.e., insect detection), but 

appeared in the search, 

• language (only English is taken). 

 

2.4. Data Collection 
 

Figure 1 shows our search methodology. It follows three main steps. The first one (i.e., 

illustrated by the left side) describes the research findings for each of the search engines that 

were used. As a result, 407 articles were selected for our study. The 5 triangles illustrate the 
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second step. They describe the elimination criteria and the number of articles that have been 

removed. The final step (i.e., illustrated by the right side) displays the 50 articles that met the 

exclusion criteria in total, along with how they were distributed among the search engines. 

 

 
 

Figure 1. Data collection 

 

3. RESULTS AND DISCUSSION 
 

Our paper answers three different questions with respect to insect detection. Before we start 

discussing the questions, it is important to understand some basic concepts such as insect and 

insect pest. 

 

3.1.  Basic Concepts   
 

Hill [5] defines pests as follows: any animal (or plant) that causes harm or damage to humans. 

Even if they are just causing annoyances, such animals or crops qualify as pests. Even if it does 

not belong to a pest species, an animal or plant taken out of the context is considered a pest 

(individually) in agricultural terms. The same author [6] later defines a pest as follows: in the 

broadest sense, a pest is an insect (or organism) that causes harm to humans, livestock, crops, or 

personal property. The key word is harm, which is usually translated as damage, which can be 

measured (often quantitatively) in many cases. Furthermore, damage is frequently equated to 

monetary losses. Nuisance and disturbance are examples of harm at the most basic level of 

interpretation. Thus, a buzzing mosquito at night can keep you awake, and face flies in tropical 

Africa can be very distracting and reduce your productivity. Insects are referred to as pests in our 

study. 

 

3.2. RQ1: Type of Data Sets of Insects 
 

Since the data set is very important for deep learning models, it is common to discuss the used 

data before the used model. 
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3.2.1. Web Sources 

 

Articles follow this approach [7]– [10], and each of the previous articles uses different methods. 

However, the fact that they all focus on well-known insects is what unites them (e.g., spiders, 

mosquitoes, etc). The most well-known collection methods involve the use of search engines like 

Google [11] and Bing [12] or the use of websites like Flickr [13] as the standard gathering 

techniques. While Butera et al. [7] employ all three techniques, other authors [8], [9] use Google 

and Flickr, and some authors [10] do not mention the techniques employed. 

 

Using web sources is relatively fast, but not suitable for all insects. Some insects may not be 

found (not the same name in all countries) or lack photos of the target insect. Combining web 

sources and on-site images could be the answer to this issue. 

 

3.2.2. Combination of Web Sources and On-Site Images 

 

Combining web sources and on-site images could be more effective. When the number of 

photographs is insufficient, this approach requires more time and resources than using web 

sources only [14]– [16]. According to Takimoto et al. [14], field collection took two years (2017 

and 2018). While Hossain et al. [15] and Abeywardhana et al. [16] do not specify how much 

time has passed, Takimoto et al. [14] mentioned the use of a RICOH WG-4 digital camera 

alongside the Google search engine. 

 

However, Hossain et al. [15] utilized a mobile phone to shoot images in the field along with the 

Google search engine. The web source is not mentioned by Abeywardhana et al. [16], although a 

digital camera and a mobile phone were used. 

 

3.2.3. On-Site Images (Field or Laboratory) 

 

Some researchers collect data in the field, even though it is the hardest method compared to the 

other approaches. Different techniques were used to collect data, such as different types of traps, 

including yellow traps [17], [18], pheromone traps [19]– [21], yellow boards [22], and smart 

traps [23], [24] with an integrated camera. Other researchers use cameras and mobile phones to 

take photos of insects directly in the laboratory or field. In Lyu et al. [25], the pictures of the 

desired insects were taken in the laboratory. While Yang et al. [26] used Zhongwei Kechuang 

industrial cameras installed in field, other authors [27]– [29] used digital mobile cameras. 

Currently, Du et al. [30] use high-resolution UAV, and Bjerge et al. [31] use previously 

constructed portable computer versions, while Ard et al. [32] use a Scoutbox along with a 

camera, and Rustia et al. [33] use a wireless image monitoring system. It took them two years 

and two months to collect all their data. Finally, Chen et al. [34] use a small smart car. 

 

Collecting on-site images is still the most used approach for two reasons. First, a few open 

datasets are suitable for multi-class pest detection, and there is a lack of datasets that is suitable 

for a particular study goal. Menikdiwela et al. [9] explain why it is not a good idea to use an 

existing dataset. Because the spider’s scale is quite large in comparison to the background in 

those images, they do not use any of the spider images from the ImageNet dataset. Second, the 

trained model will be more robust if the dataset is as close as possible to a real scene in the 

natural environment. 

 

3.2.4. Existing Image Datasets 

 

The simplest method is to just take existing data, which in several cases is pre-processed. There 

are different types of existing data sets:  
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• Data collected by the farmer but not processed, e.g., Nam et al. [35], 

• The use of well-known datasets, e.g., IP 102 proposed by Wu et al. [36], which was used 

by several authors [37]– [39], and the 10c and 5c datasets, which were used by Liu et al. 

[40], 

• Datasets gathered by research institutions, such as the Moth Classification and Counting 

(MCC) dataset and European Moths dataset (EU-Moths), which were used by Korsch et 

al. [41], a dataset collected by the Laboratory of Medical Zoology, which was used by 

Luo et al. [42], and a dataset collected by the Hefei Institute of Physical Science (under 

the name of pest24), which was used by Liu et al. [43], 

• datasets gathered by other researchers, e.g., Mamdouh et al. [44] used the Dacus Image 

Recognition Toolkit (DIRT) data set collected by Kalamatianos et al. [45], Tanjim et al. 

[46] used datasets gathered by Rajan et al. [47], and Deserno et al. [48] used the yellow 

stick trap data set gathered by Ard et al. [49], 

• the Kaggle contest data set, used by SutHo et al. [50]. 

 

Since all images have already been processed, this is the most straightforward approach. 

Nevertheless, it is still insufficient for all use cases and cannot contain all insect species. 

 

3.2.5. Combination of Existing Image Data Sets and Other Methods 

 

Some articles combine more than one approach, such as Cabrera et al. [51] who use an existing 

data set called Yellow Sticky Trap data set along with a web data set. Also, Mazare et al. [52] 

use existing data photo libraries taken by the beneficiary institute and collected from traps. Xia et 

al. [53] utilize data already collected by Xie et al. [54] and data downloaded from the Internet. 

Huang et al. [55] use a combination of three methods collected from an e-trap and data from the 

Internet from iNaturalist [56], and an existing data set IP102 [36] and ImageNet (proposed by 

Deng et al. [57]). 

 

There are two articles [58], [59] that present recent datasets that professionals have gathered and 

annotated. Wang et al. [58] present AgriPest, with a total of 49.000 images and a total of 264.000 

objects. This dataset was collected in the field and labelled by 20 agricultural experts. Li et al. 

[59] mention that their dataset was collected in a warehouse under the name of RGBInsect, and 

they used smartphones with traps. The labelling was done by experts. RGBInsect has a total of 

7.514 images and more than 159.000 insect instances. 

 
Table 1. The percentage of each used type of dataset in all articles 

 

Dataset type (%) Data set sub-classes (%) 

Collected 

datasets 
56 

Web source 8 

Combination of web sources and on-site images 8 

On-site (field or laboratory) 40 

Existing 

datasets 
44 

Existing datasets 30 

Combination of existing data sets and other methods 14 

 

Before discussing the next research question, some points need to be clarified such as data 

labelling techniques and data augmentation. 

 

After collecting a data set, all images must be labelled. This task should be conducted by experts 

or some automated tools. Our paper describes the used labelling tools and the human-based 

labelling methods. 
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In the studied articles, only 11 of them mentioned the tool used to label the images. Nam et al. 

[35] mentioned that they used BBOX [60] while other authors [10], [14], [17], [25], [28], [33], 

[44] used LabelImg [61] and further authors [27], [30], [50] used LabelMe [62]. Some articles 

[35], [42], [44] mention that the labelling is done by experts, and Rustia et al. [33] state that 

labelling was done by experts and entomologists, while Ding et al. [19] mention technicians. 

 

Data augmentation techniques (DA) are used in 54% of the studied papers. Insufficient data for 

model training and testing is the cause of DA, which can result in over-fitting (which happens 

when a statistical model matches its training data close to perfection. Unfortunately, when this 

occurs, the algorithm’s goal is defeated because it cannot accurately perform against unobserved 

data.) or under-fitting (i.e., a data model has a high error rate on both the training set and 

unobserved data because it cannot accurately represent the relationship between the input and 

output variables. It happens when a model is overly simplistic, i.e., when there is insufficient 

regularization, training time, or input features). Rotation and zooming are the most used 

techniques for DA in general. Only Liu et al. [40] did not specify which method they employed. 

Rotation is used by Ding et al. [19], whereas reflection is used by Khalifa et al. [37]. Some 

articles use more than the first two, such as adding noise [8], scaling [10], and flipping and 

colour adjustments [18, 34]. 

 

3.3. RQ2: Object Detection Method Used for Insect Detection 
 

The discussion of the detection methods presented in the chosen articles will now proceed, but 

first, let's define the widely employed method. 

 

3.3.1. Convolutional Neural Networks CNNs 

 

Before discussing the employed methods, it is necessary to first review some fundamentals of 

deep learning.  

 

O’Shea et al. [63] state that Convolutional Neural Networks (CNNs) are a type of deep artificial 

neural network commonly used in image analysis. A CNN can learn spatially related features by 

treating an image as a volume. The volume of images in a CNN is transformed using a variety of 

specialized layers. Most of the computation for classifying an image is done by a convolutional 

layer. A convolutional layer contains a series of kernels that move or convolve over an image 

volume. The ability of CNNs to recognize textures, shapes, colours, and other image features as 

their training progresses is one of their most significant advantages. 

 

3.3.2.  Object Detection Techniques 

 

This section presents commonly used object detection techniques. In 2015, Girshick et al. [64] 

presented the Faster Region-based Convolutional Network method (Faster R-CNN) that takes as 

input an entire image and a set of object proposals. To create a feature map, the network first 

processes the entire image with several convolutional networks. Then, it extracts a fixed-length 

feature vector from the feature map. This model improves training and testing speed with 

increasing detection accuracy. 

 

Liu et al [65] presented the Single Shot multi-box Detector (SSD) algorithm as a one-stage 

representative detection algorithm, which has an obvious speed advantage compared to the two-

stage algorithm. Because of its good accuracy, SSD has become one of the main algorithms 

studied at present. 
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For a unified detector, Redmon et al. [66] proposed YOLO, which casts object detection as a 

regression problem from image pixels to spatially separated bounding boxes with associated 

class probabilities. Unlike the other approaches, YOLO does not include a stage for generating 

region proposals. As a result, YOLO uses a small set of candidate regions to detect objects 

directly. YOLO generates C class probabilities, B bounding box locations, and confidence scores 

by dividing an image into an S*S grid. In the articles under consideration, the following versions 

were used: YOLO V3 proposed by Redmon et al. [67], YOLO V4 proposed by Bochkovskiy et 

al. [68], and YOLO V5 [69]. 

 

3.3.3.  Classification Techniques 

 

Finally, we define some of the commonly used classification methods that have been mentioned 

in several articles. 

  

Support Vector Machines (SVM) [70] are used for classification in supervised machine learning. 

A SVM can deal with issues like high dimensionality, small sample sizes, and more. It is often 

used for forecasting [71] and for resolving nonlinear data modelling issues [72]. 

 

In 2012, Krizhevsky [73] designed a new CNN model called AlexNet. It achieved a top-5 error 

of 15.3 in the Large-Scale Visual Recognition Competition (ILSVRC). AlexNet is composed of 

8 layers. The first 5 layers are convolutional layers. Some of them are followed by max-pooling 

layers. The last 3 layers are fully connected layers. 

 

In 2014, Simonyan et al. [74] proposed VGG. By stacking a few tiny convolution kernels and 

max-pooling layers, it increased the representation depth of the network. The structure’s 

simplicity offered the benefit that the network performance could be enhanced by adding more 

depth. However, VGG makes use of more parameters, which consumes more memory. In the 

articles under consideration, the following versions were used: VGG16 and VGG19. 

 

In 2015, the new state-of-the-art for classification and detection in ILSVRC14 was achieved by 

Szegedy et al.’s CNN model [75], called GoogleNet. It is a transfer learning CNN with 22 layers, 

also known as Inception v1. The inception layer is the core concept of GoogleNet. Concatenating 

a 1 x 1 convolutional (Conv) layer, a 3 x 3 convolutional layer, and a 5 x 5 convolutional layer 

into a single output vector is what makes up the inception layer. In the articles under 

consideration, the following versions were used: Inception and InceptionV2. 

 

In 2016, He et al. [76] proposed ResNet. ResNet is one of the most used networks for 

classification and object detection tasks. The underlying idea are the residual blocks, which aim 

to simplify the training of neural networks characterized by many layers. Based on ResNet, Xie 

et al. [77] proposed ResNeXt, which uses the idea of increasing the cardinality. Compared with 

ResNet, it has the same parameters but higher accuracy. In the articles under consideration, the 

following versions were used: ResNet, ResNet18, and ResNet50. 

 

In 2016, Iandola et al. [78] designed a new CNN model called SqueezeNet. The authors intention 

with SqueezeNet was to develop a smaller CNN with fewer parameters that could more readily 

fit into computer memory. The authors use SqueezeNet to reduce model size by 50* (5 MB) 

compared to AlexNet (240 MB) of parameters while maintaining or improving Alex-Net’s top-1 

accuracy. 

 

In 2018, Sandler et al. [79] presented MobileNet as a deep convolutional architecture for mobile 

phones. It has a much smaller architecture and less calculation complexity than popular object 
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detector models like the R-CNN. In the articles under consideration, the following versions were 

used: MobileNet and MobileNetv2. 

 

3.3.4. Existing Detection Techniques 

 

YOLOv5 is used by several authors [44], [51], [80]. YOLOv4 is used by both Genaev et al. [27] 

and Chen et al. [34], where the former uses the regular version and the latter [30] uses the tiny 

version. Finally, several authors [10], [29], [31], [81], [82] use YOLOv3, also known by the use 

of Dark-Net backbone. We also notice that YOLO has been used in combination with other 

classification techniques, such as Takimoto et al. [14] used YOLOv4 and Efficient-Net, and 

Kuzuhara et al. [8] used YOLOv3 and Xception (proposed by Chollet et al. [83]), and Liu et al. 

[43] used YOLOv3 with Global Context (GC) Network (proposed by Cao et al. [84]). Finally, 

Rustia et al. [33] used a small version of YOLOv3 that is appropriate for small devices, as well 

as two different classifiers; the names of the two classifiers are not mentioned. 

 

Faster R-CNN is the second most popular technique [39],[59]. Faster R-CNN is frequently 

combined with other classification techniques. It is used by Ramalingam et al. [85] with ResNet, 

[32], [86] with Inception ResNet [87], while Rong et al. [22] used Mask R-CNN (which is 

improved version of Faster R-CNN, proposed by He et al. [88]) with the ResNet backbone. 

 

The last detection technique used is SSD. In some cases, it is used alone [25], [41], [89] while 

Nam et al. [35] use SSD with VGG16. Finally, Patel et al. [28] used a combination of three 

techniques: Faster R-CNN and SSD with two different feature extractors: Inception and 

MobileNet. 

 

3.3.5.  Existing Classification Techniques 

 

In the case only for classification techniques, SutHo et al. [50] use MobileNetv2, Luo et al. [42] 

use Inception-Net v3, Abeywardhana et al. [16] use SqueezeNet, Porrello et al. [90] use ResNet, 

Roosjen et al. [24] use ResNet18, and Menikdiwela et al. [9] utilize VGG16 fin-tuned on spiders. 

In the case of multiple techniques combined, Xia et al. [53] use VGG19 with a Region Proposal 

Network (RPN), Rajan et al. [47] use SVM along with a prepossessing algorithm, Chen et al. 

[86] use an improved Retina-Net (proposed by Lin et al. [91]) and convolutional block attention 

module (CBAM). Wang et al. [38] use ResNet50 with Features Pyramid Network (FPN). 

 

Several articles use transfer learning, such as Khalifa et al. [37] who use 3 classification 

techniques: AlexNet, GoogleNet, and SqueezeNet. Lie et al. [40] and Hong et al. [16] present 7 

techniques that have been transferred, while Butera et al. [7] use 12 techniques. Wang et al. [58] 

use 6 techniques to validate the proposed data set. 

 

3.3.6.  Proposals of New Techniques 

 

Six of the articles presented novel techniques. Ding et al. [19] demonstrated ConvNet, which is 

based on a standard CNN. Yang et al. [26] introduced the Multi-layer Convolutional Structure 

(MCSNet), a detection and classification model comprising three parts: a VGG16-based insect 

features subnet, a region proposal network (RPN), and a classification network. Region CNN (R-

CNN) is used to build the model’s overall architecture. MAMPNet, a Multi-Attention and Multi-

Part convolutional neural network based on ResNet50, is presented by Huang et al. [55]. Du et 

al. [30] present Pest R-CNN, which is based on the classical object detection model, Faster R-

CNN. Du et al. [30] also mention that their model is divided into three parts: the same as the 

previous model, but with improved feature extractors. 
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Liu et al. [21] propose Pest-Net, a region-based end-to-end approach that is also made up of three 

parts: the Channel Spatial Attention (CSA), a Region Proposal Network (RPN), and a Position-

Sensitive Score Map (PSSM) used to replace the Fully Connected layer. The backbone used is 

based on CNN, but it does not mention which one exactly. The CSA consists of two parts: the 

3D feature map and 1D feature vectors.  

 

The use of existing techniques does not mean that no modifications have been made. 

Menikdiwela et al. [9] change the last layer from a 1000 output layer to two output layers (spider 

and non-spider). Lyu et al. [25] add a top-down module to the SSD used. SutHo et al. [50] add 

two fully connected layers to the existing model. Geneav et al. [27] change the backbone of the 

used YOLO. Yuan et al. [80] changes the case-based learning (CBL) of YOLOv5. Chen et 

al.[86] add an improved full convolutional network (FCN) with CBAM for detection and 

classification.  

 

There are two articles that used existing techniques to propose an entire system for detection and 

classification based on traps along with monitoring systems (cameras). The articles are Junior et 

al. [17] and Bjerge et al. [23]. Junior et al. [17] propose InsectCv based on Mask R-CNN, while 

[23] propose an automated light trap to monitor moths and mentions the use of a CNN model. 

 

Only two of the studied articles do not mention the name of the used models. Hossain et al. [15] 

mention CNN in general, and Mazare et al. [52] mention artificial neural networks. 

 

Numerous types of insects, including spiders [9], wheat pests [25], and others, were found in the 

studied articles. There was an insect species called the moth that was present in numerous 

studies, and it has been a serious problem for farmers around the world. This insect has been 

detected in several publications [19], [23], [28], [30], [41], [50], [52]. whereas Patel et al. [28] 

detect three insects where two of them are moths, and Korsch et al. [41] detect this type of insect 

in 200 species. 

 

Some articles add the count of the insect to their model [17], [19], [22], [44], [50], [55] to 

determine the effectiveness of their installed trap. 

 

In the studied papers, the number of detected insects is variable: 

 

– Some articles only detect one insect or one class: [9], [19], [23], [30], [41], [42], [44], 

[50], [52], [82], [90], 

– Others detect two classes: [8], [14], [26], [46], 

– Other papers detect 3 classes: [7], [20], [27], [28], [32], [48], [51], 

– Other articles detect 4 classes: [17], and [89], 

– Some of the studied papers detect 5 classes: [35], [10], and [39], 

– There are some papers that detect 6 classes: [15], [16], [18], [25], [34], 

– Other papers detect from 7 to 9 classes: [24] (7 classes), [31], [37], and [85] (8 classes), 

and [22] (9 classes), 

– Some papers detect from 10 to 19 classes: [38] (10 classes), [86] (11 classes), [81] (12 

classes), [55], and [40] (15 classes), [21] (16 classes), and [80] (17 classes),  

– Only 3 articles detect more than 20 classes: [43], [53] (24 classes), and [29] (23 classes). 

 

Since there are fewer studies as the number of insects increases, 66% of all articles focus on 

insects with a population of one to six. 
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To summarize, this section presented the used detection techniques, which were divided into 

sub-classes: existing detection techniques; existing classification techniques; and proposals of 

novel techniques. 

 

3.4. RQ3: The Location of the Studied Insects 
 

In this section, we will present the locations of the studied articles in Africa, Europe, Asia, 

America, and Australia. 

 

– Asia: China (16), Vietnam, Japan, Thailand, Sri-Lanka, India, Taiwan, Singapore, 

Korea, Bangladesh, 

– America: Brazil, Canada, USA, Peru, 

– Europe: Denmark, Hungary, Romania, The Netherlands, Germany, Russia, 

– Africa: Egypt (2), 

– Australia: Australia (2). 

 
Table 2. The distribution of the chosen articles in continents 

 

Continent Number of Articles (%) 

Asia 27  054 

Africa  02  004 

Europe 14  028 

America  05  010 

Australia  02  004 

Total 50 100 

 
As shown in Table 2, Asia has the majority of studies done in the field of insect detection, for 

54% of all articles (27 of 50). We notice that China has 16 out of the total of 27 articles in Asia. 

In Africa, only Egypt has two studies, of which Mamdouh et al. [44] detect olive insects and 

Khalifa et al. [37] detect 8 types of insects. 

 

Two of the studied papers conduct their research in other countries: [32], [35]. Nam et al. [35] 

mention that the research centre is in Japan, but the studies are in Vietnam. They mention that 

their studies are based on customer requirements. The customer is facing a problem with a 

specific type of insect and asks for help. Ard et al. [32] mention the capture and annotation being 

done by experts from greenhouse research centres based in Belgium and Spain, since they are 

part of Europe. 

 

The publication date of the selected articles should also be mentioned. The selection criteria only 

produced 3 articles prior to 2018 [19] in 2016; and [9], [46] in 2017; and the remaining articles 

were published within the previous 4 years, as shown in figure 2. A total of 22 articles, or 44% of 

all articles, were published in 2021. Additionally, only nine articles were published in the first 

three months of 2022. If there is any significance to this, it might mean that there is a lot of 

interest in this area. 
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Figure 2. The distribution of the chosen articles 

 

4. CONCLUSION 
 

In our article, we provided a general overview of the field of insect detection by responding to 

three questions about it. The dataset that was used shows that on-site images that were taken in 

the field or a lab are more frequently used. We present the three types of detection techniques 

that are currently being used: existing detection or classification techniques; combinations of 

both; and new techniques. In addition, we discuss the use of transfer learning, which can shorten 

training periods. In response to the final query, which asks about the location of the detected 

insect, we note that China, which accounts for 56% of the articles chosen, is by far the leader in 

this area, while Africa still does not have a lot of concern in this field. 
 
We now briefly outline our upcoming work. Initially, we will start with a small dataset that only 

shows one type of insect that is found in Tunisia before moving on to a larger data set that 

includes several types of them. Attacks on olive trees are commonplace for this insect. The next 

step is to develop a deep learning model capable of accurately identifying and counting this 

insect. 
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ABSTRACT 
 

The multi-modal image registration is a complex task in the medical domain. This task requires 

usually several manual interventions by the user/expert of the domain to adjust the image 

registration parameters properly to the characteristics of the processed image data. For this 

aim, the user needs to extract the relevant information from the image data and their meta-

information. In this paper, we propose a novel architecture for a smart fully automatic multi-

modal registration process. This architecture is based on a MAPE-K loop inspired by the 

architecture of autonomous systems. 

 

KEYWORDS 
 

Image registration, multi-modal image data, MAPE-K loop, medical domain. 

 

1. INTRODUCTION 
 

This work is performed within Marie Sklodowska-Curie ETN MgSafe1. The main objective of 

this project is to develop and enhance imaging technologies for recently established Mg implants 

by quantifying their physical impact and suitability for this class of materials in future human 

applications. 

 

Highly sophisticated imaging modalities such as micro Computed Tomography (μCT), Computed 

Tomography (CT), Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), 

Ultra Sound and Photo Acoustic (USPA) and histological sections, are developed in order to 

deliver data on different time and length scales of the body reaction and material behaviour 

during Mg degradation. 

 

The obtained multi-modal imaging data was partially combined with molecular 

biological/biochemical analysis. All relevant biological and chemical in vivo and ex vivo data 

need to be merged. The combination of these results will allow for an upscaling of the processes 

to-wards humans and deliver valuable data in terms of patient safety. 

 

The project is expected to generate a vast amount of 2D and 3D data from different modalities. 

The aim is to combine these data and to describe their relative relation in space and time with a 

multi-modal image registration process. The collected data to be combined, are characterized by 

their heterogeneity i.e., with different modalities, color systems, dimensions and resolutions and 

are provided by different machines in several institutes. 

                                                 
1 https://www.mgsafe.eu/ 

http://airccse.org/cscp.html
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Due to this heterogeneity, the multi-modal registration process usually needs many user’s 

interventions to: 

 

- Retrieve the path of the meta-files to extract relevant information. 

- Collect the relevant information required to adjust the image registration parameters. 

- Provide and adjust the parameters of the registration 

- Pre-process the image data manually to minimize their heterogeneity e.g., applying a noise filter 

on an CT scan containing artifacts. 

 

These manual interventions require an extra time and effort from the user and make the process 

of registration not easy to perform. In this work, we aim to develop a smart-automatic and user-

friendly architecture for the management of heterogeneous image data. This architecture aims to 

reduce the user’s intervention during the image registration process. 

 

This paper will be organized as follows: In section 2, we present the background of our work. In 

section 3 is devoted we present related work dealing with automatic techniques for registration of 

multi-model medical images. Section 4 is devoted to detail our proposed architecture for image 

registration inspired by autonomous systems based on MAPE-K loop and its different steps. In 

section 5, at a first place, we illustrate our case study. At a second place, we apply the MAPE-K 

loop on this case study. In section 6, we focus on the implementation phase of the monitoring 

phase of the MAPE-K loop. 

 

2. BACKGROUND 
 

In this section, we describe the image data structure. Then, we explain the basic concepts of the 

image registration process in the medical domain. 

 

2.1. Imaging Data Description 
 

 
 

Figure 1.  Data structure heterogeneity 

 

A specimen can be scanned in several institutes by different scanners, and an institute scans 

multiple specimens. Which results in a set of scans of the same specimen connected to each other 

according to a timeline. A scan has a specific modality (CT, MRI, US, etc.) and may have one or 

more meta-files describing it. Since the imaging data are stored in different external databases 
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belonging to several institutes, the meta-data and data structure are different from one provider 

institute to another. Figure 1 illustrates the data structure heterogeneity through an example of 

three external image databases DB1, DB2 and DB3 provided by different institutes. First, the 

location of meta-files and image files are different in the three databases. Moreover, the relevant 

information of the CT scan in DB1 should be extracted from the meta-files with “.pcp” format 

and the relevant information of the histology section should be extracted from the header of the 

“.ndpi” file which contains both the meta-data and the image. While the relevant information of 

the CT scan in DB3 have to be extracted from the meta-file with .xlsx format. In addition, meta-

files in DB1 and DB2 provide the relevant information following different text patterns. 

 

2.2. Image Registration Process 
 

In a generic way, a registration process is composed mainly of three steps. The first step is the 

segmentation of the colored images to binary images. It’s an optional step that is highly required 

for the histological sections modality which refers to a slice of tissue which is viewed under a 

microscope to give cells information. 

 

 
 

Figure 2.  Image registration process 

 

A histological section can be stained with different staining methods to highlight relevant features 

of the tissue e.g., “Hematoxylin and Eosin” where nuclei are stained blue, the cytoplasm are 

stained pink. The second step is the registration of one of the pair images inputs. And the final 

step is the transformation of the registered image. Figure 2 depicts the steps of an image 

registration process. In Figure 2, the system takes as input a 2D stained histological section and 

2D section of a CT volume. First the system segments the colored histological image to a binary 

image. Then, it computes the transformation matrix of the binary image to match to the CT 

image, during the registration step. Finally, the system transforms the colored histological image 

according to the generated transformation matrix and gives as output a registered image. 
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3. RELATED WORK 
 

In literature, there are several work dealing with 2D to 3D image registration -with the aim of 

combining histological sections to CT volumes-, and 3D to 3D image registration to combine CT 

to CT volumes over time, MRI to CT volumes and PET to CT volumes. 

 

The work of Huanjie et al. [8] proposes an algorithm to perform the image registration of 3D 

bone images coming from different modalities (MR, SPECT and CT) to combine anatomical and 

functional information. This algorithm aims to improve the image registration accuracy based on 

feature-based image registration method.  

 

Also, the research of Sabokrohiyeh et al. [6] is interested in image registration of 4D flow MRI 

(poor quality) to 3D cine MRI; multi 2D slices (high quality) following a sketch-based image 

registration method to improve registration accuracy.  

 

With the same objective of achieving a high accuracy, the work of Liu at al. [4] suggests a 

weighed image registration method based on curvature feature.  

 

In addition, the research of Albers et al. [2] is a recent work dealing with registration of 2D 

histological data to 3D CT volume based on an elastic image registration. This type of 

registration requires to be performed following 2 steps: First, retrieve the orientation of the 2D 

histology section to extract the appropriate section within the CT volume (manually). Then 

perform an automatic 2D to 2D registration. Even though the previously mentioned work are 

interested in performing 2D/3D to 3D image registration semi-automatically or automatically, 

they still limited to perform the registration image by image. 

 

On the other hand, medical analysis relies on a big amount of imaging data. In this context, 

Xamflow2 is a workflow-based framework proposed by Lucid. It enables to execute a workflow 

e.g., registration, on a vast imaging data set. This framework allows to execute static workflows 

which fits to process imaging data which have the same characteristics, e.g., image registration of 

a set CT volumes scanned overtime with the same machine.  

 

Thus, the existing solutions are limited to process data that have the same characteristics. The 

current solutions are time consuming and require the user’s intervention along the steps of the 

registration process to adjust the registration parameters properly to the given data set 

characteristics. 

 

4. SMART ARCHITECTURE FOR IMAGE REGISTRATION INSPIRED FROM 

AUTONOMOUS SYSTEMS’ ARCHITECTURE 
 

The autonomic computing was proposed as a solution to tackle many complex tasks in several 

fields as industry 4.0, e-health, smart grid, and agriculture. It brings a system with self-

management capabilities to dynamically adapt itself to its context. 

 

Inspired by the autonomous systems’ applications we propose to apply a MAPE-K loop [7] [1] 

[5] on the multi-modal image registration process. A MAPE-K loop is a conceptual architecture 

for autonomic applications has been suggested by IBM [3]. The aim of this architecture is to 

adapt autonomously the behaviour of a system according to the changes of their environments. 

                                                 
2 https://xamflow.lucid.ch/ 
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The principal element of this architecture is the autonomic manager which interacts with 

managed entities within sensors and actuators. The autonomic manager is responsible for the 

phases of Monitoring, Analysis, Planning and Execution. 

 

During the execution of the monitoring phase, the autonomic manager collects information about 

the context via the sensors. In the Analysis phase, it analyzes whether an adaptation of the 

behaviour is needed. The Planning phase consists in the selection of the most suitable 

reconfiguration actions which is called a plan of decision. Finally, in the Execution phase the 

appropriate plan of decision is selected and executed. 

 

On the other hand, a registration process takes place as depicted in the workflow in Figure 3: The 

user selects two images as input e.g., a CT scan and a histology section and extracts manually the 

relevant information (e.g., dimensions of the image, pixel size, color system) from the meta-data 

of the image. Then, the user decides the different steps to be execute by the system and provides 

the collected relevant information in parameter: First, the system converts the data to a readable 

format. Second, it segments the histology-colored section and the CT images to binary images. 

Third, it computes the transformation matrix. And finally, it transforms the histology section and 

gives as output a registered image. 

 

  
 

Figure 3.  An example of registration workflow: histology to CT 

 

This workflow can be automatically re-used only on another set of data containing the same 

characteristics, in a static way. However, due the heterogeneous nature and huge number of 

combinations of image data (e.g., registration CT to CT, registration CT to PET, registration MRI 

to USPA, etc.), more adaptability is needed to process the data automatically.  
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To apply the MAPE-K loop on the registration process, we define: 

 

 The registration workflow as the behavior of our system. 

 The image data in input as a changing context of the system, i.e., the system is required 

to adapt its behavior running an appropriate image registration workflow, according to 

the characteristics and modalities of the images in input. 

 The metadata of the images as the sensors’ module providing information about the 

context changes. 

 

5. CASE STUDY: MAPE-K LOOP APPLIED ON THE MULTI-MODAL 

REGISTRATION 
 

In this section, we detail our case study. Figure 4 explains how the different phases of the MAPE-

K loop are applied on our case study. The system is connected to the data layer composed of 

three databases: “Ref Database”, “Knowledge base” and “Reg information database” 

 

5.1. Ref Database 
 

The “Ref database” is connected to the external database of the provider institute. It includes the 

references to the specimen folders located in the external database. It also includes information 

about the provider institute, modality, reference of the specimen (in order to link scans belonging 

to the same specimen). 

 

5.2. Knowledge Base 
 

The Knowledge base includes rules that describe the appropriate options that the system can run 

according to a specific context. 

 

5.3. Reg Information Database 
 

The “Reg information database” is connected to the Knowledge base. It feeds the Knowledge 

base with the behaviour history of the system which is the workflows executed previously. This 

database includes the executed workflows, the id of the rules, the selected plans of decision and 

the efficiency of the behaviour represented with an error function. 
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5.4. Monitoring, Analysis, Planning and Execution 
 

 
 

Figure 4.  MAPE-K applied on image registration process 

 

First, during the monitoring phase, the “extraction module” collects the relevant information 

belonging to the image data given as input. The relevant information is collected from the meta-

files of the images, the header of the image files or the image files (2). The extraction module 

access to the external data via “Ref database” (1). After operating, it feeds “Ref database” with 

collected information (3). Then, in the analysis phase the “Reco modality combination” analyzes 

the observations provided by the previous phase, either based on the set of predefined rules or 

based on the historical of the behaviour of the system stored in the knowledge base (4). 

According to the provided analysis, in the planning phase the module “Workflow decision” 

decides a plan of decision suggesting a set of appropriate registration workflows to execute. The 

module “Workflow decision” collects the needed parameters values adequate to each suggested 

registration workflow from the relevant information stored in “Ref database” (5). Also, provides 

the description of the suggested registration workflows to “Workflow decision” module (6). 

Finally, in the execution phase, the “Workflow selection” module selects and executes most 

suitable registration workflow based on the provided plan of decision and the previous system 

behaviours stored in “Reg information database” (7). Then, it feeds “Reg information database” 

with the new system behaviour. As the Monitoring phase is critical to deal with a huge amount of 

data characterized by their heterogeneity, in this Paper, we highlight the Monitoring phase. 

 

6. MONITORING PHASE: THE EXTRACTION MODULE 
 

In the following section, we detail the implementation of the extraction module representing the 

monitoring phase. The required relevant information is collected from the meta-files (e.g. the 

pixel size and the dimensions of a CT 3D volume), from the header of the image (e.g. the 

dimensions of an histology image “.dicom” format), or from the image file ( e.g. the staining 

method of an histology section). 
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6.1. Extraction from Meta-File 
 

The meta-files have different location structures in the different external databases. Further, the 

meta-files have different text patterns depending on the type of the imaging machine. A metadata 

extraction module is responsible on defining the placement the appropriate meta-file containing 

the required relevant information. 

 

This module, also, allows to recognize the text pattern of the meta-file. According to these two 

features it runs a text extraction code to extract the relevant information and store it. 

 

6.2. Extraction from Header 
 

Images with some format such as “.dicom” or “.ndpi” includes information in the header of the 

image file. Our extraction module supports “.ndpi” format. It connects to an external plugin 

which enables decompressing and “.ndpi” file and reading its header. 

 

6.3. Extraction form Image File: Staining Recognition 
 

The staining method of a histology section is an essential information required to register a 

histology section to any 3D grayscale volume. This information is required for the segmentation 

to a binary image to decide the adequate segmentation method to process. This information 

should be implicitly deducted from the image file.  

 

For this aim, based on a machine learning code for colors identification, we made improvements 

to develop a new code for staining recognition of a histology section. Our improved code 

supports the four staining methods shown in Figure 5: HE, Levai Laczko, Masson’s trichrome 

and Van Kossa.  

 

 
 

Figure 5.  Examples3 of different stained bone tissue section including an implant 

 

Our code takes as input a histology image and gives as output the name of the used staining 

method. In the initial code of colors identification4, first, the image is read. Then, the code 

identifies the n top existing colors based on the k-means algorithm to get colors cluster and 

prepares a class colors table including a set of color ranges. Then, Match the image to the 

appropriate class. Listing 1 shows the first and second steps of the code (respectively in line 7 

and line 8). 

 
 

                                                 
3 histological sections provided by: Institute of Metallic Biomaterials, Helmholtz-Zentrum hereon GmbH, 

Geesthacht-Germany; Institute of Clinical Dentistry, University of Oslo, Norway; the Virtual Microscopy 

Database (VDM) 
4 https://github.com/kb22/Color-Identification-using-Machine-Learning 
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    1 from sklearn.cluster import KMeans 
    2 import matplotlib.pyplot as plt 
    3 import numpy as np 
    4 import cv2 
    5 from skimage.color import rgb2lab, deltaE_cie76 
    6 
    7 def read_image (image_path): 
    8 def identify_colors (image, number_of_colors, show_chart): 
    9 
   10 IMAGE_DIRECTORY ="..\\..\\..\\ histology_images" 
   11 print (IMAGE_DIRECTORY) 
   12 COLORS = { 
   13 ’trichome_green_1’: [50, 121, 115], 
   14 ’trichome_green_2’: [50, 200, 190], 
   15 ’trichrome_red’: [200, 30, 50], 
   16 ’HE_pink’: [240, 190 ,235], 
   17 ’HE_purple’: [200, 30, 50], 
   18 } 
   19 for file in os.listdir (IMAGE_DIRECTORY): 
   20 if not file.startswith (’.’): 
   21 images.append(get_image(os.path.join(IMAGE_DIRECTORY, file))) 
   22 names.append(file) 

 

 

 
Listing 1.  Colors threshold initialization 

 

While, Listing 2 shows the third step our code after improvement. The histology images are 

stained with two or more colors. Thus, we need to match the image to a composed staining 

cluster instead if color cluster. For instance, we developed the method “match image by color or 

and” to match an image to trichrome masson goldner’s staining based on a predefined rule (from 

line 2 to line 16). In this example the rule is: if the identified top n colors of the image contain 

green1 or green2 and red then the image is matched to trichrome masson goldner’s cluster (line 

18). 

 
    1 
    2 def match_image_by_color_or_and (image, color1, color2, color3, 
    threshold1, threshold2, threshold3, number_of_colors ): 
    3 for i in range (number_of_colors ): 
    4 curr_color = rgb2lab (np.uint8 (np.asarray([[image_colors[i]]]))) 
    5 diff1 = deltaE_cie76 (selected_color1, curr_color) 
    6 diff2 = deltaE_cie76 (selected_color2, curr_color) 
    7 diff3 = deltaE_cie76 (selected_color3, curr_color) 
    8 if (diff1 < threshold1): 
    9 select_image1 = True 
   10 if (diff2 < threshold2): 
   11 select_image2 = True 
   12 if (diff3 < threshold3): 
   13 select_image3 = True 
   14 if ((select_image1 and select_image3) or (select_image2 and  
   select_image3)): 
   15 select_image = True 
   16 return select_image 
   17 plt.figure(figsize = (20 , 40)) 
   18 show_selected_images_or_and (names,images, COLORS[’trichome_green1’], 
   COLORS[’trichome_green2’], COLORS[’trichome_red’], 30 ,35 ,50 ,10) 
 

 

 
Listing 2.  Matching image to staining method 
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7. CONCLUSION 
 

In face of the increasing amount of imaging data in the medical domain and the need of 

combining these data for better medical analysis, several work aim to improve image registration 

process in term of the registration accuracy. Other work aim to perform this process as 

automatically as possible on a large set of imaging data. Nevertheless, the highly heterogeneous 

characteristics of these data limits the proposed solutions. 

 

Inspired by the autonomous systems, we proposed a MAPE-K loop applied on the image 

registration process to adapt automatically the functioning of the solution according to the 

changing characteristics of our data. In this paper, we detailed the monitoring phase of the 

MAPE-K loop as it has the most important impact on reducing the manual user intervention in 

the imaging registration process. 
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ABSTRACT 
 
With the increased use of human-machine interaction via voice enabled smart devices over the 

years, there are growing demands for better accuracy of the speech analytics systems. Several 

studies show that speech analytics system exhibits bias towards speaker demographics, such 

age, gender, race, accent etc. To avoid such a bias, speaker demographic information can be 

used to prepare training dataset for the speech analytics model. Also, speaker demographic 

information can be used for targeted advertisement, recommendation, and forensic science. In 

this research we will demonstrate some algorithms for age and gender prediction from speech 

data with our custom dataset that covers speakers from around the world with varying accents. 

In order to extract speaker age and gender from speech data, we’ve also included a method for 

determining the appropriate length of audio file to be ingested into the system, which will 

reduce computational time. This study also identifies the most effective padding and cropping 
mechanism for obtaining the best results from the input audio file. We investigated the impact of 

various parameters on the performance and end-to-end implementation of a real-time speaker 

age and gender information extraction system. Our best model has a RMSE value of 4.1 for age 

prediction and 99.5% for gender prediction on custom test dataset. 

 

KEYWORDS 
 

Age and Gender prediction, Data Bias, Speech Analytics, CNN, LSTM, Wav2Vec. 

 

1. INTRODUCTION 
 
Speech analytics is the most predominant subject that has been used in various industries as a tool 

to understand consumers, predict human behaviour and create content. The speech analytics has 

various use cases like contact centre operations (Litvinov et.al)[1] customer service improvement 

(Scheidt et.al) [2], new language learning and mental health screening (Yiling Li) [3]. In all of 
these use cases, speech to text, speech sentiment, text to speech technologies are considered 

primarily. Speech analytics is the practice of collecting and analysing voice data with the use of 

speech technologies to improve the user experience. Speech analytics comprises of various 
functions, but it is subjected to bias as all other machine learning algorithms. These biases might 

occur at any stage in the speech analysis process. In case of call centre applications, the speech to 

text models used, might be trained on some data irrespective of speaker demographics taken into 
consideration. When speech to text is performed on audio calls for a specific age group or gender 

for which training data is not readily available, this can lead to bias issues. In this study, we are 

attempting to understand speaker characteristics in terms of age and gender for a certain set of 

audio samples that represent the overall population. If the initial speech-to-text model was trained 
using data with skewed sampling for age group and gender, it will be difficult for the system to 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122005
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maintain accuracy across all age groups and gender. To avoid bias of a model, it is important to 
prepare a training dataset which has equal representation of all age groups and gender. To 

achieve this, there should be some frameworks for extraction of the age and gender information 

from a speech data. In this study we will explore some of the deep learning approaches to predict 

the speakers age, age group and gender. 
 

1.1. Unique Contribution of this Work are: 
 

•In this study, we have combined multiple datasets like TIMIT, VCTK, NISP, and GMU that 

provide more generalization in terms of age distribution and gender of the speaker. This helps in 

making the solution more robust and generalised during the usage in real world problems 
 

•As part of the research, the appropriate duration of the audio recording required to accurately 

assess the age and gender is determined. On the combined custom dataset, the 5s appears to 
provide better generalisation values based on performance and computational cost. 

 

•In this study, the impact of padding and cropping input audio files on accuracy metrics is also 
investigated. 

 

•Accurately predict age [discrete and continuous] and gender from the audio samples 

 
– Weighing mechanisms used to better understand classes with lower representation 

(Classification Problem) 

 
Our paper is organized as follows: Section 2 reviews the available literature on the selected topic 

and gives some theoretical background, section 3 contains the Research methodology as well as 

research questions section 4 contains the results based on our research, and section 5 concludes 
our research paper with future work. 

 

2. THEORETICAL BACKGROUND AND LITERATURE REVIEW 
 
This section briefly discusses some issues, and showcases literature related to devising the age 

and gender detection problem. 

 

2.1. Use of Machine Learning Models to Detect Age and Gender 
 

In Safavi et.al. [4] propose a hybrid model that makes predictions and classifies age, gender, and 
accent using different models. XGBoost, a decision tree based on ensemble technique, is used to 

classify gender, KNN for Age, and Random Forest for detecting the accent of a speaker. In Jasuja 

et.al. [5], implemented a gender specific user classification using a deep learning model based on 

the Multilayer Perceptron (MLP). The proposed model was trained with various parameters and 
produced an MLP model with 96% accuracy in the test dataset. These predictions were 

showcased on a very clean dataset which would not be in case of real-world situations like a call 

centre. 
 

2.2. Use of Deep Learning Models to Detect Age and Gender 
 
Buyukyilmaz [6] proposed a multi-layer perceptron deep learning model helped detect gender 

based on the auditory characteristics of sound and voice. The classification model was 96.74 

percent accurate. Maka and Dziurzanski [7] used a dataset containing 438 men and 192 women 
(indoor and outdoor listening scenes) and used 630 speakers in experiments on gender 
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identification issues in different language contexts. They found that nonlinear smoothing 
improved classification accuracy by 2% to become 99.4% in total. Tursunov [8] propose a novel 

CNN model with Multi-Attention Module (MAM) for age and gender classification using speech 

spectrograms from the input speech signals. Sánchez-Hevia [9] identifies the available types of 

DNN techniques to simultaneously detect age and gender in the context of Interactive Voice 
Response (IVR) systems. The results reveal that the larger the network, the better the results, but 

the improvement is insufficient to justify the additional processing cost. 

 

3. RESEARCH METHODOLOGY 
 

3.1. Dataset Description 
 
In order to make the Age and Gender prediction model robust we have collected various available 

datasets. The following is a brief description about each of them  

 
NISP Dataset [10]: The NISP dataset consists of audio samples from 345 speakers (60% male 

and 40% female) each contributing about 4-5 minutes of data. For our use case we are 

considering only English sentences spoken by the speakers. The dataset contains the exact age of 

the speaker, and the distribution ranges from teens to forties. 
 

TIMIT Dataset [11]: The dataset includes recordings of over 600 American speakers from eight 

different dialects with 70% male and 30% female. The dataset includes the speaker’s exact age, 
which ranges between the twenties and the seventies. 

 

VCTK Corpus [12]: The VCTK dataset is made up of audio recordings of 110 different speakers 
reading 400 different phrases from newspapers. It contains the exact age of the speaker, ranging 

from teens to thirties, with male speakers with 57% of the data and female speakers of 43%. The 

audio was recorded in a professional noise free setting with two distinct microphones at 24 bits 

and then down sampled to 48KHz stored as FLAC. Only the audio from microphone 2 is being 
considered. 

 

GMU Corpus [13]: The dataset contains speakers from various part of the world with different 
accent read the same English sentence. The latest version of the dataset contains around 2982 

samples of such recordings from which we have removed synthesized audio. 

 

Combined Dataset: In the individual datasets listed above, there is a significant imbalance in the 
data’s male-female distribution, and each data set contains speakers only from a single region. To 

mitigate this, we must first create a bias-free dataset that covers the entire spectrum of speakers. 

 
Table 1 lists the number of records from each of the dataset across different age groups. Since the 

datasets are in different formats, we built a pipeline to standardise the audio input that must be 

passed into our model. The choice of the parameters chosen to be standardized are discussed 
below. 

 
Table 1. Dataset details across age groups 
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GMU 2 320 1344 542 325 260 103 43 20 3 2962 
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NISP 0 688 11226 2222 556 0 0 0 0 0 14692 

TIMIT 0 0 3630 1860 570 200 30 10 0 0 6300 

VCTK 0 5456 37183 1234 0 0 0 0 0 0 43873 

TOTAL 2 6464 53383 5858 1451 460 133 53 20 3 67827 

 

3.2. Research Questions 
 

Majority of the work in this study focuses on creating a balanced dataset towards sensitive 

variables, such as age and gender and to optimize the computational aspect with better prediction 
accuracy. 

 

Following are the key questions answered in this research: 
 

•How can we create a dataset that represents the entire range of speakers without bias? 

•What is the effectiveness of the proposed data ingestion module over state of art age and gender 

detection models? 
•What is the required audio length for understanding characteristics of age and gender 

accurately? 

•How can we accurately predict age and gender using a single model? 
•What is the impact of padding and cropping on the training and validation metrics? 

 

3.3. Data Processing Framework 
 

3.3.1. Data Standardization 

 
We know from the last section that the data comes from different sources with different formats 

and sample rates different naming for the speaker’s profile information. A Pipeline was created to 

convert all the datasets to wav format with 16KHz sampling rate in order to provide a balance 
between the training time and the accuracy of the model. 

 

Table 2 show cases the list of datasets with their existing file type and other metadata. 

 
All the datasets are converted into the standard format mentioned below. 

 

•File Type: WAV 
•Sampling Rate: 16000 KHZ 

•Number of Channels: 1 

•Bits Per sample: 16 
•Encoding: PCM S 

 
Table 2. Dataset Metadata description 

 
Dataset Name File Type Sample Rate Channels Bits Per Sample Encoding 

TIMIT WAV 16000 1 16 PCM_S 

NISP WAV 48000 1 16 PCM_S 

GMU WAV 44100 1 16 PCM_S 

VCTK FLAC 48000 1 16 PCM_S 

 

3.3.2. Description of Dataset 

 

From Table 1 we understand that the number of records in the infants and nineties are extremely 
low. For our use case, we are concentrating on speakers whose age range is in teens to fifties. We 
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also down sampled the number of records in the teens and twenties age range to avoid bias in the 
model towards these majority classes. 

 

Table 3 showcases the final Combined Dataset prepared that includes the train and validation set 

from the various standard datasets. Both age group (Teens – Fifties) distribution and gender 
(Male & Female) distribution are shown in the same. While preparing the dataset, we made sure 

to include the best possible distribution that represents both men and women which is shown in 

Figure 1 
 

Table 3. Age and Gender Dataset 

 
Dataset Teens Twenties Thirties Forties Fifties Male Female 

GMU 274 169 469 262 224 685 713 

NISP 582 1314 1889 487 0 2545 1727 

TIMIT 0 301 1165 402 92 1494 466 

VCTK 4683 4094 1050 0 0 3845 5982 

Total 5539 5878 4573 1151 316 8569 8888 

 

 
 

Figure 1. Age & Gender Dataset Distribution 
 

3.3.3. Audio Duration processing 

 

Audio can be thought of as a single-dimensional array of numbers. In order to process the input 
sequences, our model requires them to be the same length. This can be accomplished through the 

use of pre-processing techniques. A cut off duration can be defined based on which either 

padding or cropping can be done to the input audio. When our audio is shorter than the cut-off, 
we must pad the sequence data to the left or right to make it in desired length. Similarly, if the 

length of the audio exceeds the cut off, we crop it to the desired length on the right, left, or at 

random. The current literature places little emphasis on the ideal length of audio required for 
accurate age and gender prediction, owing to the dataset’s limited distribution of audio length. In 

our study, we experimented with various audio lengths that would be required to optimise 

prediction accuracy as we have included data from multiple datasets. We also investigate the 
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impact of various padding and cropping strategies on the input audio. Further experiments were 
conducted following the selection of the ideal audio duration required. 

 

3.4. Experimental Design 
 

The following experiments were developed using the combined dataset created in order to find 

answers to the research’s key questions. 

 
1. Finding the ideal duration that would predict the age and gender of the speaker. Using the 

combined dataset we chose a model and applied by modifying the duration of the audio. 
2. Finding the effective padding and cropping strategy for the selected audio duration. Padding 

and Cropping can be done either on the left or right or at random position of the audio. 

3. Find the optimal the number of MFCC feature. 
4. CNN model with MFCC & Wav2vec as the input features 

5. LSTM model with MFCC & Wav2vec as the input features 

6. CNN+LSTM model with MFCC & Wav2vec as the input features 

7. Multi CNN+LSTM model with MFCC & Wav2vec as the input features. 
 

Every experiment builds on the one before it, answering important questions at each stage and 

using the optimal parameters afterward. For instance: The ideal audio length for predicting age 
and gender is determined in experiment 1 and used to determine the padding and cropping 

method in experiment 2. 

 

3.5. Feature Extraction 
 

Feature extraction techniques are used to extract pertinent information from an audio source. 
Existing literature uses MFCC [9], Mel Spectrogram [14], Mel-filter banks [15] as input features, 

along with Pitch, Chroma, and Tonnetz as additional features for performing age and gender 

classification. It is established that MFCC provides resiliency to Noise in the dataset. 

 
In the case of pretrained models like wav2vec [16] which is trained in an unsupervised manner on 

a different set of audio dataset can be fine-tuned based on the problem using transfer learning 
techniques. In these pretrained models feature extractions are accomplished internally; 

nonetheless, a certain format and sample rate are required to use these models. Internally 

wav2vec uses CNN encoder over each segment of the raw audio and learns by predicting the 

masked speech unit. 
 

As part of our research, we have experimented with MFCC and Wav2Vec as the feature 

extraction technique. 
 

3.6. Model Description 
 
Our model takes in audio from the custom dataset as batches. The general flow as shown in 

Figure 2. consists of 3 steps. The feature extraction layer takes in two values either wav2vec or 

MFCC. In case of MFCC the best number is chosen from the result of previous experiment. The 
model layer consists of CNN, LSTM, CNN+LSTM, Multi CNN + LSTM. The experiments were 

carried out with various combination of feature and model type. The model is then able to predict 

three different values age, age group and gender of the speaker. 
 

We have developed these models in python 3.9 [17] using Pytorch Lightning [18] which is a 

wrapper around Pytorch [19]. 

https://github.com/facebookresearch/fairseq/tree/main/fairseq/models/wav2vec
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Figure 2. General Model Description 

 

3.6.1. CNN Model 

 

We have two kinds of CNN model to accommodate for variation in feature extractors. For 

Wav2Vec feature we pass in the raw audio and for MFCC based model we extract the MFCC and 

then pass it to the model. The Model layer consists of Conv1d Layer with ReLU and Batch 
Normalization. Soft Attention is applied at the end to reduce the dimension. 

 

Output of the attention layer is then passed to the multi head setup where it predicts age, age 
group and gender of the speaker from the input. As age is regression problem, we use a single 

neuron as the last layer. The neurons in the final layer for age group correspond to the five age 

groups we have in our situation. We have taken a softmax of these values so as to get the 

probability of each class. While predicting gender as it’s a binary classification problem we have 
one neuron as the last layer with sigmoid applied. 

 

3.6.2. LSTM Model 

 

LSTM models are known to work good for sequence prediction problems. Similar to CNN Model 

we have two variants of the model based on the feature extractor. Model layer consists of LSTM 
with soft attention. Output of the attention layer is then passed to the multihead classifier and 

regressor. 

 

3.6.3. CNN+LSTM Model 

 

We combined the aforementioned two models to increase complexity and, as a result, 

performance while enabling our model to pick up additional features. Model Layer consists of 
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Conv1d layer followed by LSTM and Soft Attention. Output of the soft attention is then used to 
predict the age, age group and gender. 

 

3.6.4. Multi CNN+LSTM Model 
 
In this Model we have experimented with varying Convolution 

stack(n*Conv1d+ReLU+BatchNorm) and LSTM with self-attention layers. The model is made 

more complex so that it can pick up new features and improve its performance in classification 
and regression tasks. 

 

3.7. Evaluation of Performance 
 

Our models predict the following outcomes 

 
1. The speaker’s exact Age - Regression Problem 

2. The speaker’s age group - Classification Problem 

3. The speaker’s Gender prediction - Classification Problem (Binary) 
 

In the case of Age as a regression problem, our model should predict the continuous value, which 

should be compared to the ground truth label, with the goal of minimising the error. 

 
In the case of a classification problem, gender has two values, male and female, whereas the age 

group has five values that the model must predict (teens, twenties, thirties, forties, and fifties). 

The classification problem’s goal is to compare the predicted class to the ground truth label and 
make it predict the exact class as accurately as possible. 

 

Regression Problem: In case of a regression problem, the RMSE (Root Mean Squared Error) and 
MAE (Mean Absolute Error) statistics are used, with lower values indicating better performance. 

Mathematically 

 

𝑅𝑀𝑆𝐸 = √
∑(𝑦 − 𝑦)2

𝑛
 

𝑀𝐴𝐸 =
∑|(𝑦 − 𝑦)|

𝑛
 

 

Where: 
 

y- Actual Value of Age 

𝑦- Predicted Value of Age 

 

Classification Problem: The preferred metric for a classification task is Accuracy, which 

generates probability values against the given ground truth label. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

Where: 

 

TP- True Positive 
TN- True Negative 
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FP- False Positive 
FN- False Negative 

 

Confusion Matrix was also used to understand the distribution of accuracy under each age group 

and each gender. 
 

4. RESULTS AND DISCUSSION 
 

4.1. Ideal duration of Audio 
 

The audio sources in the dataset range in length from 1 to 80 seconds because they are compiled 

from multiple sources. To predict demographic data like age and gender from speaker audio that 
generalises across multiple different data sources, the ideal audio length must be determined. 

 

We have chosen CNN+LSTM Based model with MFCC as a feature in which we have used the 
default number of MFCC as 40 to predict on the same test dataset with default padding and 

cropping strategy set to left. We have used RMSE and MAE values from the test sets as 

performance metric. 

 
From the results in the Table 4. 5s chunks perform best in terms of metric. In the case of audio 

calls from the call centre use case, where the file length exceeds 600 seconds, extracting 5 

seconds per speaker would be more than sufficient. This would save computational time an effort 
and real time response. 

 
Table 4. Audio Length based Performance Assessment 

 
Length of Audio vs Performance Custom Test Set 

Model Feature Duration (s) RMSE MAE 

CNN+LSTM MFCC 3 5.21 3.37 

CNN+LSTM MFCC 5 4.55 2.69 

CNN+LSTM MFCC 10 5.16 3.34 

CNN+LSTM MFCC 15 5.14 3.35 

 

4.2. Optimal Padding and Cropping Strategy 
 

In the case of audio, the length of the 1D sequence must be the same. Our dataset contains 

variable-length audio sequences, and in real-world use cases, audio will be variable-length as a 

result of voice activity detection linked speaker diarisation. From the previous experiment we 
have investigated and understood the effect of audio duration on model performance using RMSE 

and MAE Metrics. 5s audio length is best suited for our use case. 

 
It is also critical to comprehend the impact of underlying factors that cause the 5s duration to 

perform better. Padding and cropping are used to make the audio sequence the same length.  

 
Table 5. displays the outcomes of various padding and cropping strategies. It is observed that the 

Padding of audio on the right and cropping at random yields better results when compared to 

other strategies for our use case. 
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Table 5. Padding and Cropping Vs Model Performance 

 
Padding and Cropping Vs Model Performance Custom Test Set 

Model Feature Pad Crop Strategy Duration(s) RMSE MAE 

CNN+LSTM MFCC pad - left, crop - random 5 5.21 3.37 

CNN+LSTM MFCC pad - right, crop - random 5 4.55 2.69 

CNN+LSTM MFCC pad - left, crop - left 5 5.16 3.34 

CNN+LSTM MFCC pad - left, crop - right 5 5.14 3.35 

 

4.3. Choosing the Number of MFCC 
 

While using MFCC as the feature extractor for the audio parameter can be set to extract the 

number of features for every chunk of audio known as Number of MFCC features. By varying 
this number of MFCC we can also extract differential and acceleration components, also known 

as Delta and Delta-Delta Components The existing literature makes it clear that including these 

elements during feature extraction results in better ASR and other speech analytics Model 

performance. 
 

We worked on varying the values on number of MFCC while keeping all other factors standard 

to try to find what generalises best for extracting demographic information from the speaker 
audio. Results from Table 6 verifies the fact that using the additional features of MFCC helps in 

improving the metric and hence achieving better results on overall custom dataset. 

 
Table 6. Choosing number of MFCC 

 

Selection of number of MFCC Custom Test Set 

Model Hyperparameter 

(number of MFCC) 

RMSE MAE 

CNN+LSTM 13 5.49 3.7 

CNN+LSTM 40 4.55 2.69 

 

4.4. Experimental Results 
 

4.4.1. CNN Model 

 

The duration of the audio, padding, and cropping method during data ingestion, as well as 

number of MFCC during feature extraction, have now been identified. We have built models that 
leverage these values to predict the age, age group and gender information from the speaker 

audio. 

 

The output from the feature extraction is then passed to the CNN based model followed by self 
attention. Output of the self attention then predicts all three values age, age group and gender of 

the input audio. From the Table 7 we can understand that the Wav2Vec feature is giving the best 

result in terms age RMSE (4.29) and MAE (2.83) for age prediction and for gender prediction the 
overall accuracy stands at 99.5% with male group having an accuracy of 99.8% and female with 

99.1%. 
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Table 7. CNN Model Result 

 
Feature Age Age Group Gender 

 RMSE MAE Accuracy Male Female All 

MFCC 4.91 3.15 63.7% 98.8% 99.1% 98.9% 

Wav2Vec 4.29 2.83 60.6% 99.8% 99.1% 99.5% 

 

4.4.2. LSTM Model 

 
In case of LSTM model, the input is received from the feature extraction technique selected 

returns the output. The output is then passed to the self attention layer. The output of self 

attention is then used to predict age, age group and gender. 

 

From the results in Table 8 We have Wav2Vec Feature giving the best result. In case of LSTM 

model age group accuracy has increased by over 10% when compared to the CNN based model, 

with slight decrease in overall performance. We concluded that LSTM based model is able to 
capture the age group information better than the CNN Model. 

 
Table 8. LSTM Model Result 

 

Feature Age Age Group Gender 

 RMSE MAE Accuracy Male Female All 

MFCC 5.89 4.16 50.8% 98.9% 97.1% 98.0% 

Wav2Vec 4.42 2.66 69.6% 99.6% 99.1% 99.3% 

 

4.4.3. CNN+LSTM Model 

 
CNN Model provides the better result for age and gender prediction while LSTM model captures 

age group with higher accuracy. In order to improve the complexity and hence to improve the 

performance we have merged the above said two models CNN and LSTM. This gives our model 
the ability to learn the features of all the prediction variables better. Model Layer consists of 

Conv1d layer followed by LSTM and Soft Attention. Self attention then predicts age, age group 

and gender information. 

 
As per the results in Table 9. MFCC feature is giving better accuracy in terms of age group 

prediction. In case of the Age and gender prediction the Wav2Vec feature extractor performs 

better with Age RMSE 4.25 and MAE 2.66, Gender overall accuracy is over 99.3% with female 
predicted 99.6% and male 99.0% prediction accuracy. 

 
Table 9. CNN+LSTM Model Result 

 

Feature Age Age Group Gender 

 RMSE MAE Accuracy Male Female All 

MFCC 4.55 2.69 68.3% 99.3% 99.2% 99.2% 

Wav2Vec 4.25 2.66 62.0% 99.0% 99.6% 99.3% 

 

4.4.4. Multi CNN+LSTM Model 

 

In case of Multi CNN + LSTM based model we have experimented with 2CNN+LSTM, 
3CNN+LSTM results of which are discussed below. 
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Table 10 provides a relatively better performance in predicting the age and gender with Wav2Vec 
as feature. The RMSE and MAE values of MFCC feature hasn’t improved from the previous 

model CNN+LSTM. 

 
Table 10. 2CNN+LSTM Model Result 

 
Feature Age Age Group Gender 

 RMSE MAE Accuracy Male Female All 

MFCC 4.7 2.86 65.9% 99.2% 99.3% 99.2% 

Wav2Vec 4.1 2.36 66.6% 99.2% 99.7% 99.5% 

 

Table 11 shows that the results haven’t improved much, and the learning has plateaued as the 
prediction on the test set doesn’t provide a significant jump in performance. 

 

We have also experimented with multiple other combinations like CNN + 2 LSTM and 

2CNN+2LSTM etc. which doesn’t seem to improve on the metrics of the predictive variables and 
has led us to confirm that the model performance couldn’t be improved with variation of CNN 

and LSTM model. 

 
Table 11. 3CNN+LSTM Model Result 

 

Feature Age Age Group Gender 

 RMSE MAE Accuracy Male Female All 

MFCC 4.66 2.80 63.8% 99.5% 99.1% 99.3% 

Wav2Vec 4.11 2.45 65.9% 99.3% 99.4% 99.4% 

 

4.5. Summary of Results 
 

In Figure 3. results of various models with varying features are shown for Age Prediction. We 
can see that wav2vec has performed better in terms of RMSE value consistently better across all 

the model categories. 

 

 
 

Figure 3. Age Prediction RMSE across models 

 



Computer Science & Information Technology (CS & IT)                                        81 

In Figure 4. We have our models consistently performing better in terms of accuracy of gender 
prediction in case of wav2vec feature. 

 

 
 

Figure 4. Gender Prediction Accuracy across models 

 

5. CONCLUSION AND FUTURE WORK 
 

In this paper, we have approached the speaker demographic information extraction from speech 
data by keeping a keen focus on the dataset. A custom dataset with WAV format and 16 KHz 

sampling rate was curated by selectively combining various standard datasets like TIMIT, NISP, 

VCTK as well as GMU, thereby improving the robustness of the model being developed to be 
used in enterprise grade applications. In this paper, we discussed various techniques to improve 

the model performance by tuning the various stages of model development such as Data 

Ingestion, Pre-Processing, Feature Extraction, and Model Selection and their effects on model 

performance. We understand from our research that audio input of a speaker as low as 5 seconds 
is enough to extract the age, gender and age group of the speaker. 

 

We have explored various approaches with different input features as well as model parameters 
for age and gender prediction with our custom dataset. Our model capable to work with any 

speech data across globe from different geolocation. Also the same model can predict both age 

and gender from speech data. The results showcased that age, age group and gender prediction 
were best on Wav2vec + 2 CNN + LSTM. 

 

Our future research will be focus on other speech features and wav2vec2 feature as model input 

features and also will expand the dataset to include more speaker coverages as well as multi 
language speech data across the globe. 
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ABSTRACT 
 
The adoption of dependable and robust techniques to remove electromyogram (EMG) artifacts 

from electroencephalogram (EEG) is essential to enable the exact identification of several 

neurological diseases. Even though many classical signal processing-based techniques have 

been used in the past and only a few deep-learning-based models have been proposed very 

recently, it is still a challenge to design an effective technique to eliminate EMG artifacts from 

EEG. In this work, deep learning (DL) techniques have been used to remove EMG artifacts from 

single-channel EEG data by employing four popular 1D convolutional neural network (CNN) 

models for signal synthesis. To train, validate, and test four CNN models, a semi-synthetic 

publicly accessible EEG dataset known as EEGdenoiseNet has been used the performance of 

1D CNN models has been assessed by calculating the relative root mean squared error 

(RRMSE) in both the time and frequency domain, the temporal and spectral percentage 
reduction in EMG artifacts and the average power ratios between five EEG bands to whole 

spectra. The U-Net model outperformed the other three 1D CNN models in most cases in 

removing EMG artifacts from EEG achieving the highest temporal and spectral percentage 

reduction in EMG artifacts (90.01% and 95.49%); the closest average power ratio for theta, 

alpha, beta, and gamma band (0.55701, 0.12904, 0.07516, and 0.01822, respectively) compared 

to ground truth EEG (0.5429; 0.13225; 0.08214; 0.002146; and 0.02146, respectively). It is 

expected from the reported results that the proposed framework can be used for real-time EMG 

artifact reduction from multi-channel EEG data as well. 

 

KEYWORDS 
 

EEG, EMG artifacts, Deep Learning, Single Channel, Denoising, Convolutional neural 

network. 

 

1. INTRODUCTION 
 

An electroencephalogram (EEG) signal is recorded non-invasively at the scalp which represents 

electrical pulses originating from the brain's electrophysiological activity [1]. EEG is important 
for several therapeutic uses and in neurological research. EEG is mostly used to diagnose 

epileptic seizures and Alzheimer's disease in humans [2, 3]. Other applications of EEG include 

drowsiness level measurement [4], detection of human emotions [5], estimation of cognitive 

workload [6], brain-computer interfaces (BCIs) [7], and biometric systems [8]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122006
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EEG recordings are highly susceptible to physiological noises such as myogenic artifacts [9], 
ocular artifacts [10], cardiac abnormalities [11], and non-physiological disturbances like power 

line noise and motion artifacts [12]. These noises will have a big effect on how the EEG data is 

analyzed, and in the worst cases, they could even lead to a completely wrong clinical diagnosis. 

To reduce artifacts and keep as much of the neural information as possible, an efficient and 
robust framework is vital which can remove EMG artifacts from EEG data. 

 

The Fourier transform or the wavelet transform was commonly used to translate the signal from 
the temporal domain to the spectral domain and then filter out the spectral components that 

correspond to the EMG artifacts. The EMG artifacts-free EEG signal can be obtained using either 

the inverse Fourier transform or the inverse wavelet transform. The use of Wiener filter [13], 
adaptive filter [14], Hilbert-Huang Transformation (HHT) [15], empirical mode decomposition 

(EMD) [16], variational mode decomposition (VMD) [17], independent component analysis 

(ICA) [18], and canonical correlation analysis (CCA) [19] etc. are some other methods for EEG 

denoising. These methods aimed to transform the signal from its original space to a new space 
where the signal and noise can be separated. Some of the major disadvantages of utilizing a 

signal-processing-based algorithm to remove EMG artifacts from EEG recordings are the low 

percentage reduction in EMG artifacts removal, high possibility of removing important neural 
information from EEG by considering artifacts components, poor performance in dynamic 

situations, etc. Extended EMD (EEMD)-ICA and EEMD-CCA [20, 21] are two hybrid 

approaches that were reported to remove EMG artifacts from EEG. Although the integration of 
ICA/CCA along with EMD/EEMD improved the performance to some extent, the underlying 

assumptions remained unclear and requires optimization through trial and error basis. As an 

example, in the EEMD-CCA, the choice of two autocorrelation criteria is experimentally 

determined in diverse circumstances [22]. 
 

The development of novel network topologies and learning methods, as well as the increase in 

computer resources and enormous data processing capacity, have significantly enhanced the 
performance of deep learning (DL) neural networks in recent years. Several technological 

problems, including image processing [23] and natural language processing [24], have been 

effectively solved using DL. The categorization of motor imagery based on EEG [25] and the 

reconstruction of EEG [26] are two notable applications of EEG-related analysis that make use of 
DL methods. 

 

EEG artifacts have also been eliminated using certain well-known deep learning (DL) models, 
including auto-encoder [27], convolutional neural networks (CNNs) [28, 29], and recurrent 

neural networks [29, 30]. In comparison to conventional signal processing-based models, DL 

models have the following two advantages: (i) universality, where a standardized architecture can 
accommodate a variety of artifact removal tasks without the need for manual designs of prior 

assumptions on a particular type of artifacts; and (ii) higher capacity, where deep learning 

enforces a significant performance improvement. As expected, a significant performance boost 

compared to the traditional signal-processing-based methods was reported in these studies yet 
some of the shortcomings of these deep learning-based approaches are : testing the proposed 

models with a partial dataset rather than using the k-fold cross-validation approach, lack of 

generability of the model, room for a further performance boost, smaller number of performance 
metrics for evaluating the DL models, etc which are addressed properly in this study. 

 

The goal of this study is to create an efficient and robust DL model that can clean out EMG 
artifacts from EMG-corrupted EEG data. To denoise EMG artifacts from contaminated EEG 

signals, four different 1D CNN models, namely (i) Feature Pyramid Network, or FPN [31], (ii) 

U-Net [32], (iii) Multi-level Context Gating U-Net (MCGU-Net) [33], and (iv) LinkNet [34] have 

been implemented in this work. The efficacy of the models is then compared by computing 
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several performance metrics, using the publicly available semi-synthetic dataset, EEGdenoiseNet. 
Our main contributions are listed here, briefly: 

 

• The outcomes of our thorough analysis provide a convincing demonstration of the 

effectiveness of 1D CNN models in eliminating EMG artifacts from noisy EEG. 
• The four 1D-CNN models are trained and tested using a five-fold cross-validation method 

and consistent results obtained from each fold ensure the reliability and robustness of the 

proposed framework. 
• After being trained on single-channel, semi-synthetic EEG data, our created framework may 

be utilized to denoise multichannel, real-world EEG data. 

 
The rest of this article is organized as follows: The single-channel EEG dataset, semi-synthetic 

corrupted EEG data creation, and normalization approaches used in this research are described in 

Section 2. The experimental setup and the performance assessment metrics are covered in Section 

3. In Section 4, the performance of the proposed four different cutting-edge 1D CNN 
segmentation networks is quantified, and the findings are thoroughly discussed. The limitations 

of our research are described in Section 5 and finally, a succinct conclusion is presented in 

section 6. 
 

2. MATERIALS AND METHODS 
 

The framework for efficient EEG denoising (removing EMG artifacts from contaminated EEG) 

utilizing 1D-CNN-based segmentation networks is shown in Figure 1 and is self-explanatory. In 
two distinct subsections, the dataset utilized, the semi-synthetic data creation, and the 

normalization processes employed in this work are elaborately explained below:  

 

 
 

Figure 1. A proposed framework to remove EMG artifacts from corrupted EEG signals. 

 

2.1. Dataset Description  
 

The EEGdenoiseNet, a semi-synthetic EEG dataset is used in this study [29]. The noisy EEG and 
equivalent clean EEG provided by EEGdenoiseNet are used for model training and quantitative 

performance assessment. It may be used to assess how well different models generalize in real-

world circumstances. The EEGdenoiseNet dataset includes 4,514 clean EEG signal segments and 
5,598 clean EMG signal segments. Each clean EEG and EMG signal segment is 2 seconds long. 
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Figure 2. Example segments in EEGdenoiseNet dataset. (a) Clean/Ground truth EEG segment, (b) Clean 

EMG segment. 

 

The raw EEG signals were pre-processed with a band-pass filter (1-80 Hz) to remove 
unnecessary high-frequency components of EEG, a notch filter (50 Hz) to remove the powerline 

noises, and re-sampled at 256 Hz by the authors of the dataset [29]. The EEG signals were 

segmented at this stage, with each segment containing 512 data points (2 seconds). It is important 
to note that single-channel EEG signals were used to construct the clean EEG segments. Raw 

face EMG signals were resampled to 512 Hz after being band-pass filtered (bandwidth: 1-120 

Hz) and notch filtered at the power-line frequency (50 Hz). Because the EMG signal is 

concentrated in the high-frequency band, the EMG signals were sampled at 512 Hz instead of 
256 Hz to preserve the high-frequency component of EMG signals. Finally, one-dimensional, 2-

second EMG segments with 1024 data points per segment were generated. Figure 2 depicts one 

clean EEG, and one clean EMG segment for visual illustration. 

 

2.2. Semi-Synthetic Contaminated EEG Data Generation and Normalization 
 
In this study, the clean EEG segments are linearly mixed with EMG segments (Equation 1) to 

produce the semi-synthetic EMG contaminated EEG: 

 

𝑦 = 𝑥 + 𝜆. 𝑛      (1) 

 

where 𝑥 denotes the clean EEG segment/ground truth EEG; 𝑛 is the clean EMG segment (as 

noise), and 𝑦 is the semi-synthetic EMG contaminated EEG segment. The signal-to-noise ratio 
(SNR) of the EMG corrupted EEG signal can be varied by changing the value of the scaling 

factor 𝜆 by solving Equation 2: 

 

𝑆𝑁𝑅 = 10𝑙𝑜𝑔
𝑅𝑀𝑆(𝑥)

𝑅𝑀𝑆(𝜆.𝑛)
     (2) 

 

The root mean square (RMS) can be calculated as follows: 
 

𝑅𝑀𝑆 (𝑧) =  √
1

𝑁
∑ 𝑧𝑖

2𝑁
𝑖=1      (3) 

 

where N is the number of time-domain samples of segment, 𝑧 and 𝑧𝑖 is the 𝑖𝑡ℎ sample point of 

segment, 𝑧. It is apparent from Equation 2 that a smaller 𝜆 corresponds to lesser EMG artifacts 

and hence a lower 𝜆 indicates a higher SNR. Similarly, higher noise level results in poorer SNR. 
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The SNR of an EEG that has been contaminated by EMG artifacts typically ranges from -7dB to 
2dB [35]. 

 

In this work, the linear mixing process enables us to generate a pair of EEG segments (𝑥, 𝑦) 

where the clean/ground truth EEG (𝑥) can be utilized as the outputs and the semi-synthetic EMG 

contaminated EEG (𝑦) as the inputs to train the end-to-end deep learning models. However, in 

this study, (𝑥, 𝑦) pairs are not directly fed to 1D CNN models. Rather, both the EMG 

contaminated EEG and ground truth EEG segments are divided by the standard deviation of the 

EMG contaminated EEG segments (𝜎𝑦) and the resultant (Equation 4) normalized segments 

(𝑥, 𝑦̂) are utilized as inputs and outputs to facilitate the learning procedure of the deep learning 

models. 
 

𝑥 =
𝑥

𝜎𝑦
  ;  𝑦̂ =

𝑦

𝜎𝑦
     (4) 

 
4,514 clean EEG segments and 5,598 EMG segments are mixed while maintaining a particular 

SNR to produce the EMG-contaminated EEG segments. 4,514 clean EMG segments are chosen 

at random from a pool of 5,598 EMG segments to match the number of the EEG signal segments. 
Before combining EEG and EMG segments linearly, all the clean EEG segments are up-sampled 

at 512 Hz to match the sampling frequency of EMG segments. We repeat this procedure ten times 

for ten different SNR levels (-7 dB, -6 dB, -5 dB, -4 dB, -3 dB, -2 dB, -1 dB, 0 dB, 1 dB, and 2 

dB), giving us 45,140 EMG-contaminated EEG segments. Figure 3 shows a randomly selected 
(out of 45,140 segments) EMG contaminated EEG segment. In Figure 3, the corresponding 

ground truth EEG segment is also overlaid to better visualize the impact of EMG contamination 

in EEG. 
 

 
 

Figure 3. Example segments of EMG contaminated EEG and corresponding overlaid ground truth EEG. 

 

3. EXPERIMENT DETAILS 
 
The four 1D CNN models (FPN, U-Net, MCGU-Net, and LinkNet) are trained in an end-to-end 

framework, i.e., the normalized contaminated EEG segments (𝑦̂) are fed into the neural networks 

as input and corresponding ground truth EEG segments (𝑥) are fed as output so that the DL 

models can develop a nonlinear function that maps the contaminated EEG segments (𝑦̂) to the 

ground truth EEG segments (𝑥). During training, the mean squared error (MSE) is selected as the 

loss function, ADAM optimizer is applied to optimize the loss function. The learning rate α is set 

to 0.0005. The training set consists of 80% of the data, while the test set consists of the remaining 
20%. The validation set is selected from the 10% of the training set. It is important to note that 

each EEG and EMG segment in the dataset is acquired from a distinct individual, hence the 80-

20-10 splitting results in no data leakage across the train, test, and validation sets. In the Google 
ColabPro environment, the five-fold cross-validation approach is adopted to independently train, 

validate, and test all four networks separately. Two distinct experiments are conducted in this 

research and are explained below: 
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3.1. Experiment A 
 

As previously mentioned, 4,514 EEG segments contaminated with EMG artifacts are created for 

each of the 10 SNR values (-7 dB, -6 dB, -5 dB, -4 dB, -3 dB, -2 dB, -1 dB, 0 dB, 1 dB, and 2 
dB), yielding 45,140 EEG segments overall. The EMG-corrupted EEG and associated ground 

truth EEG segments are used to train each of the four 1D CNN models 10 times for a total of 10 

distinct SNR values, separately. This means that at SNR level -7 dB, 80% of the 4,514 segments 
(3,611) are used as the training set, while the remaining 20% of the 4,514 segments (903) are 

used as the test set. Similarly, segments generated from nine more SNR levels (-6 dB, -5 dB, -4 

dB, -3 dB, -2 dB, -1 dB, 0 dB, 1 dB, and 2 dB) are individually subjected to the same procedure, 

separately. Table 1 consists of the information for train and test sets formation. 
 

Table 1. Formation of train and test sets for experiment B 

 

SNR level 

(in dB) 

Total Number of 

ground truth EEG 

and EMG 

contaminated EEG 

Train set (80% of 

ground truth EEG and 

EMG contaminated 

EEG pairs) 

Test set (20% of 

ground truth EEG and 

EMG contaminated 

EEG pairs) 

-7 4,514 3,611 903 

-6 4,514 3,611 903 

-5 4,514 3,611 903 

-4 4,514 3,611 903 

-3 4,514 3,611 903 

-2 4,514 3,611 903 

-1 4,514 3,611 903 

0 4,514 3,611 903 

+1 4,514 3,611 903 

+2 4,514 3,611 903 

 

To assess the effectiveness of all four DL models in removing EMG noises from contaminated 

EEG, Deep Supervision [36] is applied, and three well-known performance metrics (correlation 

coefficient, relative root mean squared error in the time and frequency domain) are computed. 
 

3.2. Experiment B 
 

In the second experiment, the training and test sets are created in a more controlled setting. For 

each of the ten distinct SNR levels, eighty percent EMG corrupted EEG segments and their 

corresponding ground truth EEG segments are chosen for each of the ten distinct SNR levels 
(3,611 pairs of ground truth EEG and EMG contaminated EEG for each SNR level), and then all 

the 10 × 3,611 pairings are combined to form the training set of 36,110 pairs of ground truth EEG 

and EMG contaminated EEG. The remaining 20% EMG-contaminated EEG segments and their 
corresponding ground truth EEG segments are also formed (903 pairings of ground truth EEG 

and EMG contaminated EEG for each SNR level) and combined (10 × 903) to create the test set 

of 9,030 pairs. Table 2 represents the formation of train and test sets. 
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Table 2. Formation of train and test sets for experiment B 

 

SNR 

level(in 

dB) 

Total Number 

ofGround Truth 

EEG and EMG 

Contaminated 

EEG 

80% of Ground 

Truth EEG and 

EMG 

Contaminated 

EEG 

Total 

Number 

of Pairs 

forTrain 

Set 

20% of Ground 

Truth EEG and 

EMG 

Contaminated 

EEG 

Total 

Number 

of Pairs 

for Test 

Set 

-7 4,514 3,611 

36,110 

903 

9,030 

-6 4,514 3,611 903 

-5 4,514 3,611 903 

-4 4,514 3,611 903 

-3 4,514 3,611 903 

-2 4,514 3,611 903 

-1 4,514 3,611 903 

0 4,514 3,611 903 

+1 4,514 3,611 903 

+2 4,514 3,611 903 

 

In experiment A, DL models are trained and evaluated for certain SNR level segments; as a 
result, they are not capable of performing well if tested with other SNR-level EEG segments. 

This is the main difference between experiments A and B. Since there is no way to determine the 

SNR level of the applied input signal in real-world circumstances, models trained as experiment 
B should be more reliable when evaluated with EMG-contaminated EEG segments having 

different SNR levels. 

 

In experiment B, all four 1D CNN segmentation networks are trained with and without Deep 
supervision [36]. It is found that the deep supervision did not improve the model performance, 

hence we have not reported the results utilizing deep supervision for this experiment. Unlike 

experiment A, the performance of the trained models is quantified using five performance metrics 
(average power ratio between five different EEG bands to the whole spectra, relative root mean 

squared error in the time domain, relative root mean squared error in the frequency domain, the 

temporal percentage reduction in EMG artifacts, and lastly, the spectral percentage reduction in 
EMG artifacts. 

 

3.3. Performance Metrics 
 

It is key to quantify the model's performance to ascertain how well it can predict the signal. In 

addition, identifying and selecting the appropriate performance metrics is crucial. In this regard, 
to measure the adeptness of the four 1D CNN models quantitatively, the correlation coefficient 

(CC) in the time domain, the percentage reduction in artifacts in the time and frequency domain, 

the temporal and spectral relative root mean squared error (RRMSE) is measured using the 

following formulas which can be found in Equation 5-9 [12, 29]: 
 

𝐶𝐶𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 =
𝐶𝑜𝑣(𝑧̂,𝑥̂)

√𝑉𝑎𝑟(𝑧̂)𝑉𝑎𝑟(𝑥)
     (5) 

𝜂 = 100 (1 −
1−𝐶𝐶𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙(𝑎𝑓𝑡𝑒𝑟)

1−𝐶𝐶𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙(𝑏𝑒𝑓𝑜𝑟𝑒)
)    (6) 

𝛾 = 100 (1 −
1−𝐶𝐶𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙(𝑎𝑓𝑡𝑒𝑟)

1−𝐶𝐶𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙(𝑏𝑒𝑓𝑜𝑟𝑒)
)    (7) 

𝑅𝑅𝑀𝑆𝐸𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 =
𝑅𝑀𝑆( 𝑧̂−𝑥)

𝑅𝑀𝑆(𝑥̂)
     (8) 

𝑅𝑅𝑀𝑆𝐸𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙 =
𝑅𝑀𝑆(𝑃𝑆𝐷(𝑧̂)−𝑃𝑆𝐷(𝑥))

𝑅𝑀𝑆(𝑃𝑆𝐷(𝑥))
    (9) 
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Where, 𝐶𝑜𝑣 stands for covariance, 𝑉𝑎𝑟 means the variance, 𝑥 is the normalized ground truth 

EEG, 𝑧̂ is the predicted segment, 𝜂 stands for the temporal percentage reduction in EMG 

artifacts, 𝛾 is the spectral percentage reduction in EMG artifacts, 𝐶𝐶𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙(𝑎𝑓𝑡𝑒𝑟) is the 

temporal CC between predicted and ground truth EEG segment, 𝐶𝐶𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙(𝑏𝑒𝑓𝑜𝑟𝑒) is the  

temporal CC between contaminated and ground truth EEG segment, 𝐶𝐶𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙(𝑎𝑓𝑡𝑒𝑟) is the 

frequency domain CC between predicted and ground truth EEG segment, 𝐶𝐶𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙(𝑏𝑒𝑓𝑜𝑟𝑒) 

represents the frequency domain CC between contaminated and ground truth EEG segment, and 

PSD is the power spectral density. 

 
In addition to the aforementioned performance metrics, the average power ratio of each EEG 

frequency band (delta [1-4 Hz], theta [4-8 Hz], alpha [8-13 Hz], beta [13-30 Hz], and gamma 

[30-80 Hz] bands) to the whole band (1-80 Hz) is also computed and reported for the EMG 
contaminated EEG, ground truth EEG, and predicted EEG segments. 

 

4. RESULTS AND DISCUSSION 
 

The results of experiments A and B are described and discussed in detail in this section. 
 

4.1. Results of Experiment A 
 
Figure 4 depicts the average temporal correlation coefficient values between predicted denoised 

EEG segments (after the removal of EMG artifacts) and the ground truth EEG segments for ten 

distinct SNR values ranging from -7 dB to +2 dB obtained from four different 1D CNN models 
separately. The RRMSE values in the temporal and spectral domain are also plotted against ten 

distinct SNR levels in the same figure. 

 
For EMG artifacts removal from EEG, all four 1D CNN models performed very close as is 

evident from Figure 4 where almost overlapping curves of performance metrics can be seen. 

Overall, for EMG artifacts removal from noisy EEG, the performance of the DL models 

improved (higher CC, lower RRMSE value in temporal and spectral domain) with the increment 
of SNR level and vice versa, which is expected. As the SNR level increases, EMG noise also 

reduces proportionally and therefore DL models face lesser challenges in developing the non-

linear mapping function for predicting denoised EEG segments. In this process, the performance 
of the models improves for higher SNR levels and vice versa. 

 

 
 

Figure 4. Performance parameters of four 1D CNN models at ten different SNR levels after denoising 

EMG-contaminated EEG. 
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4.2. Results of Experiment B 
 

The goal of the four 1D segmentation networks is to remove/reduce EMG artifacts from the EEG 

segments. To provide a qualitative assessment of the denoising models used, Figure 5(a) shows 
one EMG-contaminated EEG segment whereas Figure 5(b)–(e) shows EMG artifacts-free EEG 

(predicted EEG) segments for all four models. 

 

 
 

Figure 5. (a) Example EMG contaminated EEG segment; EMG artifacts-free EEG segments predicted by 

(b) FPN, (c) U-Net, (d) MCGU-Net, and (e) LinkNet networks overlaid with the ground truth EEG. 

 

In Table 3, Temporal and spectral percentage reduction in EMG artifacts, as well as Temporal 

and spectral RRMSE values are summarized for the prediction of EMG artifacts free EEG 
segments by the four different 1D CNN models separately. For EMG corrupted EEG segments, 

the best denoising (elimination of EMG artifacts) performance is generated by the U-Net model. 

In the time domain, 90.01% reduction in EMG artifacts is found whereas, in the frequency 

domain, 95.49% EMG artifacts removal is observed while U-Net is utilized. Again, the very 
same model produced the lowest RRMSE values both in the time and frequency domain (0.10042 

and 0.20276, respectively) in comparison with the other three 1D CNN networks. While the U-

Net model dominates in producing better denoising performance, LinkNet produced the lowest 
temporal percentage reduction in EMG artifacts (85.09%) along with the highest temporal 

RRMSE (0.15681) wheras the FPN model produced lowest spectral percentage reduction in 

EMG artifacts (91.31%) along with the highest spectral RRMSE (0.31715).  
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Table 3. Performance parameters of 1D CNN models after denoising EMG-contaminated EEG. The 

asterisk (*) sign represents the best performing results 

 

Model Name 

Temporal 

Percentage 

Reduction in 

EMG 

Artifacts (in 

%) 

Spectral 

Percentage 

Reduction in 

EMG 

Artifacts (in 

%) 

Temporal RRMSE 
+/- Std. Deviation 

Spectral RRMSE 

+/- Std. Deviation 

FPN [31] 86.31 91.31 0.14131 +/- 0.08200 0.31715 +/- 0.26364 

U-Net [32] 90.01* 95.49* 0.10042 +/- 0.07001* 
0.20276 +/- 

0.14862* 

MCGU-Net [33] 89.10 94.13 0.13811 +/- 0.08458 0.28561 +/- 0.23205 

LinkNet[34] 85.09 91.88 0.15681 +/- 0.08843 0.30818 +/- 0.18860 

 

Table 4 represents the average power ratios calculated between five different EEG bands (Delta, 
Theta, Alpha, Beta, Gamma) before and after the elimination of EMG artifacts. The closer value 

of the average power ratios of different bands compared with ground truth EEG signifies the 

close resemblance and data fidelity while predicted by the deep learning models. We found that 
the U-Net model dominates in producing the closest average power ratios for theta, alpha, beta, 

and gamma-band while compared with the ground truth EEG and for delta band power ratio, 

MCGU-Net performed best whereas the EMG contaminated EEG produced the worst average 

power band ratios for all the five bands due to the incorporation of EMG noises, as expected. 
 

Table 4. Average power ratios of five EEG frequency bands before and after the denoising of EMG-

contaminated EEG. The asterisk (*) sign represents the best-performing results. 

 

Model/ Method Delta Theta Alpha Beta Gamma 

FPN [31] 0.41474 0.5641 0.12416 0.06783 0.0155 

U-Net [32] 0.40727 0.55701* 0.12904* 0.07516* 0.01822* 

MCGU-Net  [33] 0.40725* 0.57707 0.12354 0.06745 0.01351 

LinkNet[34] 0.41106 0.56383 0.12619 0.0697 0.01604 

EMG contaminated EEG 0.1331 0.10418 0.06205 0.20869 0.55126 

Ground Truth EEG 0.40504 0.5429 0.13225 0.08214 0.02146 

 

Due to the temporal complexity and presence of high-frequency components in EMG signals, 

removing EMG artifacts is always more challenging compared to the removal of other 

physiological artifacts from EEG recordings [37]. Similar phenomena are also observed in this 
well-crafted study. However, the findings from this work show that EEG artifact reduction DL 

models are very dependable owing to the amazing flexibility and strong generalizability of deep 

learning models. Although the DL-based denoising algorithms need a significant quantity of 
ground truth EEG data during the training phase, they may be used consistently to remove 

EMG artifacts from noisy EEG signals after the model has been trained. 

 
The use of a semi-synthetic dataset is also justified by the fact that the presence of ground truth 

EEG is required for assessing 1D CNN models’ performance. In this study, the EMG segments 

that are linearly mixed with EEG segments were collected from the real-life test subjects rather 

than producing it artificially which further ensures the efficacy of the proposed models. 
 

RRMSE in the time and frequency domain, as well as CC, have been calculated to assess the 

efficacy of the four distinct 1D segmentation networks in predicting artifact-free EEG data, as 
also reported in [29]. Additionally, to measure the effectiveness of DL models, we have included 

two new performance criteria in this study, namely the percentage decrease in EMG artifacts in 



Computer Science & Information Technology (CS & IT)                                        95 

the time and frequency domains separately. We firmly believe that including the three-
performance metrics mentioned before with these new two would help standardize the 

quantitative performance evaluation of DL models to a great extent. 

 

5. CONCLUSIONS 
 
In this paper, four 1D CNN models i.e.  FPN, U-Net, MCGU-Net, and LinkNet are utilized to 

remove EMG artifacts from EEG signal. While using U-Net, the EMG artifacts from EMG-

corrupted EEG are decreased by 90.01% and 95.49%, in the time and frequency domains, 
respectively. The lowest temporal and spectral RRMSE (0.1 and 0.2, respectively) for the 

denoising of EMG artifacts from contaminated EEG segments are produced by the U-Net model. 

Also, the same model produced the closest average power ratio for the theta, alpha, beta, and 

gamma band compared with the ground truth EEG while removing EMG artifacts compared to 
the other three models. The findings of this work provide a convincing demonstration of the 

reliability of 1D CNN models in removing EMG artifacts caused by tainted EEG data. Our 

results demonstrated that DL approaches have a significant ability to remove EMG artifacts from 
EEG data, even at high noise levels. 
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ABSTRACT 
 

The stock market is affected by many variables and factors, and the current forecasting models 

for time series are often difficult to capture the complex laws among multiple factors. Aiming at 

this problem, a stock price prediction model based on dual attention mechanism and temporal 

convolutional network is proposed. First, a convolution network more suitable for time series is 

used as the feature extraction layer. Feature attention is introduced to dynamically mine the 

potential correlation between the input factor features and closing prices. Second, based on 

Gated Recurrent Unit, on the other hand, a temporal attention mechanism is introduced to 

improve the model's ability to learn important time points and obtain importance measures from 
a temporal perspective. The experimental results show that the proposed model performs better 

than the traditional prediction model in the error index of stock price prediction and realizes the 

interpretability of the model in terms of index characteristics and time. 

 

KEYWORDS 
 

Time convolutional network, GRU, Temporary attention,  Feature attention, Interpretability . 

 

1. INTRODUCTION 
 

Stock price forecasting refers to analyzing stock-related data and making predictions about the 
subsequent trend or fluctuation of the stock. The forecast results of stock prices can play a certain 

reference and guidance role for investors. However, because the time series data of the stock 

market have the characteristics of non-linearity, non-stationarity and high complexity, the 
prediction effect is not ideal. 

 

We present the history of the development and some research results in the field of stock 
forecasting in Section 2, followed by the model structure and its definition in Section 3, the 

process of constructing the model, the experimental results and the analysis of the results in 

Sections 4 and 5. Finally, the experimental results are summarized in Section 6. 

 

2. RELATED WORK 
 

In the field of studying stock trends, early approaches mainly used machine learning algorithmic 

models to analyze based on numerical values. Wen Fenghua et al [1] proposed a method using a 
combination of SSA and SVM for prediction. They use singular spectrum analysis to decompose 

stock prices into trends, market fluctuations, and noise with different economic characteristics 

over different time horizons, and then introduce these characteristics into a support vector 

machine for price prediction [2]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122007
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It can be found that in early research, deep learning is not commonly used in the field of stock 
prediction, but due to its powerful learning ability, more and more researchers find it very 

suitable for learning complex data such as stock prediction, traffic prediction, and pedestrian flow 

prediction. Khaled Althelaya evaluates and compares LSTM deep learning architectures for short 

and long term forecasting of financial time series. They considered bidirectional and stacked 
LSTM prediction models in their experiments and benchmarked them with shallow neural 

networks and simple forms of LSTM networks [3][4]. 

 
As the study progressed, researchers found that most research methods using single-factor data 

had poor predictive effects because the stock trading data itself had limited information [5][6]. 

Jian Wang used the moving average convergence/divergence and the improved historical 
volatility index as the evaluation indicators for buying or selling, and constructed a forecast based 

on the improved MACD indicator[7].The results show that the model based on the index after the 

introduction of the panic index, the buy and sell operations made more profit[8][9]. 

 
Among the existing methods, the traditional RNN suffers from gradient explosion, and CNN is 

also considered not suitable for time series processing. To address this issue, this paper proposes 

a combined model based on Feature Attention TCN and Temporal Attention GRU.  
 

The main features of the model are as follows. 

 
1. In terms of data processing, a multi-source data fusion approach is used to fuse the numerical 

features of stock prices and the features of stock news, considering the influence of public 

opinion on stock prediction. 

2. Since the neurons in RNN are invariant to replication, it brings the problem of gradient 
disappearance in training. We try to use CNN to process time series, but CNN is not suitable for 

time series learning. Therefore, this paper differs from the traditional use of RNN to process time 

series data by using a one-dimensional temporal convolution network to process the extracted 
features[10]. 

3. Based on TCN and GRU, a dual focus mechanism of features and time series is introduced to 

capture potential connections between different stock indicators and prediction targets for the 

relevant indicators of stock series. In terms of time nodes, the expression capability of output 
targets at key time points is enhanced. 

 

3. MODEL DEFINITION 
 

3.1. TCN Model 
 

In general, CNNs are not considered suitable for solving time series problems. However, TCN, as 
a special kind of convolutional neural network, is more suitable for processing time series data. 
In this paper [11], the authors compare the performance of LSTM, GRU, RNN, and TCN using 

various sequence modeling tasks. In the sequence task on the MNIST dataset, TCN achieves an 
accuracy of 99%, at least 3 percentage points higher than the other models. There are three 

reasons for this: the existence of causality in the convolution in this architecture means that there 

is no information leakage from future to the past. Secondly, the convolutional architecture can 

map arbitrary length sequences to fixed length sequences. In addition, it uses residual modules 
and dilated convolution to construct long-term dependencies. In terms of performance 

comparison, TCN can parallelize the time series as vectors, which is faster than the point-by-

point sequential computation of RNN. In addition, TCN can extend the input into a one-
dimensional sequence, thus avoiding the need for time-point-by-time alignment of features [12]. 
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The network structure of TCN consists of three main parts: causal convolution, dilated 
convolution and residual module. 

 

3.1.1. Causal Convolution 

 
Causal convolution is a strictly time-constrained structure. Each hidden layer has the same length 

as the input layer, and is padded with zeros to ensure subsequent layers have the same length. For 

the value of the previous layer at time t, it only depends on the value of the next layer at time t 
and its previous value. The causal convolution structure is shown in Figure 1. 

 

 (1) 

 

 
 

Figure 1. Causal Convolution 

 

3.1.2. Dilated Convolution 

 
There are still some problems with pure causal convolution, such as difficulty in capturing the 
dependencies between longer interval time points. Dilated convolution allows spaced sampling of 

the convolution time point input, and the sampling rate is controlled by the parameter Dilate [13]. 

The higher the level, the larger the Dilate used. Therefore, dilated convolution can expand the 
effective window, so that a larger receptive field can be obtained with a smaller number of 

layers.The dilate convolution structure is shown in Figure 2 and 3. 

 

  
 

Figure 2.  Dilated convolutional layer 
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Figure 3.  Feeling field for expanding convolution 

 
3.1.3. Residual Module 

 

The residual module of TCN consists of two layers of dilated convolution and ReLU function. 
The layer-hopping connection directly connects the feature maps of the lower layer to the upper 

layer[14]. The residual module ensures that each layer learns the relationship between mappings 

efficiently, which is very effective in networks with deeper layers[15]. As a result, the gradients 

of TCN are more stable and the problem of exploding or disappearing gradients can be 
effectively avoided. The structure of te residual block is shown in Figure 4. 

 

 
 

Figure 4.  Residual Block 

 

3.2. FATCN-TAGRU Model 
 

By introducing the feature attention mechanism into the feature extraction process of the TCN 

model, the structure of feature attention is shown in Figure 5. Suppose the input time series is 

, The expansion can be represented as the following matrix: 
 

        (2) 
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Figure 5.  Feature Attention Model 

 

In formula 2, is the set of 6 features at time t. 

is the value of the m-th stock price-related variable at time t. 

Using a single-layer neural network to calculate the attention weight vector , The formula is as 

follows: 

      
     (3) 

 

In formula 3, is the attention weight coefficient combination corresponding 

to each input feature at the current time t;  is the training weight matrix;  is the bias vector 

for calculating the feature attention weight [16]. Since feature attention is located in the shallow 

layer of the model, and the input feature data is usually concentrated in a certain numerical 
range[17]. 

 

The structure of the time series attention mechanism is shown in Figure 6. The input 

 is the hidden layer state of the GRU network from the model iteration to 

time t, where k is the length of the input sequence time window. The time series attention weight 

vector  corresponding to each historical moment at the current time t is: 
 

         (4) 

 

 
 

Figure 6.  Time Attention Model 
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In the formula 4;  is the trainable weight matrix;  is the bias vector for calculating the 

temporal attention weight. The time attention weight  is obtained, 

where  is the attention weight at the  th moment, which is weighted with the hidden layer 

state of each corresponding historical moment to obtain a comprehensive timing state . 

 

        (5) 
 

   (6) 

 
The FATCN-ATGRU network model is constructed by introducing the above feature attention 

and time series attention into the TCN layer and the GRU layer, respectively. The structure is 

shown in Figure 7. First, build the TAGRU network structure [18]. Compared with the TCN 
module, because the normalization part is already included in the attention mechanism, the 

Weight norm layer and the ReLU layer in the residual block are deleted. Use FATCN to mine the 

potential relationship between the input features and obtain the weighted input sequence; then 
extract the hidden time sequence correlation information from the weighted input feature 

sequence at the ATGRU layer, and mine the relevant feature time sequence information and 

current time data through the time sequence attention layer [19]. And assign time attention 

weights to it to enhance the expressive ability of key historical moment information, obtain 
weighted comprehensive time series information status, and finally send it to the fully connected 

layer to output future closing price predictions [20]. 

 

 
 

Figure 7.  Model Structure 

 

4. EXPERIMENTAL MODELING AND PROCESS 
 

4.1. Data Collection and Pre-Processing 
 

The stock data was downloaded from Yahoo Finance website. The time span is from June 26, 
2017 to December 31, 2021. Stock market data for Apple, Google, Tesla, and Amazon are 

included. News text data was obtained by crawling the data of individual stock research reports 

from Eastern Fortune Website. 
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The downloaded stock numerical data includes six characteristic attributes: opening price, closing 
price, reweighted closing price, high price, low price, and trading volume. In this paper, closing 

price is used as the prediction label. News text features are obtained by processing research 

reports. Sentiment analysis is performed on the text data by using sentiment analysis API, and the 

processed sentiment indices are fused with the corresponding stock data as sentiment indices. The 
final fused input data has 7 feature attributes. 

 

Data pre-processing consists of two specific steps. 
 

1. Data cleaning: check the missing values and clean off the missing values, such as a day's data 

is missing a certain indicator, the data of that day will be deleted. 
2. Normalization processing: This paper uses the MinMaxScaler normalization method, which is 

a linear transformation of the original data to eliminate the effects of differences between large 

and small units.  The method deflates each feature to a given range, and after normalization, the 

indicators are in the same order of magnitude, which facilitates comprehensive comparison. 
 

4.2. Model Parameter Settings 
 

The initial time step size set in the experiment is 7, the learning rate is 0.01, and the parameters 

are updated with Adam optimizer and MSE loss function. Based on many previous studies and 

my replication and validation of experiments in the relevant literature, RNNs work best for time 
series tasks when the number of hidden layers is set to 2, and the number of neurons in each layer 

is 64. In addition, the effects of the number of residual blocks and the number of model iteration 

cycles in the TCN that need to be compared and analysed[21]. 
 

Table 1. Experimental results for some parameters Comparison. 

 

Blocks Epoch R2 MAPE 

2 500 0.981 0.0322 

2 1000 0.974 0.0337 

2 2000 0.983 0.0330 

3 500 0.950 0.0338 

3 2000 0.978 0.0378 

4 500 0.974 0.0379 

5 500 0.970 0.0382 

 

It can be seen that when the residual block is set to 2 and the number of iterations is set to 500 or 
2000, the prediction of the model is better. But when the number of iterations is set to 2000, the 

processing efficiency of the model is too low. So we choose 2 and 500. 

 

5. EXPERIMENTAL RESULTS AND ANALYSIS 
 

5.1. Evaluation Indicators 
 

The evaluation indicators use RMSE, MAE, R2 Score, and MAPE. where N is the total number 

of samples, and the parameter i represents the i-th sample.  is the predicted value,  is the 

actual value. Calculated as follows: 
 

 

(7)
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   (8) 

 

  (9) 

 

 (10) 

 

5.2. Comparative Analysis of Different Models 
 

5.2.1. Single Model Comparison 

 

In order to better compare and analyse the effect of the model, the traditional RNN and its 

variants and combined models are used for test comparison. The single model prediction effect is 

shown in Table 2 and Figure 8,9,10,11. 
 

Table 2.  Single Model Scoring Comparison. 

 

Model RMSE MAE R2 MAPE 

RNN 0.0614 0.0380 0.8375 0.0598 

LSTM 0.0484 0.0306 0.9161 0.0516 

GRU 0.0479 0.0304 0.9141 0.0477 

TAGRU 0.0365 0.0212 0.0934 0.0338 

 
 

Figure 8.  Prediction results of the RNN model 
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Figure 9.  Prediction results of the LSTM model 

 

 
 

Figure 10.  Prediction results of the GRU model 

 

 
 

Figure 11.  Prediction results of the TAGRU model 

 

It can be found that the experimental results without using TCN network are poor, the fitting 

degree does not exceed 94 precent, and the predicted results have a certain lag phenomenon. The 
reason is that a model with a gated structure has the ability to retain memory to capture long-term 

relationships, and has a mechanism to reduce vanishing gradients, while a simple RNN erases 

and rewrites the entire memory at each update. Between LSTM and GRU, the gap between the 
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two is small, and the fitting effect of GRU is only 0.2 precent better than that of the LSTM 
network. The reason is that GRU has the advantage of simple structure and less computational 

effort than LSTM. The above experimental results illustrate that the attention mechanism weights 

can help the model to better capture the complex patterns between different time points and help 

to deal with irregular time series. 
 

5.2.2. Combination Model Comparison 

 
The prediction results of introducing the FATCN module are shown in Figure 12,13,14,15. By 

comparison, the model with the introduction of FATCN performs better in each error index, 

indicating that the features processed by TCN have a better effect in prediction. By comparing 
the prediction effect with or without introducing attention, it can be found that the model predicts 

better by introducing the attention mechanism. The reason is that different time points and 

different features in the stock data have different effects on the predicted time points. The stock 

data closer to the prediction point has a greater impact on the prediction point. 
 

Table 3.  Combination Model Results Comparison. 

 

Model RMSE MAE R2 MAPE 

FATCN-RNN 0.0479 0.0269 0.9496 0.0357 

FATCN-LSTM 0.0361 0.0274 0.9584 0.0478 

FATCN-GRU 0.0300 0.0196 0.9840 0.0318 

FATCN-TAGRU 0.0180 0.0129 0.9908 0.0222 

 

 
 

Figure 12. Prediction results of the FATCN-RNN model 
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Figure 13.  Prediction results of the FATCN-LSTM model 

 

 
 

Figure 14.  Prediction results of the FATCN-GRU model 

 

  
 

Figure 15.  Prediction results of the FATCN-TAGRU model 
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5.3. Comparative Analysis of Different Stocks 
 

In order to further examine the generalization ability of the model, three stocks of Apple, Tesla, 

and Amazon and their related news data are used to test the model. 
 

 
 

Figure 16.  Results of an experiment using Google stock 

 

 
 

Figure 17.  Results of an experiment using Amazon stock 



Computer Science & Information Technology (CS & IT)                                        111 

 
 

  
 

Figure 18.  Results of an experiment using Tesla stock 

 
It can be seen that after selecting the data of Apple, Amazon, and Tesla, the coefficient of 

determination of the model has reached more than 0.97. The three evaluation indicators also 

obtained good prediction results under other comparison models. 

 

5.4. Interpretation Of Attention Weights 
 

5.4.1. Feature Attention Weights Explained 

 
Figure 19 shows a heatmap of the feature weights as the model converges. The vertical axis 

represents the characteristics of the stock data, and the horizontal axis represents the historical 

time point, in which time point 7 is the closest to the prediction time, and the depth of the color 

block represents the attention weight. In the convergence process, the weight of "closing price 
after resumption of rights" rises to 0.048 and the weight of "opening price" rises to 0.046, 

indicating that the closer to the prediction time point, the greater the contribution of the stock 

opening price and weighted closing price to the prediction result. The characteristics of "highest 
price", "minimum price" and "volume" have lower weights and have less influence on the 

prediction results. In the real stock trading market, the previous day's opening price and the 

reweighted closing price indicate the initial and final performance of the stock in the previous 

day's market, both of which directly affect the next day's movement [22]. The high and low prices 
represent only the two extreme points during the opening period and do not represent the final 

trend and performance of the stock. Therefore, the domain knowledge is consistent with the 

above experimental results and explains the rationality of the model from the perspective of 
feature importance. 
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Figure 19.  Feature Attention Weights 
 

5.4.2. Time Attention Weights Explained 

 

Figure 20 shows a sample of the temporal attention weight heat map. From the figure, it can be 
seen that the color blocks near the prediction time point are darker in color and have higher 

weights. It indicates that the model mainly focuses on the time steps closer to the prediction time. 

The analysis results in the above figure are consistent with the domain knowledge, which verifies 

the reasonableness of the prediction model in this paper from the perspective of temporal 
importance.  

 

 
 

Figure 20.  Time Attention Weights 

 

6. CONCLUSION 
 

In this work, we propose a TCN that introduces feature attention and a GRU framework that 

introduces time series attention. FATCN is responsible for processing time series data to extract 
deep features, and a feature attention mechanism is introduced to focus on important features, and 

then TAGRU is responsible for predicting frame. Finally, by comparing with other models and 

testing multiple stock data sets, better results are achieved. The results obtained by the model in 

this paper can provide a certain reference value for stock market investors on the microscopic 
level. On the macroscopic level, if risks can be predicted in advance, economic losses can be 
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avoided in advance. In the future, we will try to introduce more sentiment indicators and test the 
effect of the experiment using a two-way structure in the prediction model. 
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ABSTRACT 
 

Artificial neural networks (ANNs) are powerful methods for many hard problems (e.g. image 

classification or time series prediction). However, these models are often difficult to interpret. 
Layer-wise relevance propagation (LRP) is a widely used technique to understand how ANN 

models come to their conclusion and to understand what a model has learned. Here, we focus 

on Echo State Networks (ESNs) as a certain type of recurrent neural networks. ESNs are easy to 

train and only require a small number of trainable parameters. We show how LRP can be 

applied to ESNs to open the black-box. We also show an efficient way of how ESNs can be used 

for image classification: Our ESN model serves as a detector for El Niño Southern Oscillation 

(ENSO) from sea surface temperature anomalies. ENSO is a well-known problem. Here, we use 

this problem to demonstrate how LRP can significantly enhance the explainablility of ESNs. 

 

KEYWORDS 
 

Reservoir Computing, Echo State Networks, Layer-wise Relevance Propagation, Explainable 

AI. 

 

1. INTRODUCTION 
 

Machine learning (ML) provides powerful techniques in the field of artificial intelligence (AI) to 
discover meaningful relationships in all kinds of data. Within machine learning, artificial neural 

networks (ANNs) in shallow and deep architectures are found to be promising and very versatile. 

While these models considerably push the state-of-the-art solutions of many hard problems, they 

tend to produce black-box results that are difficult to interpret even by ML experts. 
Consequently, the question of enhancing the explainability of complex models ("explainable AI" 

or "xAI") has gained a lot of attention in the AI/ML community and stimulated a large amount of 

fundamental research [1], [2]. 
 

In its basic form layers of perceptrons [3] are stacked on top of each other to create a multilayer 

perceptron (MLP) [4]. These models are usually trained using some form of stochastic gradient 

descent (SGD) [5]. The aim is to minimize some objective or loss function. More sophisticated 
architectures e.g. make use of convolutional neural networks (CNNs) [6] or long short term 

memory (LSTM) [7] units to have recurrence in time in so-called recurrent neural networks 

(RNNs). 
In this paper, we focus on geospatial data, which typically feature non-linear relationships among 

observations. In this szenario, ANNs are good candidate models, since ANNs are capable of 

handling complex and non-linear relations by learning from data and training some adjustable 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122008
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weights and biases [8]. In recent years these methods have been used in various ways on 
geospatial data [9], [10], [11]. 

 

The problem with using ANNs on data of the Earth system is that we often only have relatively 

short time series to predict on or a small number of events to learn from. Using sophisticated 
neural networks encounters a large number of trainable parameters and these models are prone to 

overfitting. This requires a lot of expertise and effort to train these models and prevent them from 

getting stuck in local minima of the objective function. Famous techniques are dropout, early 
stopping and regularization [12], [13], [14]. 

 

In this work we overcome these problems by using Echo State Networks (ESNs) [15]. ESNs are a 
certain type of RNNs and have been widely used for time series forecasting [16], [17]. In its basic 

form an ESN consists of an input and an output layer. In between we find a reservoir of sparsely 

connected units. Weights and biases connecting inputs to reservoir units and internal reservoir 

weights and biases are randomly initialized. The input length determines the number of recurrent 
time steps inside the reservoir. We record the final reservoir states and only the output weights 

and bias are trained. But opposed to other types of neural networks, this does not encounter some 

gradient descent methods but is rather done in a closed-form manner by applying linear 
regression of final reservoir states onto desired target values to get the output weights and bias. 

This makes ESN models extremely powerful since they require only a very small number of 

trainable parameters (the output weights and bias). In addition to that, training an ESN is easy, 
fast and leads to stable and reproducible results. This makes them especially suitable for 

applications in the domain of climate and ocean research. 

 

But as long as ESNs remain black-boxes, there is only a low level of trust in the obtained results 
and using these kinds of models is likely to be rejected by domain experts. This can be overcome 

by adopting techniques from computer vision developed for image data to climate data. Layer-

wise relevance propagation (LRP) is a technique to trace the final prediction of a multilayered 
neural network back through its layers until reaching the input space [18], [19]. When applied to 

image classification, this reveals valuable insights in which input pixels have the highest 

relevance for the model to come to its conclusion. 

 
Toms, Barnes and Ebert-Uphoff have shown in their work [20] that LRP can be successfully 

applied to MLP used for classification of events related to some well-known Earth system 

variablity: El Niño Southern Oscillation (ENSO). 
 

This work is inspired by [20] and goes beyond their studies: We also pick the well-known ENSO 

problem [21]. ENSO is found to have some strong zonal structure: It comes with anomalies in the 
sea surface temperature (SST) in Tropical Pacific. This phenomenon is limited to a quite narrow 

range of latitude and some extended region in terms of longitude. We use ESN models for image 

classification on SST anomaly fields. We then open the black-box and apply LRP to ESN 

models, which has not been done before - to the best of our knowledge. 
 

SST anomaly fields used in this work are found to be noisy. For this reason, we focus on a special 

flavour of ESNs, that uses a leaky reservoir because they have been considered to be more 
powerful on noisy input data, compared to standard ESNs [22]. With the help of our LRP 

application to ESNs, we find the leak rate used in reservoir state transition to be a crucial 

parameter determining the memory of the reservoir. Leak rate needs to be chosen appropriately to 
enable ESN models to reach the desired high level of accuracy. 

 

Our models yield competitive results compared to linear regression and MLP used as baselines. 

However, ESN models require significantly less parameters and hence prevent our model from 
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overfitting. We even find our reservoirs to be robust against random permutation of input fields, 
destroying the zonal structure in the underlying ENSO anomalies. 

 

This opens the door to use ESNs on unsolved problems from the domain of climate and ocean 

science and apply further techniques of the toolbox of xAI [23]. 
 

The rest of this work is structured as follows: In Section 2 we briefly introduce basic ESNs and 

focus on reservoir state transition for leaky reservoirs. We then sketch an efficient way to use 
ESN models for image classification. Section 3 outlines the concept of LRP in general before we 

customize LRP for our base ESN models by unfolding the reservoir recurrence. The classification 

of ENSO patterns and the application of LRP to MLP and ESN models is presented in Section 4. 
Our models are not only found to be competitive classifiers but also reveal valuable insights in 

what the models have learned. We show robustness of our ESN model on randomly permuted 

input samples and visualize how the leak rate determines the reservoir memory. Discussion and 

conclusion are found in Section 5, followed by technical details on the used ESN and baseline 
models in the Appendix. 

 

2. ECHO STATE NETWORKS 
 
An ESN is a special type of RNNs and comes with a strong theoretical background [15], [24], 

[25]. ESN models have shown outstanding advantages over other types of RNNs that use gradient 

descent methods for training. We use in this work a shallow ESN architecture consisting of an 

input and output layer. In between we find a single reservoir of sparsely connected units. The 
weights connecting input layer and reservoir plus the input bias terms are randomly initialized 

and kept fixed afterwards. We find some recurrence within the reservoir and reservoir weights 

and biases are also randomly set and not trainable. Reservoir units are sparsely connected with 
sparsity usually in the range of 20-30%. Further constraints are put to the largest Eigenvalue of 

the reservoir weight matrix 𝑊𝑟𝑒𝑠. This is required for the reservoir to be stable and show the so-

called Echo State Property [26]. 

 
Only the output weights and bias are trained by solving a linear regression problem of final 

reservoir states onto desired target outputs. A sketch of a base ESN model is shown in Figure 1. 

 

 
 

Figure 1. Sketch of base ESN: An input and an output layer, in between we find the reservoir. 

 

In our ESN model, 𝑢(𝑡) ∈  ℝ𝐷×1 denotes input values at time 𝑡 with 𝐷 input features. Inputs are 

fed into the model for 𝑇 time steps, hence 𝑡 = 1. . 𝑇. Reservoir states at time 𝑡 = 1. . 𝑇 are 

denoted by 𝑥(𝑡) ∈  ℝ𝑁×1, final reservoir states are obtained as 𝑥(𝑇). The final model output 

𝑦(𝑇) ∈  ℝ𝑀×1 at time 𝑇 has 𝑀 output values. 
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We then find input weights 𝑊𝑖𝑛 ∈  ℝ𝑁×𝐷, connecting 𝐷 input units to 𝑁 reservoir units. 

Reservoir weights are given by 𝑊𝑟𝑒𝑠 ∈  ℝ𝑁×𝑁 and output weights connecting 𝑁 reservoir units to 

𝑀 output units read 𝑊𝑜𝑢𝑡 ∈  ℝ𝑀×𝑁. In addition to weight matrices, we have bias vectors 𝑏𝑖𝑛 ∈
 ℝ𝑁×1, 𝑏𝑟𝑒𝑠 ∈  ℝ𝑁×1 and 𝑏𝑜𝑢𝑡 ∈  ℝ𝑀×1 for input, reservoir and output units, respectively. 

 

We use a leaky reservoir with leak rate 𝛼 ∈  [0, 1], as discussed in [22]. Leak rate serves as 
smoothing constant. The larger the leak rate, the faster reservoir states react to new inputs. In 

other words, the leak rate can be understood as the inverse of the memory time scale of the ESN: 

The larger the leak rate, the faster the reservoir forgets previous time steps’ inputs. The reservoir 
state transition is defined by Equation 1. 

 

𝑥(𝑡) = (1 − 𝛼). 𝑥(𝑡 − 1) + 𝛼. 𝑎𝑐𝑡[𝑊𝑖𝑛𝑢(𝑡) + 𝑏𝑖𝑛  + 𝑊𝑟𝑒𝑠𝑥(𝑡 − 1) + 𝑏𝑟𝑒𝑠]          (1) 

 

Here 𝑎𝑐𝑡(. ) is some activation function, e.g. sigmoid or tanh. From the initial reservoir states 

𝑥(𝑡 = 1) we can then obtain further states 𝑥(𝑡) for 𝑡 = 2. . 𝑇 by keeping a fraction (1 − 𝛼) of the 

previous reservoir state 𝑥(𝑡 − 1). Current time step’s input 𝑊𝑖𝑛𝑢(𝑡) + 𝑏𝑖𝑛as well as recurrence 

inside the reservoir 𝑊𝑟𝑒𝑠𝑥(𝑡 − 1) + 𝑏𝑟𝑒𝑠 are added after applying some activation and 

multiplying with leak rate 𝛼. Reservoir states 𝑥(𝑡) are only defined for 𝑡 =  1. . 𝑇. This requires 

special treatment of 𝑥(𝑡 = 1) as outlined in Equation 2. 

 

𝑥(𝑡 = 1)  =  𝛼 𝑎𝑐𝑡[𝑊𝑖𝑛𝑢(𝑡) + 𝑏𝑖𝑛]          (2) 
 

The model output 𝑦(𝑇) is derived as linear combination of output weights 𝑊𝑜𝑢𝑡  and biases 𝑏𝑜𝑢𝑡  

with final reservoir states 𝑥(𝑇), as shown in Equation 3. 
 

𝑦(𝑇)  =  𝑊𝑜𝑢𝑡  𝑥(𝑇)  +  𝑏𝑜𝑢𝑡           (3) 

 

This is a linear problem that can be solved in a closed-form manner with multi-linear regression 
minimizing mean squared error to obtain trained output weights and biases. 

 

 
 

Figure 2. In the upper part we show a synthetic 2D input sample consisting of D input features and T time 

steps. Feeding the sample column by column into the base ESN model requires breaking the sample into 
columns. In the lower part we show inputs for the first four time steps. 

 

ESN models have been widely used for time series forecasting [16], [17]. The idea is to feed a 

single signal or multiple time series of a specific length 𝑇 into the model. In our work we want to 
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use 2D image data as input samples. This can be done in various ways. One possibility it to 
flatten 2D image data to obtain a one-dimensional vector and then couple each input to one 

reservoir unit in the first time step. Without adding additional inputs, the reservoir then swings 

for some time steps to unfold its dynamics [27]. In this approach the number of reservoir units is 

directly linked to the number of input units. For high dimensional input data reservoirs can hence 
become quite large. As mentioned above, we need to put some constraint on the largest 

Eigenvalue of the reservoir weight matrix 𝑊𝑟𝑒𝑠 for stability reasons. Getting the largest 

Eigenvalue becomes computationally intensive for huge reservoirs and we therefore chose a 
different approach: 

 

Here we transform images into a temporal signal. This is done by transforming one of the spatial 
dimensions (longitude) to a temporal one and passing 2D images column-wise into a base ESN 

model [28]. This is sketched in Figure 2.Feeding an image with dimensions 𝐷 ×  𝑇 into a base 

ESN model is equivalent to having 𝐷 input time series with length 𝑇. This allows using ESN 

models for image classification. 
 

3. LAYER-WISE RELEVANCE PROPAGATION 
 

LRP was first introduced by Bach et al. in 2015 [18]. LRP aims at understanding decisions of 

non-linear classifiers like ANNs. It can be used on classification and regression problems. This 
technique opens the black-box by visualizing the contributions of single input units to model 

predictions. Resulting relevance scores for an individual input sample can be presented as a heat 

map and give an intuitive understanding of which parts of the input sample have the highest 
relevance. 

 

LRP has been successfully applied to various network architectures including MLP, CNN or 
LSTM models [20], [29]. But to the best of our knowledge, LRP has not been used for ESN 

models. In this section we will briefly repeat the general idea behind LRP before we customize 

this technique for using it on base ESN models.  

 

3.1. General idea of LRP 
 
LRP, as presented in [18], does not provide some closed-form solution but rather comes as a set 

of constraints. Used on image data it serves as a concept for achieving a pixel-wise 

decomposition of the final model output 𝑦(𝑇), as stated in Equation 4. 

 

𝑦(𝑇) = ∑ 𝑅𝑛
(1)

𝑛           (4) 

 

The model output 𝑦(𝑇) is taken as the final or total relevance. The ultimate goal is to decompose 

the final relevance and find the contributions 𝑅𝑛
(1)

, also referred to as relevance score of each of 

the n input pixels. Here superscript (1) refers to the first layer, which is the input layer. 

 
To achieve that goal the relevance is traced back from the output layer all the way through lower 

layers until we finally reach the input layer. In addition to Equation 4 the second constraint is 

stated in Equation 5. 

 

𝑦(𝑇) = ⋯ = ∑ 𝑅𝑗
(𝑙+1)

𝑗 = ∑ 𝑅𝑖
(𝑙)

𝑖 = ⋯ = ∑ 𝑅𝑛
(1)

𝑛           (5) 

 
This framework guarantees total relevance to be preserved in each layer. For calculating the 

relevance map for an individual input sample, the trained model weights and biases are fixed. We 
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then start with the model output as final relevance. A common approach for tracing relevance 
back through lower layers is by taking only positive contributions of pre-activations into account. 

This clearly satisfies constraints in Equations 4 and 5. An example is sketched in Figure 3. 

 

 
 

Figure 3. Illustrating the general idea behind LRP: Relevance is traced back from higher to lower layers. 

 

Assume units 𝑗 = 1 and 𝑗 = 2 of layer (𝑙 + 1) have known relevance scores 𝑅1
(𝑙+1)

 and 𝑅2
(𝑙+1)

, 

respectively. This relevance is now distributed on units 𝑖 = 1, 2, 3 of layer (𝑙). Unit 𝑖 = 1 ends up 

having relevance 𝑅1
(𝑙)

from two contributions, as stated in Equation 6: One from unit 𝑗 = 1 and 

one from unit 𝑗 = 2 of layer (𝑙 + 1), indicated by solid blue and red lines in Figure 3, 

respectively. 
 

𝑅1
(𝑙)

= (
𝑎1𝑤1:1

𝑎1𝑤1:1+𝑎2𝑤2:1+𝑎3𝑤3:1
) 𝑅1

(𝑙+1)
+ (

𝑎1𝑤1:2

𝑎1𝑤1:2+𝑎2𝑤2:2+𝑎3𝑤3:2
) 𝑅2

(𝑙+1)
          (6) 

 

Here 𝑎1, 𝑎2 and 𝑎3 denote activations of units 𝑖 = 1,2,3 of layer (𝑙), respectively and 𝑤𝑖:𝑗  

denotes the weight connecting some unit 𝑖 from layer (𝑙) with some unit 𝑗 from subsequent layer 

(𝑙 + 1). This can be simplified using𝑧𝑖𝑗
+ = max (𝑎𝑖𝑤𝑖:𝑗 , 0), where + denotes that we only 

consider positive contributions. Relevance 𝑅𝑖=𝑖0

(𝑙)
for a unit 𝑖0 oflayer (𝑙) is stated in Equation 7. 

 

𝑅𝑖=𝑖0

(𝑙)
= ∑

𝑧𝑖0𝑗
+

∑ 𝑧𝑖𝑗
+

𝑖
𝑗 𝑅𝑗

(𝑙+1)
          (7) 

 

3.2. LRP customized for ESN models 
 

Applying LRP to ESNs requires extending the basic methodology described in Section 3.1. Our 
ESN model consists of an input and an output layer. In between we have the reservoir with 

recurrence in time. Before we can apply LRP, we need to unfold the reservoir dynamics. Feeding 

an image consisting of 𝑇 columns into a base ESN model leads to 𝑇 time steps to be treated as 

individual layers. Accordingly, we have inputs 𝑢(𝑡) ∈  ℝ𝐷×1 for time steps 𝑡 = 1. . 𝑇 with 𝐷 
input features. 

 

In Section 2 we introduced our base ESN model including a leaky reservoir with leak rate 𝛼. 

Reservoir state transitions for time steps 𝑡 = 2. . 𝑇 have been stated in Equation 1. The initial 

reservoir states 𝑥(1) are somewhat special, since there are no previous time step’s reservoir states 
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𝑥(0), as we have seen in Equation 2. Figure 4 shows unfolded reservoir dynamics. In addition to 
that we decomposed reservoir state transitions to visualize distinct contributions separately. As 

soon as we have trained our base ESN model, the sketch in Figure 4 can be used to understand 

how the model output is calculated by forward passing an input sample through the network: In 

this example we have 𝐷 = 5 input features in every time step (shaded yellow), denoted as 𝑢(𝑡) 

for 𝑡 = 1. . 𝑇. For simplicity we further assume to only have six reservoir units providing 

reservoir states 𝑥(𝑡) for 𝑡 = 1. . 𝑇 (shaded red). Reservoir states multiplied with (1 − 𝛼) 

contribute to subsequent time step’s reservoir states, as sketched in the lower track of Figure 4. 

The second contribution is given by 𝛼 𝑎𝑐𝑡(. ). Here 𝑎𝑐𝑡(. ) (shaded blue) is some appropriate 

activation function (e.g.sigmoid or tanh) and takes as argument the current time step’s input 

𝑊𝑖𝑛𝑢(𝑡) + 𝑏𝑖𝑛plus incorporates the recurrence inside the reservoir 𝑊𝑟𝑒𝑠𝑥(𝑡 − 1) + 𝑏𝑟𝑒𝑠. Once 

we calculated final reservoir states 𝑥(𝑇) we obtain model output 𝑦(𝑇) as seen in Equation 3 
using trained output weights and bias. 

 

 
 

Figure 4. Unfolding our base ESN model in time. 

 
But Figure 4 also illustrates how LRP works for our base ESN model. As usual, we pick an 

individual input sample and take the model output as final relevance. We then move backwards 

through all time steps. Opposed to the general concept of LRP, total relevance is not constant 

from time step to time step. Instead, a part of the total relevance is attributed to each time step’s 

input 𝑢(𝑡) and only the remaining relevance is passed on until we reach the initial input 𝑢(1). 

The initial input is special in a way, that it absorbs all residual relevance. For 𝐷 input features we 

have 𝑢(𝑡) = (𝑢1(𝑡), 𝑢2(𝑡), . . , 𝑢𝐷(𝑡))𝑇 ∈ ℝ𝐷×1 for each time step 𝑡 =  1. . 𝑇. And accordingly, 

we obtain relevance scores 𝑅(𝑡) = (𝑅1
(𝑡)

, 𝑅2
(𝑡)

, . . , 𝑅𝐷
(𝑡)

)𝑇 ∈ ℝ𝐷×1. These column vectors of 

relevance scores 𝑅(𝑡) need to be combined to get the final relevance map 𝑅 ∈ ℝ𝐷×𝑇 , which can 

be visualized as heat map having the same dimensions as the input samples. Thus, total relevance 

is still preserved if we customize LRP to ESN models. However, Equations 4 and 5 need to be 

modified and can be combined to Equation 8. 
 

𝑦(𝑇) = ∑ 𝑅(𝑡)
𝑡 = ∑ ∑ 𝑅𝑑

(𝑡)
𝑑𝑡           (8) 

 

The final model output 𝑦(𝑇) is taken as total relevance and equals the sum of relevance scores 

𝑅𝑑
(𝑡)

 with 𝑡 = 1. . 𝑇 and 𝑑 = 1. . 𝐷. But as mentioned above, the initial input 𝑢(1) absorbs all 

residual relevance. The residual relevance itself depends on the amount of relevance, that has 

already been attributed to all other time steps’ inputs 𝑢(2), . . , 𝑢(𝑇). The speed of decay for total 

relevance, as it is passed through the layers in a descending order, is controlled by leak rate 𝛼. 

The role of 𝛼 as memory parameter has been discussed in Section 2. If α is chosen too low, we 
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find an unreasonably high amount of residual relevance to be assigned to the initial input 𝑢(1). 
To overcome this problem, we add a dummy column of ones as initial column to all input 

samples. This does not affect model performance, since the additional column is identical for all 

samples. The relevance 𝑅(1) attributed to the dummy column is meaningless in the overall 

relevance map 𝑅 and can be omitted. 

 

4. APPLICATION TO ENSO 
 
In this section we will briefly recap the main characteristics of ENSO. Additional details on 

ENSO can be found e.g. in [20], [21]. We then show results from using MLP and our base ESN 

model for classifying 2D input samples and open the black-box by applying LRP as described in 
Sections 3.1. and 3.2. We intentionally choose ENSO as well-known problem to gain confidence 

in our model and methodology to open the door for applying LRP and further xAI techniques 

with ESN models on unsolved problems in the context of Earth system and climate research. 
 

4.1. ENSO Patterns 
 
For our studies we use measured monthly mean SST for the years 1880 through 2021, provided 

by US National Oceanic and Atmospheric Administration. Raw data comes in a 2° by 2° latitude-

longitude grid. Each sample consists of 89 × 180 grid points. 

 
There are several indices used to monitor the sea surface temperature in the Tropical Pacific. All 

of these indices are based on SST anomalies averaged across a given region. Usually, the 

anomalies are computed relative to a seasonal cycle estimated from some reference period 
(climatology) of 30 years (here 1980 through 2009). For our purpose we use SST anomalies 

averaged over the most commonly used Niño 3.4 region (5°N–5°S, 120–170°W), normalized by 

its standard deviation over the reference period to obtain a SST anomaly index used to define El 
Niño and La Niña events, which are associated with anomalous warm and cold SST, respectively. 

The index is shown in Figure 5.  

 

 
 

Figure 5. SST anomaly index used to define El Niño and La Niña events. 

 

El Niño is referred to index values ≥ 0.5 (red), whereas La Niña events are referred to index 

values ≤ −0.5 (blue). In between we find neutral states, which are not considered here for 

classification. The SST anomaly index is used for labelling input samples and also as a single 

continuous target. In the time span from 1880 through 2021 we have a total number of 1,041 
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samples and split data into train and validation samples, using the first 80% for training (832 
samples) and remaining 20% for validation (209 samples).Composite average SST anomaly 

patterns for El Niño and La Niña are shown in Figure 6. 

 

 
 

Figure 6. Composite average SST anomaly patterns for El Niño (left-hand side) and La Niña (right-hand 

side) events. Niño 3.4 region is highlighted by a black rectangle. 

 

4.2. Classification and LRP 
 
As described in Section 4.1 we train our models on 832 SST anomaly fields, where each input 

sample has dimensions 89 × 180 (latitude x longitude). SST is not defined over land masses. 

This reduces the number of valid grid points. Raw data shows some unreasonably high or low 

values: Here we limit SST anomalies to the range of [−5°𝐶, 5°𝐶]. Values exceeding these limits 
are set to upper and lower bound, respectively. 

 

For our baseline models (linear regression and MLP) we vectorize valid grid points as inputs. 

SST anomalies are scaled to [−1, 1]. In any case we use the normalized SST anomaly index 
shown in Figure 5 as single continuous target. We then transform this regression problem to fit 

our classification problem by creating binary predictions from model output: Positive predictions 

refer to El Niño, whereas negative predictions refer to La El Niña events. 
 

With this setup we easily reach 100% classification accuracy on both, El Niño and La Niña 

samples from train and validation data. This perfection was expected, as already shown in [20] 

and is due to the simplicity of the underlying problem. 
 

For the base ESN model, we do not flatten input samples, as done for the linear regression and 

MLP approach. Instead, we feed 2D SST anomaly fields into our model and use longitude as time 
dimension. In other words, we have 89 input features, each consisting of 180 time steps. We deal 

with invalid grid points by setting SST anomalies to zero after scaling to inputs to [−1, 1]. Again, 

we use normalized SST anomaly index as single continuous target and create binary predictions 

from model output. Reservoir’s leak rate is set to 𝛼 = 0.01. 
 

This also leads to perfect accuracy on El Niño and La Niña, at least on train data. Validation 

accuracy is found to be 99% for both, El Niño and La Niña. We then focus on El Niño, for which 
we show the mean relevance maps obtained from MLP and our base ESN model, averaged over 

all train samples in Figure 7. 
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Figure 7. Mean relevance (normalized, unitless) obtained from LRP with MLP (left-hand side) and our 

base ESN model (right-hand side) on El Niño train samples. 

 

We find the MLP to put its focus only on some narrow, elliptical region inside the Niño region in 
the Tropical Pacific. This was also found in [20] and appears to be reasonable and efficient to 

discriminate El Niño from La Niña samples. Compared to that, the mean relevance map obtained 

from our base ESN model also emphasizes the same spot to come to its conclusion. But in 
addition to that, we find significantly more structure in mean relevance highlighting other spots 

outside Niño region to be relevant. High relevance scores are attributed to the area between South 

Africa and Antarctica. 

 

4.3. Random Permutation 
 
ENSO patterns show some strong zonal structure: SST anomalies for both, El Niño and La Niña, 

are concentrated on some narrow range in latitude and some extended region in longitude. If we 

want to use our base ESN model to unknown problems, we need to make sure that this approach 

is also working without having such characteristic zonal structure present. To proof this, we 
apply some random (but reversible!) permutation on the columns of all input samples before 

training our model, to shuffle the order in time. The result is shown in Figure 8. 

 

 
 

Figure 8. Composite average SST anomaly patterns for El Niño (left-hand side) and the same average SST 

anomaly AFTER some random permutation of columns (right-hand side). 

 

We then train our base ESN model with unchanged parameters and apply LRP on permuted 

inputs. The obtained mean relevance map calculated on all El Niño train samples is shown in 

Figure 9. To restore some more familiar mean relevance map, the permutation needs to be 
reversed. The result is also shown in in Figure 9. 
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Figure 9. Mean relevance (normalized, unitless) obtained from LRP with base ESN model on PERMUTED 

El Niño train samples (left-hand side). And restored mean relevance after REVERSED permutation (right-

hand side). 

 
We find the restored mean relevance map to resemble the original mean relevance map, shown 

in Figure 7. This clearly proofs that our approach to pass 2D image data into base ESN models 

does not rely on the underlying structure in the input data. We also find the same accuracy for 

base ESN models trained with or without permuting input columns. This empowers Echo State 
Networks to be used on unknown problems in the context of climate and ocean science in 

combination with xAI techniques. 

 

4.4. Fading Memory 
 

In Section 2 we introduced the reservoir state transition as defined by Equation 1. Leak rate 𝛼 is 
found to be a crucial parameter. It determines the memory of the reservoir and can be seen as the 

inverse of the memory time scale of the ESN: The larger the leak rate, the faster the reservoir 

forgets previous time steps’ inputs. Here we use 2D input samples with 𝑇 = 180 time steps for 
our base ESN model. In other words, we feed a 2D input sample column by column into the 

model, starting on the left-hand side. This procedure requires 𝛼 to be chosen low enough to 

enable the reservoir to remember inputs from all time steps. This is especially important if we 

apply our method to unknown problems, since we do not know in advance which time steps are 
most relevant for achieving optimal performance. 
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Figure 10. Fading memory effect: Mean relevance (normalized, unitless) obtained from LRP with base 

ESN model on El Niño train samples for α = 0.01 (A), 0.05 (B), 0.2 (C) and 0.4 (D), respectively. 

 
With increasing leak rate, the reservoir memory fades. This effect is visualized in Figure 10. Here 

we show mean relevance maps for El Niño obtained from ESN models trained with four different 

leak rates 𝛼 = 0.01, 0.05, 0.2 and 0.4, respectively. For 𝛼 = 0.01 and 0.05 we find classification 
accuracy on train samples to be 100%, while validation accuracy reaches 99%. Accordingly, we 

observe high relevance in the Tropical Pacific region, as seen in relevance maps (A) and (B) in 

Figure 10. This appears to be reasonable for discriminating ENSO patterns. With further 

increasing𝛼 = 0.2 and 0.4 the validation accuracy drops to 95% and 58%, respectively. Mean 
relevance maps (C) and (D) in Figure 10 explain this decline in model performance: The 

reservoir simply loses its memory of former input time steps and we find nonzero relevance 

concentrated on the right-hand side of the relevance maps, representing later time steps. For 𝛼 =
0.4 the model fails to distinguish between El Niño and La Niña samples. An accuracy of only 
58% is close to random guessing. 

 

5. DISCUSSION AND CONCLUSION 
 
In this work we successfully used ESNs for image classification and applied LRP to this special 

type of RNNs, which has not been done before. This enabled us to look inside the model and 

understand, what the model has learned. LRP is a well-known approach and belongs to the xAI 
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toolbox. Using this technique on a reservoir with 𝑇 = 180 time steps is challenging, but possible. 

Our proposed LRP customized for ESNs also empowers to study the effect of leak rate 𝛼. We 

found out that 𝛼 needs to be chosen appropriately to allow the model to take inputs from all time 

steps into account. 

 
Compared to MLP, mean relevance maps obtained from our ESN model reveal additional 

structure in terms of high relevance scores outside the Niño region. This needs to be further 

investigated and could point out existing teleconnections and help to find, where else ENSO 
leaves its footprint. 

 

We find accuracy to be competitive compared to baseline models (linear regression and MLP). 

The advantage of ESNs is the low number of trainable parameters, which makes them fast and, 
thus, easy to train. In addition, our permutation experiments show, that ESN models yield 

reproducible and stable results. This even holds true if we only have limited train data, as often in 

the domain of Earth system and climate research. So, we can combine the advantages of ESN 
models with the power of the broad xAI toolbox. Further techniques to be applied to ESN models 

on similar problems may be backward optimization, sensitivity analysis or salience maps. 

 
Beyond application to geospatial data, similar ESN models could be used for time series 

prediction: Instead of feeding 2D images into the model, we may pass a certain number of 

climate indices with specific input length to an ESN model and LRP could serve as an alternative 

for the temporal attention mechanism often used in the context of LSTM sequence-to-sequence 
models. In this way ESN models have good prospects to help understanding known 

teleconnections in atmospheric science or to find new relationships. 

 

APPENDIX: MODEL DETAILS 
 

In this section we briefly present some technical details on the multilayer perceptron used as 

baseline model and on our ESN model. The MLP was trained on vectorized SST anomaly fields, 

where we only considered valid grid points. In this case we worked with 10,988 input values for 
each sample. The input layer of the MLP consists of the same number of input units. We then 

have two hidden layers of 8 units each and finally one output unit. For a fully connected MLP we 

end up with 87,993 trainable weights and biases. We used a linear activation function (identity) 

for all layers and the Adam optimizer [30] with constant learning rate 𝑙𝑟 = 0.0005. The model 

was trained over 30 epochs with a batch size of 10. Since we have a regression problem using 

continuous SST anomaly index as single target, we took the mean squared difference of model 

output and ground truth as loss function, also referred to as mean squared error loss. 
 

For our base ESN model, the number of reservoir units is set to 𝑛𝑟𝑒𝑠 = 300. Input and reservoir 

weights and biases are drawn from a random uniform distribution in [−0.1, 0.1]. Reservoir units 

are only sparsely connected with 𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦 = 0.3. After initialization the reservoir weights are 
normalized: The largest Eigenvalue of the reservoir weight matrix is set to 0.8. Leak rate is set to 

𝛼 = 0.01. As activation in the reservoir state transition, we use tanh. With this setup our base 

ESN model only requires 300 trainable output weights plus one output bias, which is significantly 
less compared to 87,993 trainable parameters for the MLP model. 

 

Raw data used in this work has been uploaded to Zenodo [31]. Annotated Python code can be 
found in our GitHub repository [32]. 
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ABSTRACT 

 
Recently, we have discovered when a person is using their computer, they often begin to lean 

forward toward the screen without noticing. Leaning forward can cause many problems in their 

body, especially to the back bone known as spinal tendonitis, and the problem can spread 

throughout the entire body [1][2]. I created an app to warn users to sit up straight when they 

lean toward the screen too much, effectively protecting them from damaging their back bone. 

This app uses deep learning to calculate the body posture, and draw an imaginary triangle 

between the shoulders, hips, and knees [3]. The point at the hips is most vital in calculating the 

angle of the body. This app takes pictures in a given interval of time (by default 30 second), 

when the body leans forward, this angle decreases, and when the angle becomes lower than a 

given amount (by default 30 degrees), it will send a warning message to ask the user to fix their 

sitting posture [4]. 

 

KEYWORDS 

 
Machine Learning, Application, Spinal Tendonitis. 

 

1. INTRODUCTION 

 
Individuals who use computers consistently are more likely to notice their tendons and muscles,  

primarily in the back and neck, deteriorate over time. These problems are just the beginning as 

many start with pain in one region of the body that then spreads to different parts of their bodies 
affecting an individual’s overall productivity. Correcting sitting posture has recently been 

popularized. In order to prevent leaning, someone needs to keep track of how the computer user is 

sitting and fix his or her posture when leaning forward. However, no person can monitor the 

computer user for a long time, as they may have some other tasks to do. Therefore, it is 
important to develop an app able to detect the sitting posture and send a warning when bad 

sitting posture has been detected. The benefits of using this app are being able to correct bad 

sitting posture and having a better understanding of how often a person leans forward while 
using their computer. However, the consequences of using this app include misdetection when 

the app sends a warning message when the subject is not leaning forward. In addition, the app 

cannot always catch all cases of the person leaning forward. This can result in-app notification 

spams if the person does not fix the sitting posture which could in turn affect the user’s working 
environment. 

http://airccse.org/cscp.html
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Some pose estimation techniques and systems have been proposed to detect the sitting posture; 
however, these proposals assume the user is sitting on a chair upright, which is rarely the case in 

practice. The estimation implementations are also limited in scale, with samples only given for 

sitting on the ground or bending knees upward. Other techniques, such as calculating the angle 

between the imaginary triangle, is used to determine if the person is leaning or not. To reduce 
complexity, the current algorithm used in these techniques cannot be too sophisticated and often 

results in errors in processing the picture and the angles of the sitting position. A second practical 

problem is that some users find it hard to understand how to use these methods, such as where to 
put the camera and the optimal application for maximum effectiveness of the detecting method. 

 

In this paper, we follow the same line of research by finding how to detect a person’s sitting 
posture [5]. Our goal is to figure out if a person is leaning too far forward or not. Our method is 

inspired by deep learning to detect the pose of a person. In order to do this effectively and 

efficiently, the program will locate points of the sitting person’s body, mainly by machine 

learning to determine where the person usually sits and the location of their body parts. Second, 
it will locate the person’s ears, hips, and knees and remember those points. Third, the app forms 

a triangle with the three points and calculates the angle of the point at the hips to get the angle 

measure result. Therefore, we believe that the calculation of the angle can help detect the sitting 
posture of a person and decide if he/she is leaning or not. This helps by figuring out how a 

person is sitting in their seat and if they are bending or not. If a person is found leaning forward, 

by notifying the angle is low enough, it will send a warning to tell the user to fix their sitting 
posture [6]. 

 

In two application scenarios, we demonstrate how the above combination of techniques increase 

the accuracy of finding out the sitting posture and the effectiveness of the detecting system. First, 
the usefulness of our approach will be proven by a comprehensive case study on the evolution of 

AI and deep learning to define where each part of the body of the user is located [7]. Second, we 

will analyze the evolution of motion detection in calculating the sitting posture of the person 
sitting in his/her chair. The coordinates of the points marked are accessible using the API 

provided and readable by code. An equation is used to find out what angle the person is leaning.  

The equation contains division ensuring a zero (0) is not allowed in the denominator. If the 

denominator produces a zero, the calculation for this image is automatically canceled and a 
warning message is returned to the end user. Whenever the AI fails to mark all of the points 

required for calculation, the equation will be automatically voided and will assume the user did 

not lean too much forward even if the person does. The AI still have some problems of detecting 
the person’s body components and often result in not marking the points correctly due to 

environmental factors that can misunderstand the AI’s detecting knowledge, such as too bright or 

dark, similar color the the person’s clothing to the objects around, and objects blocking the 
camera’s vision. We are still finding ways to overcome these obstacles and increase the accuracy 

of the camera. The camera we used does not have a high resolution and makes the AI somewhat 

harder to see things correctly. 

 
This paper will be describing the project in more detail and will be organized in the following 

structure: The next section described the details on the challenges that we met during the 

experiment and designing the sample; Section 3 is focused on our solutions to overcome the 
challenges that we encountered and mentioned in Section 2; Section 4 presents how each 

challenges are overcome step by step, and followed by presenting the related work made by other 

people in Section 5. And, finally, Section 6 concludes this paper by briefly going over the 
contents on the paper again, and pointing out the future works that we be do to improve the 

project. 
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2. CHALLENGES 

 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. Building, installing, and setting up the Raspberry Pi 
 

The first challenge I encountered was building, installing, and setting up the Raspberry Pi. The 

first step was to buy all the parts necessary to build the Raspberry Pi: A Raspberry Pi computer 
with an SD card or micro SD card, a monitor with a cable and HDMI adapter, a USB keyboard 

and mouse, and a reliable power supply. After reading a quick tutorial, the build went pretty 

smoothly which solved most of the hardware issues. Unfortunately, the software installation was 

much more challenging. I quickly found out that I was unfamiliar with the Linux Debian-based 
operating system [8]. I used YouTube tutorials to guide me through how to use the Linux 

operating system, and, after some basic command prompts and reboots, the single board 

computer was ready to use. In order to set it up, I need to set it up with the remote control. I 
installed VNC viewer, an app on Windows computers to access Raspberry Pi remote control 

using wifi. 

  

2.2. How to use AI 
 

Another challenge I faced was researching how to use AI to detect where each body part of the 
user is located in the image. After capturing an image of the subject’s entire body, the app 

automatically displays the coordinates of the triangular points on the image. Lines are then 

virtually drawn between the coordinates of the points given. Only the points that are very 
necessary are connected, and these points are then calculated in order to determine the path of 

the lines. The detection gives the computer data to analyze how the person is sitting and if the 

person is leaning too much forward. The module sometimes did not recognize the position due to 
the limited angle of the camera. An additional roadblock was the fact that if the color of the 

clothes was similar to the background then detection was often more inaccurate. We adapted the 

app to take a video and picked out the best frames from video instead of only taking a picture. 

The AI image recognition then produced results with much better accuracy during the real-time 
process. 

 

2.3. Setting the programming environment up 
 

The final and last challenge was setting the programming environment up. The operating system 

of this Raspberry Pi is Rasbian [9]. It is called Rasbian because it is an alternative version of the 
Debian system, and, therefore, most of the reliability libraries cannot be easily installed with pip.  

Pip is a library that contains codes that are used for taking images. In order to solve this problem, I 

need to look for different wheel files to identify any problems or errors that may occur during 
programming. Wheel files are used to determine the function and execution of each pip library. 

If there is a slight mistake in the coding of the wheel files, then the pip library will also fail, so it 

is essential to ensure the wheel files are set up correctly before continuing with any additional 

programming. For each step taken, I used research to find out how calculation and code works, 
and used my own programming skills to perfect the code. 

 

3. SOLUTION 
 
After successfully conquering the three challenges above, I was able to create a system that 

efficiently and effectively determined the sitting position of the user. At first, when the camera is 

set up, it is connected to Raspberry Pi and ready to take pictures. I then run the program in the 
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computer Linux terminal, but not the IDE terminal because TensorFlow does not work in IDE as 
the IDE terminal is not allowed to modify files and TensorFlow requires the plotting the dots and 

drawing the lines [10]. The TensorFlow function also returns the coordinates of the points 

marked relative to the image, which can be used for more purposes than just marking on the 

image. The dataset of the coordinates of the points marked are later put into the looping function 
that runs the calculation of the angle located at the hips. I found the equation online that results 

in the angle of one point, and assumed the hip to be that point and result in the angle. However, 

the dataset can sometimes not contain the coordinated required points either because it is out of 
image or blocked by another object in between the camera and the person. In response, I decided 

to implement the try function that will let the compiler verify if the code in this segment is able 

to run (contains all the points needed) or not. If any required points are found missing, the try 
function will determine it not to work and skip the function, I default this to a normal sitting 

posture if the equation will not run. If the angle is found to be less than 60 degrees, the alert 

message will appear, asking the user to realize their sitting posture and fix it back to the upright 

position. 
 

 
 

Figure 1. Overview of the solution 

 

I used a Raspberry Pi Camera Module 2 and a code library so the images captured from the 

camera would automatically save onto the Raspberry Pi computer. In order to increase the 
accuracy of the position calculations I then instructed the camera to capture requires a camera 

installed to the Raspberry Pi to take videos instead of pictures then draw lines that connect the 

three major points plotted between the user’s ears, hips, and knees. In addition to the hardware 
components such as the Raspberry Pi and Camera Module 2, I also used machine learning from 

TensorFlow to mark the body components that are used to define the angle of the person sitting. 

It can also mark other main components, such as eyes, nose, and feet, but those are not necessary 

for the sitting pose application. While the camera on my Raspberry Pi console is low and 
sometimes cannot see that well, it caused some problems while I’m testing my app. The program 

will send the message to the user’s screen when leaning too much, prompting the user to fix their 

sitting posture. It currently only shows up in the computer’s command console and does not 
always appear at the window in the top layer, it can be blocked by other windows. However, 

when used in modified applications, it is possible to show the message in a new window that 

pops out when bad sitting posture is detected. I developed this application using a python IDE 

canned Thonny Py, it is simple to use and, suitable for some advanced code development. Some 
obstacles in using Raspberry Pi are low performance, the demand of online searches, and 

unfamiliarity with the operating system. The low performances are natural to Raspberry Pi since 

it is a small computer that uses low-end hard-wares, this causes some limitation on the variety of 
the application that can be created, but it is suitable for the sitting pose detection. Online searches 

are done for the resources needed and how to build and use the code. They are essential for the 

creation of usable code and to modify the code to make it fit for the application. I’m also not 
familiar with Rasbian, or the operating system of Raspberry Pi, which I need to do research on 

how to use the operating system. Rasbian mostly uses the controls of Windows, but its terminal 

is based on Linux, which I’m not familiar with, for example, when I used ctrl+c and ctrl+v it 
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didn't work and I must use right click and select from the menu to operate copy and paste. The 
console can perform actions that cannot be done inside the programming IDE and are often run 

by a shortcut on the main screen. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

At first, I used a Pi Camera to take the picture, but it was blurry and tinted reddish, this was 

because of the specification and the lens of the camera. I first took a picture of myself and found 

out that the lines are drawn incorrectly and some dots are missing because of my camera. 

However, if the person is visible enough, the program works as it is intended and draws lines 
along my body. It shows TensorFlow can actually be used to detect the posture of the person 

sitting and know the angle that the person is leaning too forward or backward. 

 
After the computer draws lines on the image using TensorFlow, it appears to give out the 

coordinates of the points on the image. The coordinates can be used to fill in an equation to 

calculate the angle of the person is leaning. The equation is being used to calculate the angle of 

the three dots formed as a result of the angle taken on the hips. I first tested out sitting straight up 
and it showed my angle of tilt is about 90 degrees, which is the perfect angle. While also some 

pictures, since not all three points are marked, did not fulfill the inputs the equation needed, and 

the program crashed. The program often said that I cannot divide by zero and the program will 
not be working consistently. The error was due to the missing number of the points taken since 

some parts of the body cannot be analyzed. 

 
I later rewrote the code to prevent the error from affecting the code running and stopping the 

code. I added the try method to catch the error if the code is interrupted by division by zero. With 

the new code in place, even if not all three dots are marked, the program will not crash, but rather 

not show the message if the person is leaning too much forward. It can keep the program running 
even after a point is missing, and prevent it from crashing. It also takes work from providing an 

alternative procedure for the code to execute when it is not able to operate properly. 

 
When I run the test again, the program works as it is intended, it warns me when the angle is too 

low, or lower than 60 degrees. The program keeps running without crashing when something 

wrong with the marking point happens. It can be configured to show an error message on the 
console while still running, and notice other developers that something is wrong, such as not all 

required points are marked, asking them to consider testing in a better environment that is more 

free from being blocked by objects such as the chair. When I fix my back position to upright, the 
message disappears and is no longer sent in the console. However, the display window is still not 

implemented so the message still appears in the console, which can sometimes be blocked by 

other windows open. I’m still finding resources to help me implement the displaying of the 

warning message in a separate window. 
 

When I find ways to build and install Raspberry Pi, I first build my Raspberry Pi computer with 

my instructor to install the parts of the computer into its provided shell. To set Raspberry Pi up, I 
followed the instructions given by my instructor and on the display screen of my Raspberry Pi to 

install the operating system. I later take some time to explore and get to know how to use the 

newly installed Raspberry Pi and its operating system. Once I started designing the application, I 
realized that I will need an AI library installed to take pictures and mark the body parts. I 

researched on the internet for an AI usable by Raspberry Pi to detect the person’s sitting posture,  

and I found TensorFlow as my option. TensorFlow allows me to detect how a person’s posture is, 
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like standing, sitting, or anything that involves moving. I finally researched for the equation to 
calculate the angle of the person sitting and made the code function as I tendered to. 

 

5. RELATED WORK 
 

Poor sitting posture has led to a variety of spinal disorders, per the research on A sitting posture 
recognition system based on 3 axis accelerometer [11]. It uses a tri-axial accelerometer to 

measure how a person is sitting by attaching the accelerometer on the back of the subject's neck 

to measure 5 types of sitting posture. It uses an accelerometer attached to the person instead of a 
camera taking pictures of the person which mine does. It has a better ability to detect the person 

as it is attached to the subject directly instead of taking a picture and evaluating how the person 

is sitting. 

 
A method to predict 3D positions of body joints is from a research called Real-time human pose 

recognition in parts from single depth images [12]. It involves mapping the difficult pose 
estimation problem into a simple per-pixel classification problem. These methods also use images 

to determine if a person is leaning too forward or not, and makes use of the camera's estimation of 

the person’s body parts. However, it also involves turning the image into a simpler per-pixel 

detection than just marking points on a natural image. The program makes better use of the image 
detection and body mapping functions by giving the computer an easier reading of the image and 

the body. 

 
Personalized services that improve the living environment of a person involve sitting posture, the 

project Sitting posture analysis by pressure sensors shows how to use pressure sensors on the 

seat to determine how a person is sitting [13]. The classification rate of an unknown person is 
about 93.9%, compared to about 98.9% for a known person. The project involves using a 

pressure sensor on the user’s seat that receives information by the weight of the person sitting on 

it, the weight changes when the person is sitting in different postures and can detect 9 different 

postures. The body weight measurement tends to be less accurate than using camera detection 
because body weight pressure on the sensor may not determine the sitting posture in an 

understandable way. 

 

6. CONCLUSIONS 
 

I have created a sitting posture detection app that involves taking pictures and using Tensorflow 

to determine how a person is sitting using markings on the body skeleton and the angle of the 

hips with the intersecting lines of the head and lower spines and the knees to the hips. The main 
purpose of my program is to solve the back spine getting injured while using the computer. I 

used a Pi Camera to take pictures and TensorFlow Lite to analyze the sitting posture of the 

person [14]. If the person is leaning too much forward, the angle located at the hips of the person 
is lower and sends a warning message when this angle reaches below 60 degrees to tell them to 

fix their sitting posture. I applied this method by an equation that calculates the angle ratio 

between the three points and returns the result, which is the point that is marking the hips. 

TensorFlow is used to draw out the person’s skeleton in the image and returns the coordinates of 
the dots marking in the image. The equation is researched on the internet and written separately 

from the libraries I downloaded, and involves using trigonometric functions. I also implemented 

the error catch when the equation attempts to divide by zero. The program sometimes does not 
work when at least one point that is required for the calculation is missing, often by something 

blocking the body from the vision of the camera. It can be effective at most times in detecting 

bad sitting postures but sometimes not doing so that well. 
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The limitations of my program includes the chance of a picture of the full person captured by the 
camera without anything blocking in the way, the detection of the lower spines are also critical 

toward a good sitting posture but cannot be implemented and well detected because of the 

limitation of the points drawn by TensorFlow, and the ability to launch by conventional ways, 

such as a shortcut on desktop or built into an application. The person can sometimes be blocked 
by other objects that reduce the proficiency of the camera detecting the person’s sitting posture. 

And the built in app is not created because I lack the requirement of the knowledge of opening a 

new window with Python [15]. 
 

In the future, I will implement a better way of taking the picture taken and adding a pop-up 

window to warn the user to make the app easier to use. I should also recommend the distance 
between the camera and the person when the camera is detecting if a person is leaning or not. It 

makes the app much easier to use if these features are implemented and more functional to solve 

the health problem caused by leaning too forward toward the screen. 
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ABSTRACT 
 

P2P(peer-to-peer) multiplayer protocols, such as lockstep and rollback net-code, have 

historically been the cheaper, direct alternative to the Client-Server model. Recent advances in 
WebRTC technology raise interesting prospects for independent developers to build serverless, 

P2P multiplayer games on the browser. P2P has several advantages over the Client-Server 

model in multiplayer games, such as reduced latency, significantly cheaper servers that only 

handle handshakes, etc.  However, as the browser environment does not allow for third-party 

anti-cheat software, having a secure protocol that catches potential cheaters is crucial. 

Furthermore, traditional P2P protocols, such as deterministic lockstep, are unusable in the 

browser environment because different players could be running the game on different browser 

engines. This paper introduces a framework called Peercraft for P2P WebRTC games with both 

security and synchronization. We propose two P2P cheat-proofing protocols, Random Authority 

Shuffle and Speculation-Based State Verification. Both are built on known secure cryptographic 

primitives. We also propose a time-based synchronization protocol that does not require 
determinism, Resynchronizing-at-Root, which tolerates desynchronizations due to browser 

instability while fixing the entire desynchronization chain with only one re-simulation call, 

greatly improving the browser game’s performance. 

 

KEYWORDS 
 

Cyber Security, Anti-Cheat, Peer-to-Peer multiplayer, WebRTC. 

 

MODULE 1, INTRODUCTION 
 
Our framework is built on top of WebRTC, a browser peer-to-peer [1] technology that allows for 

both video/audio calls and the sending of arbitrary data[2], through UDP or TCP. Because each 

peer is hiding behind a NAT, a handshake server is required  to perform hole punching[3]. This 
framework uses Peer.js, a high level wrapper  for WebRTC API [4], so the hole-punching is 

handled automatically [5]. Users can also choose to implement their own Peer.js hole punching 

server, but this is out of  the scope of this paper. Once a direct connection  is established, the 

handshake server is no longer needed. 
 

I, Contributions 
 

The main focus of this paper will be about preventing cheating and maintaining synchronization 
while optimizing for a browser environment. Security protocol is much more important in 

browsers, as browser games rely on third-party anti-cheats [6]. It is also significantly easier to 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122010
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manipulate browser games state as the codes are open source. For this purpose, we introduced 
two new protocols, Random Authority Shuffle and Speculation Based State Verification , to let 

the network catch cheaters. Random Authority Shuffle uses established cryptographic 

primitives(hash commitment scheme) to perform synchronized switching of the authority of 

clients. It ensures at a given tick,  a player is only authoritative of the data of a random, remote 
player. This is combined with speculative state verification, where if a cheater attempts to 

manipulate the data based on its assigned authority over a random, remote player, non-cheating 

clients will compare their non-authoritative data and deny the manipulated data from the cheater, 
even if the cheater has authority.  We also introduced a novel state synchronization technique that 

does not require determinism while minimizing the amount of re-simulation required due to 

desync, called Resynchronizing at Root. 
 

II, Existing Methods 
 
As of now, there are 3 major types of netcode implementation for browser multiplayer game: 
 

1, Client-Server with authority server 

2, Peer-to-Peer with one single authority “client host”  
3, Peer-to-Peer with deterministic lockstep, input delay,  and/or rollback 

 

Peer-to-Peer style multiplayer, either with client host or lockstep, offers advantage in terms of 
lower cost and latency due to elimination of third party servers [7]. Deterministic lockstep, where 

clients broadcast its input rather than state, is commonly used in RTS(real-time-strategy) games 

as the sheer amount units makes sharing and synchronizing state impractical. Rollback, in which 

clients predict next remote input from previous remote input,  is commonly used in fighting 
games, where the fluidity and low latency of peer-to-peer structure help promote better gameplay 

experience. Most multiplayer IO games, such as agar.io, uses Client/server method. As the 

number of connections needed for each client increases with the number of players, peer-to-peer 
networking tends to be less practical than client/server methods. Therefore, the focus of this 

paper and framework will be lobby-based multiplayer match games with less than 30 players 

rather than massively multiplayer IO games. The P2P single-authority client host methods are 

commonly used in games with private lobbies. Although convenient, it grants the host an unfair 
advantage as it has authority over all other clients.  Both lockstep P2P and rollback P2P distribute 

authorities to each client. In other words, they are fully decentralized. Strictly deterministic 

lockstep aims to reduce the amount of data transmitted between clients by sending inputs from 
each player rather than state, and allow each client to calculate the future game state based on 

input. If the game is deterministic, then clients should always yield the same state. Network 

latency is solved through input delay, where clients issue a command with an execution time 
guarantee to be later than the package receive time on other clients. For example, client A issues 

a “move” command at tick 1, but specifies execution at tick 3. At tick 2, client B receives the 

command. At tick 3, both clients execute the move command. 
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Figure 1. Figure of example 

 
The unresponsiveness of input delay is usually solved with graphical feedback, in which local 

players’ character immediately execute a command but run cause game-state altering at the 
synchronized execution time.  

 

Another solution is using rollback to reduce the input delay interval. In rollback, clients predict 
movement of other players, often based on previous input. Inaccuracy in prediction is corrected 

when a synchronization packet from the other player arrives. There are also newer netcodes 

which completely eliminate the element of input delay, such as in Skullgirls, where clients are 

allowed to “steal frames” in order to catch up to inputs. Because human reaction time for visual 
stimuli is 250 millisecond when untrained, 2-15 frames of input delay is usually acceptable 

outside of fighting games(Reaction Time Study: 

https://www.scientificamerican.com/article/bring-science-home-reaction-time/) .  
 

Existing lockstep ensures synchronization through waiting for the slowest client to send end-of-

tick packets(often containing state). This is slow and impractical for many fast paced browser IO 
games,where it is not necessary to wait for a lagging player. Existing industry solution is 

deterministic lockstep + input delay. Some frameworks implement rollback to reduce the input 

delay time. The GGPO rollback SDK is currently the industry standard for implementing rollback 

in Peer to Peer games. This paper proposes a new framework with an alternative solution to 
rollback specifically targeting WebRTC and the browser environment [11]. There are several 

problems that we will solve in this paper. As the browser environment is nondeterministic, it is 

previously unrealistic to eliminate  the lockstep wait through determinism. This paper proposes a 
new protocol called Timing Synchronization, in which it takes advantage of date/time on each 

device  to heuristically ensure lockstep(without having to wait for the laggiest player), with 

regular state correction packets to eliminate simulation differences on each machines due to non-
determinism. Secondly, most existing P2P multiplayer netcode does not provide an effective 

scheme for anti-cheat. This paper introduces a preliminary input/state verification system to allow 

players to catch cheaters. There are caveats to this system—- although universally applicable in 

all games in preventing unwarranted gameplay input or state manipulation on remote clients, it 
does not allow for private data. As all data are shared between all clients, this framework is more 

applicable to fast-paced shooter games or any games that do not include a de facto fog of war. 
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III, Paper structure 

 
In Module 2, we explain the detail of Random Authority Shuffle and the cryptographic primitives 
behind it. In Module 3, we introduce the synchronization suite for this framework- time based 

lockstep, input delay, and Resynchronizing at Root.  In module 4, we discuss the specific 

implementation detail in a browser environment, and network-related solutions such using UDP 

packets while maintaining reliability.  In module 6, we reiterate the main ideas presented in this 
paper. In module 7, we suggest Zero-Knowledge-Proof as a future research direction for allowing 

cheat-proof private data in generalized use cases beyond TCG games. 

 
One key concept to understand is that in this protocol, the term authority is always relative. To 

prevent state manipulation, if the client with authority deviates significantly from other players, it 

will be detected as a cheater. In our proposed Desynchronization Tracing method, a non-authority 
client can detect the data from an authority client is faulty due to authority client 

desynchronization, and thus ignore the data. The authority client’s resimulation will then bring it 

to the same true state as the non-authority client. 

 

Module 2, Cryptographical Cheat-Proof 

 

A. Threat Model 
 

In P2P, there are no impartial third parties. There are several potential ways in which a player 
could cheat. 

 

1, Host Cheating - if a player is granted all authority as the de facto “server” in a pseudo client-
server simulation, it could alter state to its will. As our protocol uses peer-to-peer state authority, 

this is not an issue.  

2, Peer to Peer state manipulation - if state authorities are distributed among all peers, then one 

peer could report manipulated state to other peers 
3, Data Peeking - in a game where “fog of war” exists, a player should not be able to see the 

secret data of the other player.  

4, Probability Manipulation  
 

#1 is not a problem as it only applies to pseudo client-server p2p.  This paper introduces 

techniques, namely, Random Authority Shuffle and Speculation Based State Verification to 

address #2. This paper also uses a cryptographic commitment scheme to generate unbiased, 
synchronized random numbers. 

 

I)Prevent State Manipulation 
 

In a distributed environment, where each player has authority over their own data, it is very easy 
for a player to falsely report his/her own data to give himself/herself an unfair advantage. 
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Figure 2. Sneak Arrcher 
 

To catch state manipulation, the common approach is to implement a verification function for 

each state field and input to catch improbable reporting. For example, the game programmer 

could hardcode state rules like “positional change between tick cannot be greater than speed of a 
player, unless the previous 10 input stack has blink skill used”. When these rules are violated, it 

is likely that the opponent is a cheater.  For input, rules can be like “player cannot send attack 

input twice in one single tick”. These rules, although successful in catching clear violations, often 
fall short in covering all potential cases. This is because cheaters can perform subtle manipulation  

on the state based on specific situations to get around rules. For example, when a cheater is about 

to get hit, being 0.1 meter away would result in avoiding the damage completely, thus giving the 

cheater a significant advantage while not being detected.  To mitigate this, we propose two 
techniques.  
 

1, Randomized Authority Shuffle 

2, Speculation Based State Verification 
 

Random Authority Shuffle 
 

1)Logic 

 

If a player has absolute authority over its data, the only way an honest player can catch a cheater 
is through careful inspection. To add in an extra layer of security, we propose Random Authority 

Shuffle protocol, which allows for three constraints 

 
1, players can only be in “authority” of the state of a random remote player 

2, before each tick, player cannot predict who’s state it will be in charge of  

3, the entire network, however, will reach a consensus on authority responsibility at that time.  

 
Consider a hypothetical cheater. To give itself an advantage, the cheating client will report that its 

health is full 100/100, despite being hit. If the cheater has authority over its own data in every 

tick, and reports the manipulated data, then other remote clients will falsely assume that they 
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have desynchronized and thus change their state of B to 100/100. B will thus never take damage. 
However, in the Random Authority Shuffle, B will never be in authority of its own state.  This 

limits the possibility of cheating into sabotaging the opponent’s data. But since on every tick, the 

cheater is reassigned a random player’s data to be in authority of, it is very hard for it to target 

down its opponent. Of course, the cheater could report manipulated state like health = 0 every 
tick for player A until the cheater is in charge of the state of player A. However, consider the 

previous example where the cheating player moves 0.1 meter to avoid getting hit. It is highly 

specific to the data of the tick. If the cheating player wants to perform this cheat by moving A 
away, it has to be lucky enough to be in charge of A’s state, at the exact tick player A hits the 

cheater. If player A attacks once per second(15 ticks), In a lobby with n players, the probability 

of catching the attack is 1/(n-1)*1/15. This makes subtle, carefully tuned specific state 
manipulation unviable in a lobby with a large number of players. The cheater, forced to resort to 

brute force method such as reporting  “ player X(the player cheater happen to be in charge of) has 

health 0” on every tick, can be easily catched by the conventional method of Rule Based input 

verification, and our method of Speculation Based State Verification. 
 

2)Cryptographic Commitment Implementation 

 
For Random Authority Shuffle to work, the entire network needs to agree on an unbiased random 

value at a given tick. We will use a PRNG(pseudo random number generator) algorithm, because 

it is deterministic. For every 10 ticks, the decentralized network will generate an agreed-upon 
unbiased random seed, and use it for 10 ticks. We used a cryptographic commitment scheme to 

ensure the true randomness of the scheme [8]: 

 

1.all players determine a number - this number can be generated through a true random number 
generation algorithm, or can be manipulated by a cheater.  Once the number is determined, 

each player hashes the number and sends the hash string to every other player.  This hash 

string will be “commitment” 
a.SHA-256 is preferred as it avoids collision  

2.Once all hashes have been received on all clients, players send the actual number to each other. 

Players can then hash these numbers to confirm that other players did not deviate from 

commitment. 
3.All players then add up the numbers together. The sum will be used as the random seed for the 

next 10 ticks. 

 
This commitment prevents a situation where a cheater intentionally delays sending out its number 

to  receive all numbers from other clients first. Without commitment, the cheater can simply sum 

up other clients’ numbers and send out a reverse engineer number that will result in a random 
seed that can give a favorable result for the cheater.  

 

Once the random seed is synchronized, each player would then independently use that seed to 

determine the authority arrangement of the network. Since the random algorithm is deterministic, 
this is guaranteed to result in the same authority arrangement. If a cheater intends to cheat by 

claiming that it has authority over player A’s state, player A and player B will simply ignore the 

cheater’s authority state patch for player A.  
 

1.Assume there are 3 players, A, B, C 

2.each player calculate three(number of players in the network) random value, assign them 
to A, B, C, respectively in the same order 

a.because the random algorithm is deterministic, and the seeds are the same, the three 

random value for A,B,C will be the same across all peers 
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3.Each player then compares the value for A, B, C and arranges them in Descending order. 
Let array P be the ordered arrangement of player, arrangement is determined as following 

a.P[i] has authority over P[i+1] 

b.if P[i] is the last player in the array( i+1 > OP.length), P[i] has authority over P[0] 

 
As there are still chances for the cheating player to be lucky enough to manipulate the state of a 

specific player while also getting pass rule-based state verification, we use another technique, 

called Speculation Based State Verification. 
 

Speculation Based State Verification 

 
Since each player runs a near-deterministic simulation of all other players in our framework, it is 

possible to use the simulation of the remote player’s state, also known as speculation, to detect 

cheating. If multiple players disagree with the potential cheater, then they reject the state patch 

from that potential cheater even if it has authority. See example 
 

1.The cheater has authority over the state of client A after random assignment.  

2.The cheater sends out a state patch to all clients, claiming that client A’s health equals to 0. 
3.Client A receives the authority state patch from the cheater for client A. It detects discrepancy.  

 

a.client A’s speculation for its own state is {health_of_A = 100} 
b.the state patch from cheater is {health_of_A = 0} 

c.client A request a Convention of Speculators to all clients 

d.all clients will send to all other client their own speculation of client A’s data 

e.all clients then tally the result 
f.each clients will discover that client A, B, C all speculated client A’s health to be 100, while the 

cheater  claim client A’s s health is 0 

g.the cheater is detected 
 

II)Cryptographic Random Number Generation 

 

The same algorithm for Random Authority Shuffle is also used for network random number 
generation. It is modified to satisfy the following constraints 

 

1.cannot be manipulated 
a.Since each client needs to send a commitment hash, they cannot modify their partial 

seed number after receiving other clients' partial seed number to make the seed sum 

favorable to them.  The existing solution for Random Authority Shuffle already satisfies 
this constraint.  

2.cannot be predicted 

a.in Random Authority Shuffle, players reconvene every 10 ticks to repeat the seed 

generation process. This means players can only predict future states up to ten ticks. 
However, this is not good enough for turn-based games.  Take the example of 

Monopoly. One player can gain a significant advantage by knowing what the next two 

dice rolls will be and prepare accordingly. Therefore, modification is needed 
 

To make the game truly unpredictable, where a client cannot cheat by simply look ahead by 

running a copy of the PRNG model with the shared random seed, the seed should change, ideally 
every tick [9]. It is impractical to re-execute the same cryptographic commitment seed generation 

process on every tick. Therefore, we used a different technique basing off player input. Input 

data, unlike state, is not subject to indeterminism or desynchronization as we designed the UDP 

packet to guarantee arrival of input through redundancy(more on implementation detail section). 
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Therefore inputs for a tick in the past is guaranteed to be the same across all players. We utilize 
this to modify the seed in an unpredictable yet synchronized manner 

 

1.At given tick X, find inputs that are executed at tick X-2 for all clients.  

a.Because we use input delay, inputs for tick X -2 are likely sent at tick X-4. This 
margin heuristically ensures that the inputs have arrived across all machines. The 

margin can be increased to compensate for network latency. 

2.Convert the input names into ASCII numbers and add them together, resulting in number 
N. 

3.The new seed will be the previous seed (S%N)*(N%S)  * S. 

a.modulus is used to cause greater fluctuation while maintaining integer operations 
b.A Sin function could also be used, however, it must be implemented in a way that 

does not break determinism through floating point as small error in random seed can 

result in big difference in NRNG generated number.  

Because player inputs are most likely unpredictable, no player can guess the new random seed to 
gain an advantage. 
 

Module 3, Protocol 
 

A.Designing for a Browser Environment 

 
This section introduces the technique we used to achieve near-lossless synchronized multiplayer 

simulation on Peer to Peer WebRTC browser environment [12]. Browser environment are 

fundamentally different from PC game environment because are several constraints: 

 
a.No guarantee on continuous simulation: 

 

Browsers can pause a page’s event loop and execution when deemed necessary. This means any 
framework need to account for such pause in order to be stable 

 

b.inherently non-deterministic  

 
Unlike PC games, developers cannot enforce determinism as players could play on different 

browser engines AND different computers.  

 
Constraint (a) means that tick rate and packet arrival time is not-guaranteed to be consistent 

across different machines. In a traditional lockstep, players wait for tick packet confirmation to 

continue simulation. This delay is not feasible as browsers could freeze webpage when deemed 
necessary, stopping the simulation for the entire lobby. Traditionally, this requirement on waiting 

for tick updates is lifted by input delayed determinism. But there are two problems with input 

delay determinism on browsers: 1st, determinism is infeasible. 2nd, the tick rate is not guaranteed 

to be synchronized. We designed a novel solution that does not require determinism for 
synchronization nor waiting for player’s tick advancement confirmation, while ensuring all 

clients run on the same tick. This framework can be divided into two components. First, time 

bound lockstep simulation with input delay. Second, synchronization protocol through state patch 
packets. 

 

B.Time-Based  lockstep 
 

Ensuring that all connected clients run the same tick at any given time is crucial for 

synchronizing because the protocol performs catch-up/correction based on global tick. To 

achieve this, a frequent, consistent update loop is needed,preferably equivalent to 60fps. The 



Computer Science & Information Technology (CS & IT)                                        147 

update loop is done through web-worker multi-threading, with detail explained in the framework 
implementation module.   

 

We used a time-bound technique to ensure tick synchronization. This is under the assumption that 

browser javascript function Date.Time() returns an accurate relative representation of how much 
the time has passed. Note that Date.Time() does not have to be synchronized — it could differ 

based on different implementations. Our protocol have the following unique advantages 

 
1.Synchronized Tick 

2.Does not need to wait for lagging player to catch up- lagging player would automatically 

catch up without delaying the whole network 
 

Below is the specific detail of the tick network synchronization protocol 

 

1.The “host” client is responsible for distributing an accurate start time. Before the game 
starts, the host client sends ping packets, calculating the RoundTripValue.  

a.Network latency for each connected client is calculated as NetworkLatency[i] = 

RoundTripValue[i]/2 
b.to ensure accuracy, this process is repeated several time to find Median Value 

i. MedianNetworkLatency[i] - the median network latency of client i 

2. The host sends out a start packet with specified starting delay based on median network 
latency.  

a. host A find the client M with biggest MedianNetworkLatency[M],  

i. calculate global delay value as D = MedianNetworkLatency[M]+ padding(30ms) 

b. send out start packet with specified starting delay(S)   
i. for each client i, S(i) = (MedianNetworkLatency[M] - MedianNetworkLatency[i])+ D 

c. when each client i receive the packet, start the game after delaying for S(i) 

3. This ensures all clients start the game exactly D millisecond after host A sends out the 
start packet 

 

After D millisecond, all clients would start at roughly the same same time,  assuming the 

MedianNetworkLatency[i] is accurate. All clients will capture this time and use Date.Time() on 
their local machine to store the moment as InitialTime. Specific implementation of the delay will 

be discussed in the Framework section. Afterward, all clients jumpstart the tick loop. Some slight 

difference in framerate is likely unavoidable. For example, despite our protocol, there could still 
be a 10ms difference between the InitialTime of each client. To solve this, we designate a 15 tick 

per second tickrate. At any given moment T( fetched through Date.Time()), tick is equal to 

floor((T-InitialTime)/66). All inputs and state adjustment packets will be sent at the end of each 
tick and executed at the start of specified execution tick. This allows toleration for 66ms error, 

while not breaking the tick-to-tick synchronization. 

 

C.Lag Catch-up 
 

In certain scenarios, browser execution of the game may freeze temporarily. Although usage of 

worker thread prevents most of the issue, there could be situations in which players miss a few 
ticks. This is designed to ensure the simulation is lag-proof 

 

1.At the start of each tick loop function, players fetch time T from date.time() and  calculate 
its own tick based on  floor((T-InitialTime)/66).  

a.assume there is a 2 tick delay and player missed tick 3 and tick 4 , and is currently on 

tick 5 
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2.for each missed tick(3, 4), run the Tick Execution Sequence, fetching and running state 
patch and input for tick 3 and 4, instantly 

a.input delay, documented later, ensures all input runs on a specified frame across all 

clients. 

b.State Patch is explained in the Input/State Synchronization section 
3.run tick 5 

 

D.Input delay 
 

Because ticks are ensured to be synchronized, we use input delay to make sure input executes at 

the same tick on all clients. The delay amount is heuristically calculated and would be discussed 
in the implementation section.  

 

E.Concurrent Simulation/State Patch/Authorities 

 
All examples here are simplified to not include Random Authority Shuffle. 

 

First, some terminology/symbols should be specified. 
 

● Xa = position of a 

● Xb = position of b 

● Ha = health of a 

● Hb = health of b 

● State Patch - a packet containing state of a remote player at a certain tick, and usually 

arrive at a tick later than the specified tick 

● Speculation - players perform inputs received from remote clients and simulate their state 
for them. However, since no determinism is guaranteed, the state for remote player may not 

match the authority state on remote player and thus is mere speculation 

● Local Authority state - the state of a player, on its machine.  

● Resynchronize - when a state patch for tick X  for player B arrives, player A check for its 

speculation at tick X for player B. if they are different, player A revert all state back to tick 

X with correct state for player B (based on state patch), and instantly rerun all of the input 
after tick X in order  

● Tick Packet - each tick’s input, state patch, and desync label is packaged and sent out in 

one UDP packet. This packet could be dropped. See Framework/implementation section for 

detailed solution to dropping frames. 
 

Each client runs a simulation for players of self and other clients. The specific implementation of 

this structure is discussed in the implementation section. Each client only has authority on its 
own, local player data. For player data of remote clients, the local client maintains a speculative 

prediction called Speculation based on synchronized input simulation. In an ideal situation, where 

all clients maintain perfect determinism, this prediction is enough. Consider the following case: 

 

● Player have 2 skills, move and attack(which only work if two players are adjacent) 
 

In a simulation lacking determinism, the following could happen: 
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1.Player A and Player B start at Xa = 0, Xb = 2, respectively. For simplicity sake, there are only 
one dimension 

2.At tick 1, Player A issues a move command(which would change Xa to 1), scheduled to 

execute at tick 3. (optionally, user of the framework could choose to extrapolate player to 

location without delay to improve responsiveness) 
3.At tick 2, Player A issue attack command ,scheduled for tick 4 

4.At tick 3, both player A and player B execute the move command. On Player A’s machine, 

Player A ends up at Xa = 1. However, due to non-determinism, on Player B’s machine, 
Player A ends up at Xa = 0.9. 

5.At tick 4, both player A and player B execute the attack command. On A’s A's attack will 

register, causing B to lose health. However, on B’s machine, A’s attack would not register, 
causing a desynchronization. 

 

 
 

Figure 4. Player A vs Player 2 

 
Note that in A’s speculation of B is that B lost health, while on B’s machine’s authority data,  A’s 

attack missed, and B maintained full health. However, B’s machine’s calculation of full health is 

based on faulty simulation. Naive approach would simply rubber band A’s speculation of B to 
B’s true state. There are two problem, however: 

 

1.A’s speculation of B, now accurate, will be 2 ticks behind because B’s state patch takes 2 
tick to arrive 

2.The root cause of this desynchronization is based on B’s faulty speculation - addressing 

the most recent desynchronization by simply rubberbanding makes the game appear illogical 

to both parties. 
 

Our approach is a variation of rollback. Every tick, the player sends a State Patch packet, which 

specifies the current true state of the local player at the current tick rate. This state patch packet 
will arrive to the other client around 2-3 ticks later. The following protocol ensures proper state 

adjustment if there are speculation errors on remote clients. This is based on the previous 

scenario 

 
1.At tick 5, remote client B receives state correction packet of client A for tick 3 

a.Packet content: true position of A is Xa = 1 at tick 3 

2.Player B compare the packet content with stored speculation for Player A at tick 3 
a.if they are the same, do nothing 

b.if they are not the same(as in this scenario), proceed with the algorithm 
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3.Player B waits for all player (player C, player D) state synchronization packets for tick 3 to 
arrive. While player B is waiting, it is also actively speculating. 

4.Player B reverts game state for player A on its local machine to tick 3 based on authority 

value given by player A. Player B then instantaneously Resynchronize all the input from the 

point on.  
a.Resynchronize tick 3 with all input from tick 3 to 5. this means now player 3 recognize the 

hit, the hit gets registered, and two players are in sync 

 
Because this technique traces the root of desynchronization and Resynchronize, the first State 

Patch after desynchronization should correct all of the following desynchronization on the client 

receiving the state patch, thus matching it with the sender [10]. In the example above, player B 
receives a state patch for player A’s position. After resimulation, player B’s local authority state 

of health now matches player A’s speculation of player B’s health because now with the correct 

position for tick 3 for player A, player B can detect and register the attack from player A. In this 

technique, the local authority state is not necessarily always the true state of a player across the 
network. In the example, player B falsely calculates local authority state of health = 1, because it 

did not register a hit due to faulty speculation of A’s location being 0.9 instead of 1. In its 

essence, local authority state may be subject to change if it is calculated based on faulty 
speculation of remote clients’ authority state from previous ticks.  

 

However, this presents a problem if a state patch is being sent on every tick. It could be that 
before B has corrected its state, B sends a faulty State Patch to A.  

 

See a possible scenario 

 
1.at tick 4, player B’s local authority state for health is 1. 

a.this is because player B had a wrong speculation of A’s position at tick 3 and thus did 

not register the hit 
b.player B sends state patch, stating that its local authority state is {hB = 1} 

2.at tick 5, player B Resynchronize, changing its health to 0 

a.player A’s state patch packet arrives at tick 5, stating that player A’s authority state at 

tick 3 is Xa = 1. Player B detects desync as its speculation of A’s state at tick 3 is Xa = 
0.9 

b.player B sends state patch again, now local authority state is {hB = 0}(which is the 

same as player A’s speculation) 
3.at tick 6, player B’s faulty state patch{hB= 1}() for tick 4 arrives on player A 

a.player A Resynchronize 

i.now at tick 6, player A change player B’s speculative state to {hB=1} from 
{hB=0} 

4. at tick 7, player B’s packet for tick 5 arrives 

a. player A Resynchronize 

i. speculation for B changes back to {hB = 0} 
 

There are several unnecessary resimulations. Beside costing resources, it could lead to further 

smaller desync. Player A could have non-deterministic results on each simulation, for example. 
Or player A  could calculate a different local state because of a faulty desync, and send out that 

state, which will induce a chain reaction across all clients, letting them Resynchronize over and 

over for every few tick intervals. Although this is not an infinite loop( as resimulation only 
happens at most once per tick), the true state for each client may be lost in this constant 

resimulation. Theoretically, since all players only broadcast their own state, when the tick loop 

stop, and the resimulation for each client's state packet of last tick   finish, all players would 

ultimately be resynchronized again, with the chain of events sorted back all the way to the 
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original desync. But this is highly improbable as the chain of resimulation expands exponentially 
with more players.  Evidently, having all clients constantly sending state packets is not an 

efficient method and may result in highly complex resimulation based on delayed faulty state.  

 

To ensure no client will receive faulty state packets when a remote client is desynced, we 
introduced a technique called Resynchronizing At Root.  The technique guarantees that if a state 

patch causes a resimulation, it is at the very root of the desynchronization, and ignores all 

desynchronization that happened after the root because they will be automatically corrected by 
resimulation. In the example above, at tick 5, when player A’s state patch for tick 3 arrives, 

player B would have a resimulation of tick 3 to correct the faulty speculation of Xa(from 0.9 to 

1), which results in player B registering the attack input (scheduled for tick 4). On the other hand, 
at tick 6, when player B’s faulty state synchronization packet for tick 4 arrive(falsely reporting 

that B’s health Hb = 1 because of previous desync of Xa = 0.9), player A would know it is not the 

root of the desynchronization, and thus not trigger a resimulation. This is achieved by delaying 

the execution of a resimulation(from detecting difference between speculative state of remote 
player and state patch of remote player), until it is confirmed that all the previous tick up till the 

current tick is synchronized.  

 
The protocol is as following 

 

 
 

Figure 5. Protocol 

 
Note: tick packet is sent for every frame and thus not drawn.  
 

Note: desync label from player A’s tick packet represents player A has a faulty speculation. 

Therefore, if player B receives a state patch from player A that shows player B has a faulty 
speculation, but then receives another tick packet indicating player A is already desynchronized, 

player B does not Resynchronize.  
 

1.At each tick X, the local player A may receive a state patch(as part of tick packet) for tick 
Y from a remote player 
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a.tick Y is usually one or two tick behind tick X, such as X-2, depending how many tick 
it takes for a packet to arrive 

2.local player A detect state patch for tick Y is different from its speculation for the past tick 

Y 

a.does nothing. It is not determined whether or not tick Y is the root of 
desynchronization 

b.mark tick packet for tick X with data {desync: tick Y}, this will arrive at tick Z. 

c.if there are no difference between state patch and speculation, mark tick packet for 
tick X with data {synced:tick Y} 

3.As the remote player B performs the exact same algorithm, player A is expected to 

eventually receive a tick packet containing the mark {synced: tick (Y-1)} or {desynced: tick 
(Y-1)}.  

a.if {synced: tick (Y-1)}, Resynchronize as it means there is no desynchronization up 

till tick 3 thus it is the root cause of the desynchronization. 

b.{desynced: tick (Y-1)}, does not Resynchronize – because player A’s speculation may 
as well be the true state of the B, once B corrects its faulty speculation of A at tick Y-1 

and Resynchronize up till tick Y. 

  
If the local player receives a state patch that is different from speculation,  we include in the 

current tick’s tick packet an indicator that a previous tick is desynchronized. For example, if 

player B has a faulty speculation for player A’s state at tick 3, and discover it at tick 5 after 
receiving tick 3 state patch from player A, player B would add the data along the line of  “desync 

at tick 3” in its tick packet to indicate that it might Resynchronize because of a previous 

desynchronization. The flag Desync is for tick 3. It marks the tick in which the desynchronization 

happens, not the tick in which desynchronization is detected. In the previous example, the flag 
would specify there is a desync at tick 3 {Desync: 3}, while being packaged in the tick packet for 

tick 5. The flag allows player A to know that later state patches, like patch for tick 4 from player 

B, are not the root desynchronization and thus should not cause a resimulation. On the other 
hand, if player A received a state patch  from player B that does not have desynchronized data, it 

will send out a tick packet with data {synchronized:3}, broadcasting that up till tick 3, there is no 

desynchronization. When player B receives this tick packet, it could safely assume that any 

desynchronization immediately after tick 3 is the root desynchronization.  In the fringe case in 
which both players have speculation error at tick 3 for each other, it would also be root traced and 

corrected respectively. 
 

Module 5, Implementation Details 

 
The implementation will target browsers. Here we list down some specific key implementation 

details that make the framework efficient.  

 

I, Web-Worker Multithreading 

 

Main thread of a webpage in the browser is usually tied to the tab. This means when a tab goes 
idle, the main thread is subjected to being paused. Because of this, we implemented our 

framework in Web-Worker. Web-Worker provide the several advantages 

 

1.separate from UI and game, thus will not be blocked by them 
2.Can run on background, thus allowing update tick to run continuously 

 

This median article https://medium.com/teads-engineering/the-most-accurate-way-to-schedule-a-
function-in-a-web-browser-eadcd164da12 

 

https://medium.com/teads-engineering/the-most-accurate-way-to-schedule-a-function-in-a-web-browser-eadcd164da12
https://medium.com/teads-engineering/the-most-accurate-way-to-schedule-a-function-in-a-web-browser-eadcd164da12


Computer Science & Information Technology (CS & IT)                                        153 

tested several different update loop methods in javascript [13].  

● setInterval in main thread 

● setInterval in web worker 

● requestAnimation frame 
 

It concludes that setInterval in web workers provides the most accurate delay based on the 

specified interval.  
 

II, Managing UDP Packets 

 
WebRTC’s data channel API allows for both TCP and UDP packets to be sent across. However, 

we opted for UDP packet because there are several problems with TCP packets 

● Ordered- causing jitter 

◇ packets arrive in irregular intervals due to network jitter. By forcing packets to 

arrive on the recipient's machine in order, TCP exacerbates the jittery effect.  

● Reliable-causing lag 

◇ Because TCP waits for dropped packet to be resending before sending any new 
packet, it exacerbate the network jitter and also causing unnecessary lag 

 

In situations where a continuous stream of data is favored over reliability, such as movie 

streaming, real-time fast paced games, UDP is the better choice because it aims to make the data 
arrive as fast as possible [15]. But raw UDP packets are unsuitable for our needs. Because our 

protocol does not require determinism, it is crucial for input packet and state patch for each tick 

to arrive on the remote player. Even one missed input could break both the simulation and the 
Random Authority Shuffle protocol. Therefore we packet previous ticks data into the current tick, 

until it is confirmed that they are received on a specific clients machine 

 
1.At tick X, player A sends a tick packet to player B 

a.The packet contains input and state patches for tick X, tick X-1, and tick X-2. 

b.It also indicate that player A has received player B’s packet up to tick X-1 

2.Player B receives the tick packet (sent from step 1) at tick X +2.  
a.because the packet indicate player A has received player B’s input and state up to tick 

X-1, player B only send a tick packet containing input and state of tick X, tick X+1, and 

tick X+2 
b.player B also indicate in its packet that it has received player A’s packet up to tick X 

 

This method allows for packets to arrive as fast as possible, while eliminating the unreliability of 
UDP. Because input and state are labeled for each tick, the packets can arrive in various order 

and still result in the same effect.  

 

III, Input Delay 
 

Our Protocol implements a variation of input delay. This paper will not dive into the detail of 

input delay as it has been thoroughly discussed in other literature. In our implementation of input 
delay, because our tick rate contains a 66ms interval, we allow for multiple input in order. This is 

because our tick runs at 15 ticks/second, while most browser updates at 60 frames/second. 

Therefore there could be multiple keyboard registers on the game engine in one tick(for example, 

a player pressing down W key for 60ms, resulting in 3 movement input).  
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Module 6, Discussion 
 

In this paper, we introduced a framework for browser specific peer to peer multiplayer. 
Theoretically, the idea behind the protocol can work for desktop applications as well. But desktop 

applications usually would not need it as it has more security and anti-cheat options, such as anti-

cheat software that detects RAM modification [14].  
 

For security, we introduced two novel protocols to ensure no player can manipulate data to gain 

an unfair advantage: Random Authority Shuffle and Speculation Based State Verification. 

Random Authority Shuffle is a novel concept based on the core principle of using probability to 
reduce the success of targeted cheating by assigning each player to manage the authority of an 

unpredictable, random remote player. This way, no player can continuously target a specific 

player and any fine tuned cheating will likely fail due to the luck that it requires for cheater to be 
assigned with its target at the right time whereas any drastic cheating that significantly alters the 

state of remote player will be caught with Speculation Based State Verification. Speculation 

Based State Verification is a modified version of rule-based state verification, where if there is a 
significant discrepancy from data authority holder, players can convene and determine 

democratically if the data authority holder manipulated the data by simply checking if it differs 

from all other clients’ simulation.  

 
For Synchronization, we introduced a novel technique called Resynchronizing At Root , where it 

prevents unnecessarily re-simulation by ensuring that a re-simulation only happens if the tick to 

be Resynchronized is the root of desynchronization. Because re-simulation simulates the tick 
with all the input after it in order, it will remove the desynchronization chain that is caused by the 

root. We also used time based lockstep to ensure ticks are synchronized across all machines. 

 

Module 7, Future Research 
 

Although this paper addresses the state manipulation cheat from players, it is unsuitable for 
games that require secret data. We did not address how a client could hide private, strategic data 

while proving it is not cheating to other clients.For example, in a situation where a player wishes 

to hide its data(such as poker), how could a remote client make sure that player does not cheat by 

manipulating the private data? This could be solved with a Zero-Knowledge-Proof protocol. 
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ABSTRACT 
 

The knowledge of the world is passed on through libraries. Accordingly, domain expertise and 

experiences should also be transferred within an enterprise by a knowledge base. Therefore, 
models are an established medium to describe good practices for complex systems, processes, 

and interconnections. However, there is no structured and detailed approach for a design of an 

enterprise model library. The objective of this work is the reference architecture of a repository 

for models with function of reuse. It includes the design of the data structure for filing, the 

processes for administration and possibilities for usage. Our approach enables consistent 

mapping of requirements into models via meta-data attributes. Furthermore, the adaptation of 

reference architectures in specific use cases as well as a reconciliation of interrelationships is 

enabled. A case study with industry demonstrates the practical benefits of reusing work already 

done. It provides an organization with systematic access to specifications, standards and 

guidelines. Thus, further development is accelerated and supported in a structured manner, 

while complexity remains controllable. The presented approach enriches various enterprise 
architecture frameworks. It provides benefits for development based on models. 

 

KEYWORDS 
 

Enterprise Architecture, Model Library, Business-IT-Alignment, Reference Architecture, 

Enterprise Repository for reusable Models. 

 

1. INTRODUCTION 
 
Over the years, companies and their employees aggregate a lot of expertise and experience. This 

ranges from structured processes to technical skills. Explicit expert knowledge can be well 

mapped by documentation. In contrast, implicit experience is difficult to explain or write down 

[1, 2, 3]. Furthermore, the totality of all information with its variety and diversity can lead to 
information overload and in-transparency. This problem is addressed by the approaches of model 

formation and Enterprise Architecture (EA), see Figure 1. Thereby, the central element is the 

Enterprise Architecture Library (EAL), in which the information is structured and manageable. 
Despite capability-based frameworks like The Open Group Architecture Framework (TOGAF), 

IT Infrastructure Library (ITIL), and NATO Architecture Framework (NAF), there is no practical 

template or content structure of an EAL. According to the definition, an EAL organizes models 
with reference character and user application according to uniform aspects [4]. It allows a 

systematic access on the knowledge of the business specific perspectives with e. g. value chain, 

processes, methods, applications and resources. In addition, a holistic EA landscape includes a 

comprehensive method and strategic orientation to the application of the models. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122011
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Figure 1. Reference design for an EAL of enterprise models and their maintenance 

 

Thereby, the facts of an enterprise are illustrated via models. It is an adequate medium to describe 
good practices for complex systems, processes, and interconnections. Models provide a clear 

overview of interrelationships and allows them to be managed. Furthermore, the models have the 

goal of representing responsibilities, established methods and valid solutions. Thus, the broad 
knowledge of various company divisions become structured and made available for 

communication as well as reuse. Considering, especially reference models provide support with a 

recommendation character [5]. In the design process, best practices such as ITIL, COBIT, or 
IT4IT frameworks also serve as a guide for the modeler. These frameworks can be part of a 

company’s own repertoire of reference materials. Therefore, a catalog organizes this information 

according to be defined criteria. According to Kiehl [6], the use of reference models shortens the 

development times of concrete models, while their model quality increases and the costs of 
modeling are reduced. Furthermore, it is hardly possible to feed back knowledge gained during 

the practical usage of a model [7]. 

 
To drive an enterprise forward, well-functioning Business-IT-Alignment is indispensable today. 

A central EAL of business models represents the possibility to counteract the information in-

transparency and discrepancy. Currently, there is no structured and detailed approach for the 
design of an EA model repository. In this paper, an EAL for models is developed to capture the 

wealth of information about an enterprise. It includes the reference design of the data structure 

for managing, processes for administration and possibilities for usage. In addition, our approach 

supports the maintenance of EA models. Thereby, relationships between entries, models, and 
architecture building blocks are shown. The EAL allows a targeted application and re-usability of 

already coordinated knowledge. To include an improvement possibility, the EAL supports the 

process with additional meta information and feedback options to an entry. So, it forms a 
knowledge base for the enterprise and their value streams. The structured preparation of 

established EA models is essential for it and influences the retrieve-ability of the generally valid 

solutions. It allows systematic access to existing knowledge, especially for new employees, 

special cases, and audits. The operation of an EAL supports the strategic management of the 
business. Generally valid solutions in the corporate environment are accordingly reusable to 

avoid work already done. 

 
For clarification, we see a repository in this context as an unstructured collection of EA models. 

In contrast, an EAL provides structured access to content via a catalog as well as further 

functionality for application and usage. 
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This paper is structured as follows: In Section 2 we describe a typical scenario and the 
requirements for a reference EAL. Section 3 provides an overview of the current state of the art 

in that application area. The main part in Section 4 describes our concept of a reference EAL for 

models. Subsequently, we elaborate first experiences on prototypes and evaluate fundamental 

properties of the presented system in Section 5. The last section summarizes our work and 
provides an outlook. 

 

2. SCENARIO AND REQUIREMENTS 
 
The need for an easy-to-use EAL is illustrated by the following typical scenario. YOUrRobots is a 

mid-sized company and offers autonomous robots for the maintenance of green areas. TOGAF is 

already established to cyclic improve the interaction between IT infrastructure and the 

implementation of business goals. According to model-driven development, the technical models 
and documents can be reused as reference other business areas with the knowledge already 

gained. The methods and processes are harmonized for complexity reduction and integrated 

Business-IT-Alignment. 
 

To increase customer satisfaction, new robots are to be equipped with additional services by 

plugin extensions. The smartification includes remote administration for planning and control as 
well as online software updates. In addition, it offers a regular evaluation of usage data for 

maintenance depending on actual wear. Therefore, the company will operate several cloud 

services for remote administration by customers. In order to reduce the maintenance effort and 

the operational costs for setting up services, their structure should be identical. Appropriate 
referral models offer flexibility and support integration into existing structures. Also, the 

management requires support in the IT alignment of the business units. Therefore, the 

introduction of an EAL is pushed with the re-usability of the adapted solutions and strategic 
management. 

 

The challenge is to provide the knowledge gained in a structured way, especially for new 
employed systems engineers. In addition, the aligned relationships between reference approaches 

and adapted solutions need to be supported. For cooperation of different departments, the 

information has to be interconnected with adequate interfaces. The diverse structures and 

processes require various types of data, from simple descriptions to visual models and complex 
specifications. 

 

Generally, most important requirements for an EAL and its contents are the following:  
 

 R1: The EAL has to provide sufficient documentation of model purpose, model context, 

problem structure and design aspects, so that communication is improved and interpretation 

is limited. 

 R2: The EAL shall support storage and re-usability of architecture components of different 

levels to simplify the development of new models. 

 R3: The approach shall provide discoverability via typology and feature search, factual 
logical access hierarchies, and classification by feature description. 

 R4: The EAL entries shall have a recommendation character and therefore be configurable, 

adaptable, instantiable and extensible. 

 R5: The approach shall support linkage between versions and variants of EA components and 

models built on top from them. 
 

Based on the mentioned requirements, we consider the following research questions to be 

important: 
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 Q1: How can an EAL be realized to support a sustainable approach through reuse of 

architecture components? 

 Q2: What properties must an EA component have in order to have reference character and 
actually be reusable? 

 Q3: How can interrelationships and dependencies between components be made available to 

support and guide a modeler? 

 Q4: What is the process for integrated application of models via library throughout a life-

cycle? 

 

3. RELATED WORK 
 

The requirement for reference modeling has existed since 1980 [8]. Due to the diversity, the need 

for a repository has also arisen. The term reference comes from etymological and means 
recommendation. According to this, a reference model has recommendation character or it is 

referenced [9]. 

 
According to ISO/IEC 42020 definition, the architecture repository hosts the baselines of 

architecture elements produced or updated by architects. It includes different kinds of 

architectures models and architecture elements like patterns and building blocks. It is a place 

where work products and the associated information items can be stored for preservation and 
retrieval. In alignment with the TOGAF enterprise continuum, it describes elements with 

increasing detail and specialization. 

 
Various references to an architecture repository can be found in the literature. In the context of 

the EA Framework TOGAF, the consortium The Open Group roughly describes an EA repository 

with its components [10]. It contains out of six main classes of architectural information: 

Architecture Meta-model, Architecture Capability, Architecture Landscape, Standards 
Information Base, Governance Log, and Reference Library. In addition, the concept includes 

connections to a Solution and Requirements Repository for a suitable interplay in the application 

domain. Based on the mere existence of such a repository, its added value and usefulness are 
made clear. The main comparative component in relation to our scenario is the Reference 

Library. However, the description is an empty shell with a superficial description of the possible 

content. A detailed description is missing regarding the structuring, process and procedure of 
application. According to given templates of The Open Group, only a folder structure on file 

basis is suggested [11]. ArchiMate also recommends a file-based storage in the scenario for 

banking industry [12]. This is also accompanied by a specific model registry for logistic [13]. 

 
The newer approach of the NATO Architecture Framework (NAF) describes a comparable 

reference library with the Architecture Landscape [14]. This contains a basic set of assets that can 

be reused by architects. Lang [15] distinguishes here three kinds of model libraries, in order to 
separate the conceptually different reference models. It is differentiated into the following 

libraries: domain-neutral, domain-specific, and enterprise-specific. A detailed description for a 

repository is not given. 

 
For a corresponding classification and reuse of models, there are first approaches of a taxonomy 

according to application areas [16]. Another classification is based on structural and model 

aspects [17]. Both approaches are on a theoretical level. In addition, the rough methodical 
procedure for reference modeling are given with the top-down or bottom-up strategies [18, 19]. 

Besides this, an abstract infrastructure for a model management system is illustrated. 

Furthermore, it should be noted that there are different types of reference modeling [20, 21]: 
Analogy Construct, Specialization, Aggregation, Instantiation, and Configuration. This results in 
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three possibilities of construction for the application of models in the specific case: variants, 
versions, and re-construction. 

 

In the ITIL approach, several databases with similar goals to a repository are described [22]. 

Their Service Knowledge Management System is intended to centrally manage the essential 
assets of a company. Nevertheless, no detailed description is provided. 

 

In addition, the Gamma et al. [23] design patterns provide detailed modeling and descriptions of 
recommended solutions to typical problems in information technology. However, these do not 

relate to enterprise design and no repository structure is given. 

 
Approaches for EA design can be found in the patterns of Perroud and Inversini [24]. Here, some 

patterns are described on the basis of an individual meta-model. Possible categorizations are 

provided for software and construction pattern, which can be partially adapted. 

 
The comprehensive approach to a repository is provided by the German University of 

Saarbrücken [25]. It classifies many different models. Nevertheless, their reference model catalog 

focus on a tabular without individual adaptability and operational solution. According to our 
requirements it lacks structural coherence, graphical representation and practical usability. 

 

The IT4IT framework clarifies adaptable information objects via the reference architecture [26]. 
According to the EA Functional Component data object, only the three attributes ID, Component, 

and Diagram are suggested. 

 

In summary, there is so far no practical usable approach of an EAL for the management and 
usage of models in long-term. 

 

4. CONCEPT OF A LIBRARY FOR ENTERPRISE MODELS 
 
Our holistic approach to an EAL addresses these topics in detail with a domain-independent 

description of such a system. Figure 2 provides an overview of the main components. The focus 

is on the information and application management.  
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Figure 2. Overview of the Enterprise Architecture Library. 

 

At the bottom line is the data management based on a vault for linking of versions and variants, 
see Section 4.2. It is setup on a database to manage the entries with meta-data, models, and 

optional content as well as access rules. A distributed file system is suitable here, which enables 

version and variant management with role-based access control, e.g. Git. This infrastructure 

supports collaborative work with non-linear workflows. Based on this, the structure for orderly 
information management is specified. Here, the storage of entries takes place in the form of a 

catalog, see Section 4.1. This includes the models with reference and application character. 

Furthermore, it offers architecture building blocks, which can be used for new constructions, 
further development, and flexible adaptation. For this, we use the standardized data format XML 

(based on The Open Group ArchiMate Exchange File Format). 

 
The core of the EAL system lies in the application management. This consists mainly of four 

parts. The access administration manages the users with their roles and rights. It controls the 

access to the system and limits the modification of entries to responsive role. Here, the 

organizational structure can be used accordingly. The modeling and analysis tools support the 
designer during the construction and modeling. These depend on the individual needs and use 

case of the modelers and the company. Here, common meta-models with the favored tools are 

applied. In particular, building block-oriented modeling is an essential feature with regard to 
reusability. It also enables adaptation to a specific problem in a domain. For this purpose, the 

modeler must pay attention to clearly distinguishable building blocks. These must not be 

designed too specifically, especially in reference modeling, and must be provided with clearly 

defined interfaces. 
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The flow of information is controlled by means of workflow management, see Section 4.3. A 
process engine is used for this purpose, which provides defined processes for modeling, 

application and usage. The workflows are supported semi-automatically by stringently following 

the process model and generating attributes of the entries. This also allows company-specific 

workflows to be mapped, such as change proposals. In connection with workflow management, 
life-cycle management is carried out for the entries and models. Models of different levels and 

perspectives can be entered via the targeted attribution in the library. An entry in the library 

follows a life-cycle, whereas the status is traced via specific attributes. The objective is a single 
source of information, whereas data linkage is enabled. Thus, separate directories for different 

continuum’s are not mandatory in relation to model’s abstraction level or purpose. 

 
On the top level, the system is accessible via a web front-end. This guarantees an interaction 

across all devices in any situation. In summary, this creates a system for documenting and 

processing the knowledge that exists in the company in a structured manner. This counteracts the 

current obstacle of limited communication and makes the scope for interpretation manageable. 
 

4.1. Information and Data Management 
 

The following attributes are specified to meet the requirements for a structured storage of models 

and other information. The integration of a model in the library contains generated, mandatory, 

and optional parts to be filled. 
 

The following attributes are automatically generated: 

 

 ID: Unique identifier. 

 Version: Ascending Number with creation date. 

 Status: Current phase in the life-cycle with date of change. 

 Complexity: Generated rating for syntax comprehensiveness. 

 Connectivity: Generated score for semantic understanding. 
 

The ID is mandatory for unique identification and referencing, equivalent to IT4IT. The tracking 

of improvements is done via appropriate versioning with sequential succession. The complexity 
and connectivity express how difficult the model is to capture and applicable. So far, there is no 

measurable metric with regard to ”good” models. Experience has shown that a 3-level rating for 

both yardsticks is enough in practice, based on the number of elements and connections. By 

analogy for the comprehensibility of sentences, a corresponding measure is adapted here [27, 28]. 
For complexity, we rate models based on the sum of elements and connections. A model is easy 

with less than 20 components, moderate from 20-40 components, and complex with more than 40 

components. For connectivity, we score models based on the average number of connections of 
an element. We see a model as simple with a score less than 2, average from 2-3, and difficult 

over 3. If a model is too complex or difficult, then it is suggested to subdivide the model into 

several sub-models or to structure it hierarchically [29]. 

 
The following core attributes are the key information for any entry to be included in the library: 

 

 Title: Short and concise name of the model for the first relevance decision. 

 Category: Kind of model with regard to structured reuse according to a taxonomy. 

 Layer: Recommended level of application based on an enterprise hierarchy. 

 Abstract: Description of the data set including pattern intent: 

context, problem statement, solution, and results. 

 Keywords: Supports finding according to a feature list based on taxonomy. 
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 Responsible Authors: Central point of contact for questions and improvements. 

 Model: Main content of an entry, which provides a solution approach for an use case. 

 
The category represents an abstract high-level tag and is independent of the application area. It 

focuses on the enterprise continuum with domain-neutral, domain-specific, and company-specific 

aspects. The kind of the model is described with regard to possible reuse, e. g. building block, 

design pattern or application model. Especially, the design of reference models and generic 
building blocks require clear distinctiveness from each other and well-defined interfaces. The 

assignment to a layer addresses the subject of interest and describes the degree of abstraction as 

well as the level of detail. The specification of possible layers is oriented on the modeling 
framework, e.g. ArchiMate from the top with strategy to the bottom with physical systems. 

Typical areas are, e.g. Business Process, Application Stack, or Support Information-flow. The 

abstract describes the essential addressed contents of the model in the form of a succinct text. The 
keywords support the targeted retrieval via search and filtering. The specification of possible 

keywords is based on ontology, thesaurus, or glossary. According to the rights and roles model, 

there is a responsible author for the data set. This is the central point of contact for questions. The 

person is responsible for continuous improvement as well as maintenance and care. The essential 
content of an entry is given by the model, regardless of whether it is a reference, a building block, 

or an application. Based on a meta model, a solution approach is shown for an issue. This is not 

only used for documentation, it is mainly intended for reuse and further development. 
 

Beside the key attributes, we suggest to added the following optional information: 

 

 Application Context: Explanation of the circumstances when and if it should be used. 

 Stakeholder: Matrix of important people to be addressed. 

 Capabilities: Textual description of how to use the model and what skills must be met. 

 Limitations: Listing of restrictions, requirements and possible challenges in application. 

 Dependencies: References and connections to other facts, esp. for future developments. 

 Bricks: Index of applied building blocks in this entry for traceability. 

 Variants: Links to domain- or case-dependent modification or adaption; parallel existence. 

 Example: Description of a concrete use case with application context for typical usage. 

 References: List of sources for further information. 

 

4.2. Structure and Library Administration 
 
A vault is provided for structured storage of the hierarchical data. Therefore, the generic 

approach of a Product Data Management Enabler is adapted [30]. The Figure 3 shows the 

generic data schema of the back-end system. On the top level of the left part, the initial entry is 
created by means of the data element Entry Master. This describes the type of information that is 

stored in the library. It includes the automatically generated information and the obligatory meta-

data. These are intended to describe management information and offer a flexible reuse. Both 

versions and variants are attached to the Entry Master. The actual data is stored under the Entry 
Data for a specific variant in a particular version. By definition, these describe the content and 

structure. It includes textual and graphical descriptions, building blocks and associated 

components. In addition, the data object can be supplemented with further information. Each 
entry can be assigned optional data and conditions on qualification, effectiveness and possible 

alternatives. 
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Figure 3. Hierarchical object-based data schema in the back-end of the vault. 

 
For the reuse of models and building blocks a composition of entries is enabled, see right part of 

Figure 3. Analogous to the data structure of a general entry, the top element is called the master 

composite. This contains basic meta-data about the content. This is followed by the variant and 
version. According to the Design Pattern Composite a nesting of the data is made possible. A link 

to the original data record is established via a relationship so that no redundancies have to be 

maintained. A relation always refers to a specific variant and concrete version, so that possible 
incompatibilities in future versions must be checked in advance manually. The relation 

distinguishes between a general linkage and a replacement behavior. Depending on the 

compatibility, corresponding interfaces must be transformed. 

 

4.3. Workflow of Usage and Customization 
 
For the general use of the system, it provides an overview page with a grid structure according to 

aspects and subjects of the viewing angle, following [31]. So, it represents the different domains 

of the stored models and the content is grouped according to the taxonomic categorization [32]. 

In addition to a clear entry point, it offers easy accessibility. This architecture landscape already 
provides information about existing and open areas. In addition, there is the possibility of a 

search, filtering according to requirements. 

 
In the system, the entries go through a life-cycle, see Figure 4. It can be divided in the two 

interconnected circle for reference modeling on the left side and application modeling on the 

right side. If there is not yet a reference for an use case, one can be created. First, requirements of 

the general scenario are analyzed and determined. Besides this, comparable entries with similar 
requirements have to be identified. These can serve as architecture building blocks for a 

composition in order to fulfill the deviating conditions. Thereupon either a new version or variant 

is to be created. The solution approach is to be described with all its peculiarities. The quality of 
the model is determined by the expertise of the modeler, the chosen notation and the procedure. 

Especially for compositions, the links with information on interface connections must be traced. 

Possible improvements are derived from the result of the analysis or feedback, which cause re-
designs. As soon as this is completely stored in the system, the approval for further use takes 

place via a release. This is expressed accordingly by the attribute status. Subsequently, the model 

can be implemented and used in the domain. Appropriate monitoring is used to control the 

solution on the basis of metrics. Depending on different domains, parallel variants can be 
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instantiated based on this. Adaptations and improvements are traceable via successor 
relationships with versioning. Here over the status accordingly the relationship is produced. Over 

a feedback function comments can be left to specific entry. This serves a sustainable further 

development and is part of the continuous improvement and maintenance strategy. If the 

references are no more use due to technological progress, these are to be marked as invalid. 
 

 
 

Figure 4. Life-cycle for creating, adapting, and maintaining models in the library. 

 
In order to make the maintenance of models agile, attention must be paid to the documentation of 

dependencies between individual architectures. If an architecture is revised and modified, this 

automatically triggers an event to check the linked architectures. This behavior is traced by the 
attribute status and can create a cascading effect. A supporting system marks the affected areas 

and informs the responsible authors. 

 

Other methodological suggestions for roles and governance collaboration depend on the specific 
deployment area. For the frameworks TOGAF and ArchiMate, we refer to the following article 

[33]. 

 

5. CASE STUDY AND PRELIMINARY RESULTS 
 

Initial experience was gained in the course of an industrial project. A joint library was created 

between a smart product provider and an IT service provider with several data centers, in line 

with the example in Section 2. The companies work in a model-driven manner throughout, so that 
uniform structures via models can be expected to have a positive impact on operational business. 

 

As test data set, the functional area Incident Management is selected according to the frameworks 
ITIL and IT4IT. It includes: reference models, architecture building blocks, data structures, 

responsible roles, checklists and many more. These specific models are realized in their own 
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tools depending on their meta-model, which maintains flexibility. The associated models are used 
as an example to run through the life-cycle in our library and serve as the basis for evaluation. 

 

The first draft for a realization was based on MS-Excel and MS-Visio to obtain a first impression 

for a deep analysis. It is widely used and the functional scope is powerful, especially in terms of 
linking data. The tabular listing corresponds to the idea of Fettke and Loos [7], but quickly 

reaches its limits in terms of clarity and complexity. Figure 5 provides an impression of these 

prototypes. 
 

 
 

Figure 5. Prototypes in MS-Excel and MS-Visio for first experiences. 

 

In the MS-Excel approach, a worksheet serves as an overview, with each element having an ID 
for better structuring and linking. The other worksheets are divided according to the attributes 

Category and Layer. This structuring allows an extension according to the categories of a domain 

taxonomy in the width. Here, the flat hierarchy is limited by the software and a missing tree 
structure. If a model or building block is used in multiple areas, this can be entered accordingly 

by linking. In this way, all relevant categories can be covered in a consistent and synchronized 

way. The workflow of usage and life-cycle support is realized manually. The frameworks ITIL 

and IT4IT categorize the data in over 54 functional units, which we are replicated in our library. 
Through correlation of models between reference and adapted allows rough statements about the 

degree of coverage and the fulfillment of specifications. This is done by existence relations with 

complex expressions in the software suit. Graphical models can be generated automatically in 
MS-Visio by pivoting the data elements.  

 

Based on the experience of the first two prototypes, an improved software solution for the library 
as a knowledge base was evaluated. The tools LexiCan, Brain, and CherryTree turned out to be 

possible alternatives. The implementation in LexiCan can be seen in the Figure 6. It becomes 

clear that structuring the type layer and domain categories as a tree structure leads to much more 

clarity. 
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Figure 6. Prototype in the personal Wiki-Software LexiCan. 

 

Nevertheless, also these solutions currently lack possibilities for the direct treatment of models as 
well as multi-user abilities. In addition, correlations of models and a combination of model 

components are only indirectly supported. Regardless of this, a clear added value in the daily 

work with models could already be achieved within the scope of the study. 
 

6. CONCLUSIONS 
 

In summary, the present approach describes essential foundations of a model library as a 

knowledge base with individual adaptability. The focus is on the management of Business-IT-
Alignment with reference and application models, but it is not limited to it. Multiple frameworks 

like TOGAF, NAF, ITIL and IT4IT are adhered. It extends them in detail over multiple level 

where these frameworks do not provide information. Our case study shows that considerable 
added value can be achieved using simple standard software or specialized knowledge 

management tools. Furthermore, it was analyzed to what extent the mentioned standards actually 

help a modeler in information modeling. 
 

In the future, we extend the library with further reference models and best practices. A next 

prototype will allow integrated treatment of models in different meta-models via plugins. 

 
In a further expansion stage, the change management of models across several versions and 

variants is to be made graphically visible. Based on a standardized XML format for models, 

deviations can be easily identified and highlighted in visual representations. In addition, we 
investigate relationships and correlations between reference models and individual instances. 

This allows detailed statements about the degree of coverage and compatibility. Furthermore, an 

automated determination of reference models from multiple instance models is envisaged. 
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ABSTRACT 
 
The Internet of Things (IoT) mainly consists of devices with limited processing capabilities and 

memory. Therefore, these devices could be easily infected with malicious code and can be used 

as botnets. In this regard, we propose a framework to detect and prevent botnet activities in an 

IoT network. We first describe the working mechanism of how an attacker infects an IoT device 

and then spreads the infection to the entire network. Secondly, we propose a set of mechanisms 

consisting of detection, identifying the abnormal traffic generated from IoT devices using 
filtering and screening mechanisms, and publishing the abnormal traffic patterns to the rest of 

the home routers on the network. Further, the proposed approach is lightweight and requires 

fewer computing capabilities for installation on home routers. In the future, we will test the 

proposed system on real hardware, and the results will be presented to identify the abnormal 

traffic generated by malicious IoT devices.  

 

KEYWORDS 
 
Botnet, IoT, Malicious Activities, Abnormal Traffic Detection.    

 

1. INTRODUCTION 
 

The applications of IoT spread into different places such as homes, offices, buildings, and other 

environments. In addition, these devices provide several services such as controlling home 
appliances in a smart home, remotely monitoring an agricultural farm for humidity, temperature, 

etc., and industry for automating robots, manufacturing systems and controlling various 

hardware. As these devices have different services, ubiquity and inconspicuousness become two 
important characteristics of these devices [1]. Therefore, the attackers always target these devices 

to gain different advantages, such as launching a DDoS attack on different servers and then 

asking for ransom. In recent years, IoT devices proliferated in different fields of engineering, 

health, smart home, and smart cities, and it is estimated that 50 billion devices will be connected 
within the next few years. Therefore, sophisticated security mechanisms are needed to provide 

enough security to these devices.  

 
Recently, several solutions to protect IoT devices from enslavement have been presented. For 

instance, some of these security mechanisms are based on employing deep learning models to 

train a neural network and then using it to detect the malicious activity pattern in the network 
traffic originating from the IoT devices. However, such solutions are favourable in those 

situations when the IoT devices are provided with high processing power and enough memory 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122012
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[2]. One of the solutions is to make a cluster of the Raspberry Pi and then control the entire home 
network with these devices [3, 4]. However, in such situations, it would not be easy to maintain 

the management of the clusters. Lightweight security is a favourable solution for protecting IoT 

devices from enslavement. One of the reasons is that IoT devices have limited memory and 

processing power, and therefore, they can easily support lightweight security protocols [5, 6]. 
However, such solutions are mainly designed for IoT devices which again require extra 

management on the network layer. Therefore, modifying the network layer protocols requires 

additional work and management.   
 

In order to handle the issues in neural networks, clusters, and lightweight-based security solutions 

for IoT, this article presents a security framework for a home environment. The working 
mechanism of the proposed scheme consists of two main parts; first, an attacker launches an 

attack to enslave an IoT device by installing malicious code. Similarly, the enslaved IoT device, a 

bot, infects the other IoT devices within the same network cluster with the same malicious code. 

Further, the attacker configures the bots to launch a DDoS attack on the victim server. Secondly, 
we devised a security mechanism to detect abnormal traffic from the bots on the edge router. The 

edge router is programmed to block abnormal traffic from the bots.  

 
Further, any open port will be blocked to prevent future connections to the IoT devices. Finally, 

the edge router will share the information about the abnormal traffic with the rest of the routers 

attached to it.  
 

The rest of the paper is divided into the following parts. Section 2 presents a thorough literature 

study of the current botnet and related security mechanisms. Section 3 presents the conceptual 

idea of the proposed scheme. Section 4 presents an overview and brief explanation of the 
experimentation study. Finally, the conclusions are given in Section 5.  

 

2. RELATED WORKS 
 
In recent literature, researchers suggested a number of techniques to protect IoT devices from 

malicious attacks. These techniques are based on a number of parameters, such as the processing 

power, memory, communication range, etc., of the IoT devices. However, it is still challenging to 

design a generic security system that can incorporate all the above-mentioned parameters. For 
instance, the authors in [7] focused on tackling the networks of devices that have been infected 

with malware by modelling the behaviour of malware spread, the classification of malicious 

traffic, and the analysis of traffic anomalies. This paper introduces a system for ANTicipating 
botnEts (ANTE) signals based on machine learning techniques. By learning to recognize different 

forms of botnets throughout their execution, ANTE's architecture allows it to adapt to a variety of 

circumstances. In order to maximize the accuracy of categorization, ANTE automatically picks 

the best optimal machine-learning pipeline for each type of botnet. A similar study is presented in 
[8] to detect botnets using the autoencoder machine learning technique. A large-scale IoT 

network traffic data is encoded using a long short-term memory auto-encoder in order to 

minimize the dimensionality of features (LAE). With the use of a deep bidirectional long-short-
term memory (BLSTM), the authors propose that it is possible to categorize network traffic 

samples properly (BLSTM). To validate the efficacy of the proposed hybrid DL technique, 

extensive experiments were performed on the BoT-IoT data set. A weather station, smart fridge, 
motion-activated lighting, a remotely operated garage door, and a smart thermostat were among 

the IoT devices included in the testbed setup. Bot-IoT also includes millions of samples of IoT 

botnet attack traffic.  

 
As machine learning techniques require a sufficient amount of processing power and memory, 

therefore, it is only appropriate for IoT devices that have such features and capabilities. For 
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lower-capability IoT devices that may exist in a variety of home appliances, It is necessary to use 
other techniques which are faster and require a limited amount of processing power and memory. 

For instance, a lightweight security scheme is designed to limit network access using segment 

units set with various device features, network information, and service types [9]. The 

architecture's capacity to prevent the propagation of threats on the IoT network was validated by 
the suppression of botnet creation in the botnet creation experiment testbed using the Mirai virus. 

In the same context, another scheme is presented using a fuzzy logic mechanism to prevent IoT 

devices from enslavement [10]. This paper proposes a unique approach capable of detecting IoT-
Botnet attacks while avoiding the difficulties related to the limitations of knowledge-based 

representation and binary decisions. The contribution of this research paper is to present a 

detection method for the IoT-BotNet attack using Fuzzy Rule Interpolation (FRI). These 
advantages assist the Intrusion Detection System (IDS) in producing more realistic and 

comprehensive alerts. The suggested technique was used for an open-source BoT-IoT dataset 

from the Cyber Range Lab at UNSW Canberra Cyber. The proposed technique was assessed and 

found to have a detection rate of 95.4%, according to the study. Due to its fuzzy nature, it was 
able to successfully smooth the boundary between regular and IoT-BotNet traffic, and it was able 

to create the appropriate IDS warning in the case that the knowledge-based representation failed.  
Intrusion Detection Systems (IDS) are widely used to handle abnormal traffic and block illegal 
access to an IoT device [11, 12]. For instance, in [13], the authors proposed a three-layer IDS that 

detects a variety of prominent network-based cyber-attacks on IoT networks using a supervised 

method. The system is capable of classifying the type, profiling the usual behaviour of each IoT 
device, and determining the sort of attack that has been launched. The system is tested in a smart 

home testbed that includes eight prominent commercially accessible devices. The effectiveness of 

the proposed IDS architecture is assessed by deploying 12 attacks from four major network-based 

attack categories. The system is also tested against four multistage attack scenarios with 
complicated event chains. As this system is based on supervised learning, there is a fair chance 

that the system will respond in a significantly large amount of time if a greater number of IoT 

devices are connected to the home network. One way to avoid the use of supervised learning is to 
perform IoT botnet isolation and detection on access-level routers that enable automated 

detection of unprotected IoT devices, isolation based on the access router's internal firewall, an 

update mechanism based on a CVE online service, and self-optimizing scanning [14]. The 

researchers used two testbeds to perform a quantitative evaluation of the proposed approach using 
both virtual and real hardware devices.  

 

The paper [15] presents an IoT botnet testbed that emulates IoT devices in a DETER-lab-based 
infrastructure (NCL). It has all the ancillary services like a DNS, CNC, ScanListen/loader, and a 

victim server that a botnet needs for full operation. The paper showcased a virtualization method 

using (QEMU) by emulating a Raspbian OS with limited and fixed resources for each emulated 
device. There were 10 IoT-emulated devices connected to gateways and routers in a contained 

environment. The botnet used for experimentation was "Mirai", whose source code was altered to 

remove the errors faced in the emulated environment. All the technical details about setting up 

the testbed were shown, and validation of the testbed was achieved by using a UDP flood and 
TCP SYN flood attack on the testbed's victim server and monitoring the packet traffic to see 

disruption of the victim server upon being attacked.  

 
The proposed approach presented in this paper is similar in principle to the system presented in 

the above-mentioned manuscript. However, the major difference between our proposed scheme 

and [15] is our scheme is a lightweight one. In addition, we also consider the home edge router's 
limited memory and processing power when scanning and detecting the network traffic. Also, the 

knowledge gained by a home edge router is published with the rest of the routers to reduce the 

time for processing and to detect abnormal traffic patterns.  
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3. PROPOSED SCHEME 
 
The working of the proposed scheme is further divided into two phases: 1) DDoS Attack Phase 

and 2) DDoS Attack Detection and Prevention Phase. 

 

3.1. DDoS Attack Phase  
 

In the attack phase, an attacker infects a smart home device, such as a washing machine, 

refrigerator, etc., by scanning for open ports using or performing a brute force attack on random 
IP addresses. As soon as the attacker finds an open port, it establishes a connection to the smart 

home device to inject the malicious code. The attacker later uses this malicious code to launch a 

DoS attack from the infected device. Similarly, the infected devices distribute the malicious code 

with the devices attached to the same network. The spreading of infection to other devices is 
continued until all the devices on the home network are infected. The attacker also uses the 

switch/router attached to other switches and routers for spreading the infection to other home 

networks via an infected device. The infected devices have the functionality of automatically 
scanning the network for other devices, and as soon as they find any other device, they infect 

them by sending them the malicious code. Similarly, these infected devices, which are also called 

bots, can perform a number of activities, such as scanning other devices on the network, sending 
malicious codes to the infected devices, sending spam emails, and can launch an attack. The 

entire working mechanism of the DDoS attack phase is presented in Figure 1.  

 

 
 

Figure 1. The attack scenario 

 
Fig 1. shows the mechanism of how an attacker infects a device and then spreads the infection to 

the network. 

 

3.2. DDoS Detection and Prevention Phase  
 

In the prevention phase, the home router uses a set of mechanisms to block the DDoS attack 

launched by the bots. As we already discussed, it is difficult and time-consuming to add neural 
network models to identify any malicious traffic generated from home devices. Also, neural 

networks always require huge amounts of data to be trained to differentiate between legitimate 

and abnormal traffic. We also know that home routers are always available with limited 

processing and programming capabilities. Therefore, it would be difficult to program and 
configure them with neural network capabilities. In order to deal with the abnormal traffic 

generated by the bots, we divided the working mechanism into the following steps.  
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3.2.1. Detection 
 

In order to detect the abnormal traffic generated by the bots, each packet distant from a server is 

checked for the destination IP address. Further, a counter on the destination IP addresses will be 

set. If, for a particular destination IP address, the counter exceeds a pre-defined threshold, then 
the traffic will be considered abnormal. In a similar context, each device that generated similar 

traffic will be blocked.  

 

3.2.2. Filtration 

 

One of the possibilities in the case of step 1 is that there are difficulties in differentiating between 
normal and abnormal traffic. In this regard, we developed a filtration mechanism based on 

defining various thresholds similar to step 1. However, the difference between the threshold used 

in step 2 is that there legitimate and abnormal traffic can be classified into two separate 

categories. Finally, the outcome of the filtration step will help in traffic classification and 
separation between normal and abnormal traffic.  

 

3.2.3. Screening  
 

In this step, all the logs and entries saved in the home devices and the home router are checked 

regularly to avoid any possible attack in the future. It also helps in identifying malicious actions 
by comparing the logs of normal and abnormal traffic.   

 
3.2.4. Publishing 

 

In order to reduce the processing time on the rest of the routers attached to the current router, the 
current router shares the malicious actions information with the routers attached to it via a wired 

connection. However, we also programmed the rest of the routers to repeat steps 1 to 3. Further, 

adding the information from the current router may also help in identifying the malicious code as 
quickly as possible. One of the main reasons for publishing the information to other routers is to 

deal with malicious traffic and prevent the DDoS attack in the early stages.  

 
Finally, the mechanism of detection and prevention of the DDoS attack is given in Figure 2. The 
proposed idea of the prevention of the possible DDoS attack is simple and requires less amount of 

time to process the packets from infected devices. Also, the malicious network traffic generated 

from the bots is handled and blocked. These bots are also identified, and the open ports used by 

the attacker are closed for any suspicious connections.     
 

 
 

Fig 2. Prevention of DDoS attacks from infected home devices 
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4. RESULTS AND DISCUSSION 
 
In this article, we present a conceptual idea of our proposed DDoS prevention system for home 

environments. To validate the proposed system, a fully isolated testbed is set up at the Network 

Security Laboratory at KCST to inject the malicious code into the home network by brute forcing 

all the available ports to establish a connection. For this purpose, we will set up different 
Raspberry PI with variable configurations connected to a home router to emulate the different IoT 

devices embedded in the different home appliances. The traffic generated from each home device 

will be scanned to detect abnormal traffic for a specific period and a specific destination address. 
If the home devices are sending data to a common destination IP address, then the traffic will be 

classified as abnormal traffic. The abnormal traffic will be discarded, and all the open ports will 

be closed. A snapshot of the system is presented in Figure 3.   
 

 
 

Fig 3. A testbed scenario of the proposed system. 

 

5. CONCLUSION 
 

This paper provides a framework for injecting malicious code into an IoT network to enslave 
home devices. Further, a detection mechanism is devised to scan the traffic originating from the 

home devices for possible malicious activities. As soon as a malicious activity, i.e., a DDoS 

attack, is detected by the home router, the traffic coming from the home devices is blocked, and 
the results are published to the routers connected to the current router. This is a light weighted 

solution that could be useful for home devices and routers with limited processing capabilities. In 

the future, we are planning to set up a similar structure using real hardware and testbed in the 

form of Raspberry Pi and home routers.   
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ABSTRACT 
 
With increasing globalization and immigration, various studies have estimated that about half 

of the world population is bilingual. Consequently, individuals concurrently use two or more 

languages or dialects in casual conversational settings. However, most research is natural 

language processing is focused on monolingual text. To further the work in code-switched 
sentiment analysis, we propose a multi-step natural language processing algorithm utilizing 

points of code-switching in mixed text and conduct sentiment analysis around those identified 

points. The proposed sentiment analysis algorithm uses semantic similarity derived from large 

pre-trained multilingual models with a handcrafted set of positive and negative words to 

determine the polarity of code-switched text. The proposed approach outperforms a comparable 

baseline model by 11.2% for accuracy and 11.64% for F1-score on a Spanish-English dataset. 

Theoretically, the proposed algorithm can be expanded for sentiment analysis of multiple 

languages with limited human expertise. 

 

KEYWORDS 
 

Code-switching, Sentiment Analysis, Multilingual Embeddings, Code-switch points, Semantic 

Similarity. 

 

1. INTRODUCTION 
 

Linguistic code-switching is the concurrent use of two or more languages or dialects in a 
conversation. According to The International Organization for Migration's (IOM) World 

Immigration Report, physical migration only accounts for 3.1% of the world population in 2020. 

However, growth in internet technology has introduced a new wave of unfiltered and cross-

cultural-lingual interactions, which provide a fertile ground for linguistic code-switching. 
Therefore, sentiment analysis of linguistic code-switching is a critical task in the future of 

multilingual natural language processing and understanding. 

 
Code-switching, in general, has been studied extensively in psycholinguistics and sociolinguistics 

[1,2,3]. While the psycholinguistic definition of code-switching is multi-faceted, this paper, for 

readability and convenience, will refer to only the linguistic variant as code-switching henceforth.  
While research in sentiment analysis has proliferated over the past decade, most research focused 

on utilizing monolingual textual data. Consequently, sentiment analysis of code-switched text is 

limited. Furthermore, sentiment analysis of code-switched data is a more complex task because 
two languages' unification creates a tertiary low-resource language. This low-resource language 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122013
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maintains the two primary languages' features while creating a new topology that classification 
models must learn separately. 

 
To further the work in code-switched sentiment analysis, we propose a multi-step natural 
language processing algorithm utilizing points of code-switching in mixed text and conduct 

sentiment analysis around those identified points. The proposed sentiment analysis algorithm 

uses semantic similarity derived from large pre-trained multilingual models with a handcrafted 
set of positive and negative words to determine the polarity of code-switched text. Additionally, 

the proposed algorithm can be adapted for sentiment analysis of multiple languages with limited 

human expertise. 

 

2. RELATED WORKS 
 

In this section, we will review literature related to transformer-based architectures for sentence 

embeddings and sentiment analysis of code-switched text. 

 
Extracting embeddings is the process of mapping textual data to vectors of real numbers. These 
embeddings are learnt representations of sentences and can be used in semantic similarity. 

Bidirectional Encoder Representations from Transformers (BERT) [4] and related variants [5,6] 

have provided state-of-the-art embeddings for numerous natural language processing (NLP) 

tasks. While the seminal BERT does not compute sentence-level embeddings, researchers have 
trained BERT model for sentences [7,8,9]. However, BERT models are computationally 

expensive for semantic similarity searches, Siamese-BERT (SBERT) [10] enabled efficient 

comparisons. Various multi-lingual SBERTs have been applied code-switched text [11]. The 
findings of [11] suggest that a pre-trained multi-lingual model does not necessitate high-quality 

representations of code-switched text.   

 
In another line of work, bilingual embeddings have been introduced to represent code-switching 

sentences [12,13,14,15,16]. However, these approaches are limited to fewer languages. 

Independently, much work has been done on extracting sentence embeddings [17,18,19,20]. Of 
these, Universal Sentence Encoder [20] was trained with the explicit goal of learning multilingual 

embeddings for downstream tasks. 

 
Despite available embedding methods and accessible code-switched social media text, few 

labelled data sets have been released for sentiment analysis. These datasets include Malayalam-

English and Tamil-English [21,22,23], Spanish-English [24], and Hindi-English [25]. 

 
Previous work has shown BERT-based models achieve state-of-the-art performance for code-

switched languages in tasks like offensive language identification [26] and sentiment analysis 
[27]. Custom architectures and algorithms have also been proposed [24,28,29].  

 
Of these approaches we chose [24] as our baseline of comparison since this model, to the best of 

our knowledge, is the current state-of-art for this specific dataset-task pair and has shown 

improved performance when compared to over 10 other approaches. Furthermore, other models 

have only explicitly focused on Dravidian languages which is likely easier than Spanish-English 
sentiment analysis due to difference in lexical relatedness [30,31]. 

 
In our work, we explore the possibility of exploiting multi-lingual embedding spaces toward 

sentiment analysis of code-switched text. Our proposed algorithm can be extended in a language-

agnostic manner with nominal human involvement. 
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3. METHODOLOGY 
 

3.1. Datasets 
 

To analyze this project, we utilize two primary datasets. Firstly, the Spanish-English Code-
switching Dataset [24] sourced from tweets that contained both Spanish and English. Secondly, 

the Word Level Sentiment Lexicon [32] dataset which provides a lexicon of negative and positive 

words for many languages. For this work, we only utilize the Spanish and English subsets. 

 

3.2. Data Preprocessing 
 

We convert the text data to lower case and remove, to the best of our abilities, all punctuation, 

white spaces, and sensitive information such as email addresses, URLs, numbers, and social 

media entities like emojis and hashtags. 

 

3.3. Multilingual Models 
 

In this work, we compare two standard, pre-trained, multilingual model for extracting sentence-

level embeddings: SBERT-based model XLM-Roberta (XLM-RBASE) [10] and Universal 
Sentence Encoder (USE) developed by Google in [20]. Our algorithm's intuition relies on the 

hypothesis that sentence embeddings of segments that are negative sentence will be closer in 

vector space to a set of negative ground truth words/phrases and vice versa for positive sentences 

and their corresponding ground words despite their language of origin. 

 

3.4. Code-switching Identification Algorithm 
 

The proposed system in this work is composed of two primary parts. The first part is the 

detection of code-switch points in text. To implement this, we utilized a Naïve Bayes classifier 
[33] on our Spanish-English dataset to detect likely points where code-switching might occur. In 

their dissertation research, [33] seeks to detect code-switching points in several interviews where 

the interviewer and the interviewee switch between English and Kiswahili. For reference, an 
example of code-switching in Swahili-English points can be found in Table 1.  

 
Table 1. Code-switching points represent point at which the language of the sentence switches from one 

language to another. This table show examples of code-switching points in various code-mixed language 

combinations. 

 
Original Text Translation Code-Switching Points 

Okay, Okay, na unafikiria ni 

important kujua native 

language? 

Okay, and do you think it is 

important to know native 

language? 

“okay,” “ni,” “important,” and 

“kujua” 

 

Table 2. Pseudo Code for English-Spanish Text 
 

pos_eng: The list of ground positive English words  
neg_eng: The list of ground negative English words 
pos_es: The list of ground positive Spanish words 
neg_es: The list of ground negative Spanish words  
# compare the language-segments with negative and positive word sets 
scores = cosineSimilarity(spanish_segments, pos_es) 
neg_scores = cosineSimilarity(spanish_segments, neg_es) 
eng_scores = cosineSimilarity(english_segments, pos_eng) 
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eng_neg_scores = cosineSimilarity(english_segments, neg_eng)  
# get the total Positive and Negative score 
neg = sum(neg_scores, eng_neg_scores) 
pos = sum(scores, eng_scores)  
# Thresholding 
if pos >neg: 
    return “Positive” 
elif neg <pos: 
     return “Negative” 

 

3.5. Sentiment Analysis Algorithm 
 
The code-switch points are passed into the second part of the overall system for sentiment 

analysis. Using these results, the code-switched text is segmented into constituent languages. 

Assuming the two languages involved are know, which for our dataset is English and Spanish, 

the segments embeddings are extracted independently using USE and XLM-RBASE. A set of 
positive and negative sentiment lexicons [32] for each language and their embeddings are also 

extracted. Segments were compared to their language-specific sets of negative and positive 

embeddings. The returned comparison from the four sets of comparisons from two languages 
each with two sets of curated embeddings is the totalled and the total negative score and total 

positive scores are used to determine the polarity of the overall codeswitched sentence. The 

pseudocode algorithm for detecting the sentiment post-segmentation into English and Spanish 
can be seen in Table 2. For clarity, we summarize the full proposed algorithm in Figure 1 below. 

 

 
 

Figure 1. Full Proposed Algorithm 
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To enable future comparisons and ensure reproducibility, a link to access our source code has 
been provided in the Appendix.  
 

4. EXPERIMENTAL RESULTS 
 

Table 3. Comparison of results 
 

Model Accuracy Macro F1 Precision Recall 

GIRNET 1L 63.3 62.4 63.4 61.8 

GIRNET 2L 62.0 61.3 61.8 61.1 

USE 71.9 71.7 74.5 73.4 

XLM-RBASE 74.5 74.0 74.2 73.8 

 

4.1. Sentiment Analysis Evaluation 
 

Table 3 shows the sentiment analysis results via the semantic similarity task. This table compares 

our results with other methods for classifying the sentiment of the code-switched text. The first 
two rows show the results provided by the baseline [24]. The baseline results from the paper, 

which utilize a unified position-sensitive multi-task recurrent neural network (RNN), produce an 

accuracy of 63.3% and a macro-F1 score of 62.36% on the Spanish-English code-switched 
dataset. For context, in table 3, GIRNET 1L represents the architecture with one layer, whereas 

GIRNET 2L illustrates the architecture with two layers. The third and fourth columns show 

results from our algorithm when utilizing Universal Sentence Encoders (USE) and XLM-

RBASE. For further analysis, we have provided the confusion matrix of the approach utilizing 
XLM-RBASE and USE in Tables 4 and 5 respectively. In terms of overall performance, we 

notice that XLM-RBASE slightly outperforms USE embeddings. However, USE embeddings are 

better for predicting positive sentiments than XLM-RBASE embeddings but much worse for 
negative sentiments. Furthermore, false positive and false negative predictions of the best-

performing model have been provided the Appendix for further qualitative analysis. 

 
Table 4. XLM-RBASE Model Confusion matrix 

 
 True Positive True Negative 

Predicted Positive 429 201 
Predicted Negative 160 624 

 
Table 5. USE Model Confusion matrix 

 
 True Positive True Negative 

Predicted Positive 553 77 
Predicted Negative 321 463 

 

4.2. Future Work and Limitations 
 

While the proposed approach significantly improves the baseline's performance metrics for the 
task, the model's performance still leaves more to be desired. Furthermore, while our proposed 

approach works on English-Spanish, the work done explicitly on Dravidian languages or utilizing 

domain-specific dependence are not directly comparable. Additionally, even though these 
languages are prominently studied in code-switching literature, all current datasets only contain 

code-switching between English and one other language whereas other relevant language pairs 

such as French-Tamil, Nepali-English, Hopi-Tewa, Swahili-English, Hindi-Nepali, and Latin-
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Irish currently lack datasets. Thus, much work needs to be done in creating datasets that go 
beyond the language pairs currently being studied.  

 
The algorithm proposed still depends on models that can provide accurate representations across 
the languages considered and assume the languages involved have already been identified. This 

requirement can be a particular issue for other low-resource languages. Furthermore, while the 

given approach requires limited human intervention, we may still need human expertise to create 
positive and negative word sets for the language of choice. We hope that with increasing need 

and interest for this topic, larger and more challenging datasets and increased research funding 

will follow in the future.  

 
Finally, the authors would like to acknowledge that the approach is still rather rudimentary and 

should definitely be improved. However, given that this seemingly simple approach 
outperformed the extensively tested and task-specific custom model of the baseline, perhaps 

future research in this topic needs to take a new outlook beyond novel and custom neural network 

architectures while recognizing the niche task at hand. 

 

5. CONCLUSION 
 

In this work, we present our research towards developing a pipeline to detect sentences where 

code-switching present and to classify the polarity of these sentences. This pipeline has the 
potential to assist researchers in further improving the sentiment analysis of code-switched text. 
The results show that our approach significantly surpasses the baseline performance (GIRNET) 

by 11.2% for accuracy and 11.6% for the F1 -score. Furthermore, when comparing the two 
embedding models utilized within our algorithm, XLM-RBASE outperformed the Universal 

Sentence Encoder. These results suggest that our algorithm utilizing semantic similarity and 

multilingual language models for representation can offer a method for detecting the sentiment of 
code-switched text in a language agnostic manner. Theoretically, the proposed approach may be 

applied to a number of downstream classification tasks and applications that involve code-

switched textual data. However, larger and comprehensive data sets may enable more complex 

and better performing approaches for language-agnostic sentiment analysis of code-switched text. 
To be added if accepted. 
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ABSTRACT 
 

While speech recognition Word Error Rate (WER) has reached human parity for English, long-

form dictation scenarios still suffer from segmentation and punctuation problems resulting from 

irregular pausing patterns or slow speakers. Transformer sequence tagging models are effective 

at capturing long bi-directional context, which is crucial for automatic punctuation. Automatic 

Speech Recognition (ASR) production systems, however, are constrained by real-time 

requirements, making it hard to incorporate the right context when making punctuation 

decisions. In this paper, we propose a streaming approach for punctuation or re-punctuation of 

ASR output using dynamic decoding windows and measure its impact on punctuation and 

segmentation accuracy across scenarios. The new system tackles over-segmentation issues, 

improving segmentation F0.5-score by 13.9%. Streaming punctuation achieves an average 

BLEU-score improvement of 0.66 for the downstream task of Machine Translation (MT). 

 

KEYWORDS 
 

Automatic punctuation, automatic speech recognition, re-punctuation, speech segmentation. 

 

1. INTRODUCTION 
 

Our hybrid Automatic Speech Recognition (ASR) generates punctuation with two systems 
working together. First, the Decoder generates text segments and passes them to the Display Post 

Processor (DPP). The DPP system then applies punctuation to these segments.  
 
This setup works well for single-shot use cases like voice assistant or voice search but fails for 
long-form dictation. A dictation session typically comprises many spoken-form text segments 
generated by the decoder. Decoder features such as speaker pause duration determine the 
segment boundaries. The punctuation model in DPP then punctuates each of those segments. 
Without cross-segment look-ahead or the ability to correct previously finalized results, the 

punctuation model functions within the boundaries of each provided text segment. Consequently, 
punctuation model performance is highly dependent on the quality of text segments generated by 
the decoder. 
 
Our past investments have focused on both systems independently - (1) improving decoder 
segmentation using look-ahead-based acoustic-linguistic features and (2) using neural network 
architectures to punctuate in DPP. As measured by punctuation-F1 scores, these investments have 
improved our punctuation quality. Yet, over-segmentation for slow speakers or irregular pauses is 

still prominent. 
 
In streaming punctuation, we explore a system that discards decoder segmentation, shifting 
punctuation decision-making towards a powerful long-context Transformer-based punctuation 
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model. Instead of segments, this system emits well-formed sentences, which is much more 
desirable for downstream tasks like Translation of Speech Recognition output. The proposed 
architecture also satisfies real-time latency constraints for ASR. 
 

Many works have demonstrated that leveraging prosodic features and audio inputs can improve 
punctuation quality [1, 2, 3]. However, as we show in our experiments, misleading pauses may 
undermine punctuation quality and encourage overly aggressive punctuation. It is especially true 
in scenarios like dictation, where users pause often and unintentionally. Our work shows that 
text-only streaming punctuation is robust to over-segmentation from irregular pauses and slow 
speakers. 
 
We make the following key contributions: (1) we introduce a novel streaming punctuation 

approach to punctuate and re-punctuate ASR outputs, as described in section 3, (2) we 
demonstrate streaming punctuation's robustness to model architecture choices through 
experiments described in section 5, and (3) we achieve not only gains in punctuation quality but 
also significant downstream BLEU score gains on Machine Translation for a set of languages, as 
demonstrated in section 6. 
 

2. RELATED WORK 
 

Approaches to punctuation restoration have evolved to capture the surrounding context better. 
Early sequence labeling approaches for punctuation restoration used n-grams to capture context 

[4]. However, this simple approach becomes unscalable as n grows large, limiting the amount of 
context used in punctuation prediction. 
 
Classical machine learning approaches such as conditional random fields (CRFs) [5, 6, 7], 
maximum entropy models [8], and hidden Markov models (HMMs) [9] model complex features 
by leveraging manual feature engineering. This manual process is cumbersome, and the quality of 
these features limits the effectiveness of these classical approaches. 

 
Neural approaches mostly displaced manual feature engineering, opting instead to learn more 
complex features through deep neural models. Recurrent neural networks (RNNs), specifically 
Gated Recurrent Units (GRUs) and bidirectional Long Short-Term Memory (LSTM) networks, 
have advanced natural language processing (NLP) and punctuation restoration by specifically 
modeling long-term dependencies in the text [10, 11, 12, 13, 14]. Prior works have also 
successfully used LSTMs with CRF layers [15, 16]. Most recently, using Transformers [17] and 
especially pre-trained embeddings from models such as Bidirectional Encoder Representations 

from Transformers (BERT) [18] has significantly advanced quality across natural language 
processing (NLP) tasks. By leveraging attention mechanisms and more complex model 
architectures, Transformers better capture bidirectional long-range text dependencies for 
punctuation restoration [19, 20, 21, 22, 23, 24]. 
 

3. PROPOSED METHOD 
 

3.1. Punctuation Model 
 

We frame punctuation prediction as a sequence tagging problem. Figure 1 illustrates the end-to-
end punctuation tagging and application process. We first tokenize the input segment as byte-pair 
encoding (BPE) tokens and pass this through a transformer encoder. Next, a punctuation token 
classification head, consisting of a dropout layer and a fully connected layer, generates token-
level punctuation tags. Finally, we convert the token-level tags to word-level and generate 
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punctuated text by appending each specified punctuation symbol to the corresponding word in the 
input segment. 
 

 
 

Figure 1.  Punctuation tagging model using transformer encoder  

 

3.2. Streaming Decoder for Punctuation 
 

Hybrid ASR systems often define segmentation boundaries using silence thresholds. However, 
for human2machine scenarios like dictation, pauses do not necessarily indicate ideal 
segmentation boundaries for the ASR system. In our experience, users pause at unpredictable 

moments as they stop to think. All A1-4 segments in Table 1 are possible; each is a valid 
sentence with correct punctuation. Even with a punctuation model, if A4 is the user’s intended 
sentence, all A1-3 would be incorrect. For dictation users, this system would produce a lot of 
over-segmentation. To solve this issue, we must incorporate the right context across segment 
boundaries. 
 

Table 1.  Examples of possible segments generated by ASR 

 
Id Segment 

A1 It can happen. 

A2 It can happen in New York. 

A3 It can happen in New York City. 

A4 It can happen in New York City, right? 

 

Our solution is a streaming punctuation system. The key is to emit complete sentences only after 
detecting the beginning of a new sentence. At each step, we punctuate text within a dynamic 
decoding window. This window consists of a buffer for which the system hasn’t yet detected a 
sentence boundary and the new incoming segment. When at least one sentence boundary is 
detected within the dynamic decoding window, we emit all complete sentences and reserve any 
remaining text as the new buffer. This process is illustrated in Figure 2. 
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Figure 2.  Dynamic decoding window for streaming punctuation 

 
This strategy discards the original decoder boundary and decides the sentence boundary purely on 

linguistic features. A powerful transformer model that captures the long context well is ideal for 
this strategy, as dynamic windows ensure that we incorporate enough left and right context before 
finalizing punctuation. Our approach also meets real-time requirements for ASR without 
incurring additional user-perceived latency, owing to the continual generation of hypothesis 
buffers within the same latency constraints. An improvement to this system would be to use a 
prosody-aware punctuation model that captures both acoustic and linguistic features. That would 
be a way to re-capture the acoustic cues that we lose by discarding the original segments. 

However, prosody-aware punctuation models may cause regressions in scenarios such as 
dictation. 
 

4. DATA PROCESSING PIPELINE 
 

4.1. Datasets 
 

We use public datasets from various domains to ensure a good mix of conversational and written-
form data. Table 2 shows the word count distributions by percentage among the sets. 

 
OpenWebText [25]: This dataset consists of web content from URLs shared on Reddit with at 
least three upvotes. 
 
Stack Exchange: This dataset consists of user-contributed content on the Stack Exchange 
network. 
 
OpenSubtitles2016 [26]: This dataset consists of movie and TV subtitles. 

 
Multimodal Aligned Earnings Conference (MAEC) [27]: This dataset consists of transcribed 
earnings calls based on S&P 1500 companies. 
 
National Public Radio (NPR) Podcast: This dataset consists of transcribed NPR Podcast 
episodes. 
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Table 2.  Data distribution by number of words per dataset 

 
Dataset Distribution 

OpenWebText 52.8% 

Stack Exchange 31.5% 

OpenSubtitles2016 7.6% 

MAEC 6.7% 

NPR Podcast 1.4% 

 

4.2. Data Processing 
 

As described in Section 3.1, the transformer sequence tagging model takes spoken-form 
unpunctuated text as input and outputs a sequence of tags signifying the punctuation to append to 
the corresponding input word. All datasets consist of punctuated written-form paragraphs, and we 
process them to generate spoken-form input text and output tag sequences for training. 

 
To preserve the original context, we keep the original paragraph breaks in the datasets and use 
each paragraph as a training row. We first clean and filter the sets, removing symbols apart from 
alphanumeric, punctuation, and necessary mid-word symbols such as hyphens. To generate 
spoken-form unpunctuated data, we strip off all punctuation from the written-form paragraphs 
and use a Weighted Finite-State Transducers (WFST) based text normalization system to 
generate spoken-form paragraphs. During text normalization, we preserve alignments between 

each written-form word and its spoken form. We then use these alignments and the original 
punctuated display text to generate ground truth punctuation tags corresponding to the spoken-
form text. 
 
We set aside 10% or at most 50k paragraphs from each set for validation and use the rest for 
training. 
 

4.3. Tag Classes 
 

We define four tag categories: comma, period, question mark, and ‘O’ for no punctuation. Each 
punctuation tag represents the punctuation that appears appended to the corresponding text token. 
When we convert input word sequences into BPE sequences, we attach the tags only to the last 
BPE token for each word. The rest of the tokens are tagged with ‘O’. 

 

5. EXPERIMENTS 
 

5.1. Test Sets 
 

We evaluate our punctuation model performance across various scenarios using private and 
public test sets. Each set contains long-form audio and corresponding written-form transcriptions 
with number formatting, capitalization, and punctuation. Starting from audio rather than text is 
critical to highlight the challenges associated with irregular pauses or slow speakers. This 

prohibits us from using the text-only International Conference on Spoken Language Translation 
(IWSLT) 2011 TED Talks corpus, typically used for reporting punctuation model performance. 
 
Dictation (Dict-100): This internal set consists of 100 sessions of long-form dictation ASR 
outputs and corresponding human transcriptions. On average, each session is 180 seconds long. 
 
MAEC: 10 hours of test data taken from the MAEC corpus, containing transcribed earnings 
calls. 
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European Parliament (EP-100): This dataset contains 100 English sessions scraped from 
European Parliament Plenary videos. This dataset already contains English transcriptions, and 
human annotators provided corresponding translations into seven other languages. 
 

NPR Podcast (NPR-76): 20 hours of test data from transcribed NPR Podcast episodes. 
 

5.2. Experimental Setup 
 

Our baseline system primarily uses Voice Activity Detection (VAD) based segmentation with a 
silence-based timeout threshold of 500ms. When VAD doesn’t trigger, the system applies a 

segmentation at 40 seconds. The streaming punctuation system receives the input from the 
baseline system but can delay finalizing punctuation decisions until it detects the beginning of a 
new sentence. 
 
We hypothesize that streaming punctuation outperforms the baseline system. We test our 
hypothesis on LSTM and transformer punctuation tagging models. For the LSTM tagging model, 
we trained a 1-layer LSTM with 512-dimension word embeddings and 1024 hidden units. We 

used a look-ahead of 4 words, providing limited right context for better punctuation decisions. 
For the transformer tagging model, we trained a 12-layer transformer with 16 attention heads, 
1024-dimension word embeddings, 4096-dimension fully connected layers, and 8-dimension 
layers projecting from the transformer encoder to the decoder that maps to the tag classes.  
 
Both models are trained with 32k BPE units. We limited training paragraph lengths to 250 BPE 
tokens and trimmed paragraphs to the last full sentence. All models are trained to convergence. 
 

6. RESULTS AND DISCUSSION 
 

We compare the results of baseline (BL) and streaming (ST) punctuation systems on (1) the 

LSTM tagging model and (2) the Transformer tagging model. As expected, Transformers 
outperform LSTMs for this task. Here we test our hypothesis for both model types to establish the 
effectiveness and robustness of our proposed system. For LSTM tagging models, BL-LSTM 
refers to the baseline system, and ST-LSTM refers to the streaming punctuation system. 
Similarly, for Transformer tagging models, BL-Transformer refers to the baseline system, and 
ST-Transformer refers to the streaming punctuation system. 
 

6.1. Punctuation and Segmentation Accuracy 
 

We measure and report punctuation accuracy with word-level precision (P), recall (R), and F1-
score. Table 3 summarizes punctuation metrics measured and aggregated over three punctuation 
categories: period, question mark, and comma. 
 

Our customers consistently prefer higher precision (system only acting when confident) over 
higher recall (system punctuating generously). Punctuation-F1 does not fully capture this 
preference. Customers also place higher importance on correctly detecting sentence boundaries 
over commas. We, therefore, propose segmentation-F0.5 as a primary metric for this and future 
sentence segmentation work. The segmentation metric ignores commas and treats periods and 
question marks interchangeably, thus only measuring the quality of sentence boundaries. Table 4 
summarizes segmentation metrics. 
 

Although our target scenario was long-form dictation (human2machine), we found this technique 
equally beneficial for conversational (human2human) and broadcast (human2group) scenarios, 
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establishing its robustness. On average, the ST-Transformer system has a segmentation-F0.5 gain 
of 13.9% and a punctuation-F1 gain of 4.3% over the BL-Transformer system. Similarly, the ST-
LSTM system has a Segmentation-F0.5 improvement of 12.2% and a Punctuation-F1 improvement 
of 2.1% over the BL-LSTM system. These results support our hypothesis. 

 

6.2. Downstream Task: Machine Translation 
 

We measure the impact of segmentation and punctuation improvements on the downstream task 
of MT. Higher quality punctuation leads to translation BLEU gains for all seven target languages, 
as summarized in Table 5. The ST-Transformer system achieves the best results across all seven 

target languages. On average, the ST-Transformer system has a BLEU score improvement of 
0.66 over the BL-Transformer and wins for all target languages. Similarly, the ST-LSTM system 
has a BLEU score improvement of 0.33 over the BL-LSTM system and wins for 5 out of 7 target 
languages. These results support our hypothesis. 
 

Table 3.  Punctuation results 

 
Test 

Set 

Model PERIOD Q-MARK COMMA OVERALL F1-

Gain P R F1 P R F1 P R F1 P R F1 

Dict-

100 

BL-LSTM 

ST-LSTM 

64 

77 

71 

63 

67 

69 

47 

67 

88 

71 

61 

69 

62 

60 

52 

52 

57 

56 

63 

68 

61 

57 

61 

62 

 

0.6% 

BL-Transformer 

ST-Transformer 

69 

81 

76 

71 

72 

76 

50 

82 

88 

82 

64 

82 

68 

69 

52 

51 

59 

59 

68 

74 

63 

60 

65 

67 

 

2.9% 

MAEC 

BL-LSTM 

ST-LSTM 

68 

77 

79 

70 

73 

73 

46 

65 

44 

45 

45 

54 

63 

60 

50 

51 

56 

55 

65 

68 

63 

60 

64 

64 

 

0.0% 

BL-Transformer 

ST-Transformer 

71 

80 

80 

78 

75 

79 

50 

69 

50 

46 

50 

56 

65 

65 

49 

48 

56 

55 

67 

72 

63 

62 

65 

66 

 

2.4% 

EP-100 

BL-LSTM 

ST-LSTM 

56 

70 

71 

62 

63 

66 

64 

69 

62 

55 

63 

61 

55 

57 

47 

49 

51 

53 

56 

63 

58 

55 

56 

59 

 

4.2% 

BL-Transformer 

ST-Transformer 

58 

70 

76 

71 

66 

71 

58 

76 

70 

70 

64 

73 

57 

59 

49 

51 

53 

55 

57 

64 

61 

60 

59 

62 

 

5.8% 

NPR-

76 

BL-LSTM 

ST-LSTM 

72 

82 

71 

71 

72 

76 

71 

76 

66 

69 

69 

73 

65 

65 

58 

59 

61 

62 

69 

74 

65 

66 

67 

70 

 

4.0% 

BL-Transformer 

ST-Transformer 

76 

87 

77 

79 

76 

83 

76 

81 

70 

75 

73 

78 

68 

70 

60 

61 

64 

65 

72 

79 

69 

71 

71 

75 

 

6.0% 

 
Table 4.  Segmentation results 

 
Test Set Model Segmentation 

  P R F1 F1-gain F0.5 F0.5-gain 

Dict-100 

BL-LSTM 

ST-LSTM 

62 

74 

68 

60 

65 

66 

 

1.5% 

63 

71 

 

12.0% 

BL-Transformer 

ST-Transformer 

66 

79 

74 

69 

70 

73 

 

4.3% 

67 

77 

 

13.8% 

MAEC 

BL-LSTM 

ST-LSTM 

66 

76 

76 

68 

71 

72 

 

1.4% 

68 

74 

 

9.5% 

BL-Transformer 

ST-Transformer 

69 

79 

77 

75 

73 

77 

 

5.5% 

70 

78 

 

10.9% 

EP-100 

BL-LSTM 

ST-LSTM 

53 

66 

67 

58 

59 

62 

 

5.1% 

55 

64 

 

16.1% 

BL-Transformer 

ST-Transformer 

54 

67 

72 

68 

62 

68 

 

9.7% 

57 

67 

 

18.2% 

NPR-76 
BL-LSTM 

ST-LSTM 

71 

81 

70 

70 

70 

75 

 

7.1% 

71 

79 

 

10.9% 
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BL-Transformer 

ST-Transformer 

74 

85 

75 

79 

75 

81 

 

8.0% 

74 

84 

 

12.5% 

 

6.3. Downstream Task: Machine Translation 
 

We measure the impact of segmentation and punctuation improvements on the downstream task 
of MT. Higher quality punctuation leads to translation BLEU gains for all 7 target languages, as 

summarized in Table 5. The ST-Transformer system achieves the best results across all 7 target 
languages. On average, the ST-Transformer system has a BLEU gain of 0.66 over BL-
Transformer and wins for all target languages. Similarly, the ST-LSTM system has a BLEU gain 
of 0.33 over BL-LSTM system and wins for 5 out of 7 target languages. These results support our 
hypothesis. 
 
We used Azure Cognitive Services Translator API and compared them with reference 
translations. For Portuguese (pt) and French (fr), ST-LSTM regresses slightly, while ST-

Transformer outperforms BL-Transformer. It is worth noting that ST-Transformer achieves 
significant gains over BL-Transformer, +1.1 for German (de) and +1.4 for Greek (el). The results 
suggest that punctuation has a higher impact on translation accuracy for some language pairs. For 
some language pairs, translation is more robust to punctuation errors. 
 

Table 5.  Translation BLEU Results: English audio recognized, punctuated, and translated to 7 languages 

 

Language Model BLEU Gain 

de 

BL-LSTM 

ST-LSTM 

36.0 

36.6 

 

+0.6 

BL-Transformer 

ST-Transformer 

36.4 

37.5 

 

+1.1 

el 

BL-LSTM 

ST-LSTM 

39.8 

40.8 

 

+1.0 

BL-Transformer 

ST-Transformer 

40.3 

41.7 

 

+1.4 

fr 

BL-LSTM 

ST-LSTM 

41.0 

40.6 

 

-0.4 

BL-Transformer 

ST-Transformer 

41.7 

41.8 

 

+0.1 

It 

BL-LSTM 

ST-LSTM 

35.2 

35.5 

 

+0.3 

BL-Transformer 

ST-Transformer 

35.4 

35.9 

 

+0.5 

pl 

BL-LSTM 

ST-LSTM 

30.2 

30.9 

 

+0.7 

BL-Transformer 

ST-Transformer 

31.1 

31.7 

 

+0.6 

pt 

BL-LSTM 

ST-LSTM 

33.2 

33 

 

-0.2 

BL-Transformer 

ST-Transformer 

33.7 

33.9 

 

+0.2 

ro 

BL-LSTM 

ST-LSTM 

39.8 

40.1 

 

+0.3 

BL-Transformer 

ST-Transformer 

40.5 

41.2 

 

+0.7 
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Table 6.  BL-Transformer’s incorrect punctuation leads to incorrect translations from English to several 

languages. ST-Transformer correctly punctuates, resulting in correct translations. 

 

Language BL-Transformer ST-Transformer 

en I. Just have to share the view ... I just have to share the view ... 

de I. Ich muss nur die Ansicht teilen ... Ich muss nur die Ansicht teilen ... 

fr I. Il suffit de partager le point de ... Je dois simplement partager le point de ... 

it I. Basti condividere l'opinione ... Devo solo condividere l'opinione ... 

 
Table 6 presents an example of how incorrect punctuation can lead to downstream consequences 
in translated outputs. Here BL-Transformer incorrectly punctuates after “I” which results in (1) 
failure to translate the word, (2) incorrect translations for the subsequent text, and (3) incorrect 
punctuation in the translations to all languages. ST-Transformer, however, correctly punctuates 

and thus produces correct translations. This example demonstrates the importance of punctuation 
quality for downstream tasks such as MT. 
 

7. CONCLUSION 
 

Long pauses and hesitations occur naturally in dictation. We started this work to solve the over-
segmentation problem for long-form dictation users. We discovered these elements affect other 
long-form transcription scenarios like conversations, meeting transcriptions, and broadcasts. Our 
streaming punctuation approach improves punctuation for a variety of these ASR scenarios. 
Higher quality punctuation directly leads to higher quality downstream tasks, for instance, 
improvement in BLEU scores in MT. We also established the effectiveness of streaming 

punctuation across the transformer and LSTM tagging models, thus establishing the robustness of 
streaming punctuation to different model architectures. 
 
In this paper, we focused on improving punctuation for hybrid ASR systems. Our preliminary 
analysis has found that though end-to-end (E2E) ASR systems produce better punctuation out-of-
the-box, they still don’t fully solve over-segmentation and could benefit from streaming re-
punctuation techniques. We plan to present our findings in the future. Streaming punctuation 

discussed here relies primarily on linguistic features and discards acoustic signals. We plan to 
extend this work with prosody-aware punctuation models. As we explore our method’s 
effectiveness and potential for other languages, we are also interested in exploring the impact of 
intonation or accents on streaming punctuation. 
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ABSTRACT 
 
Water productivity is one of the main indicators used in agriculture. Price of water change from 

some regions where the price is free to other with a very high price. When water productivity is 

measured in Euros, to make comparable the results of the regions where the price is free, we 

need to obtain a correct measurement, which will require setting a market price for water in 

areas where no price has yet been set.  Therefore, the aim of this paper is to propose new 

productivity indicators based on fuzzy logic, whereby experts’ opinions about the possible price 

of the use of water as well as the annual variability of agricultural prices can be added.  

Therefore, the fuzzy willingness to pay (FWTP) and fuzzy willingness to accept (FWTA) 

methodology will be applied to create an artificial water market.  The use of fuzzy logic will 

allow the uncertainty inherent in the experts’ answers to be collected.  Ordered Weighted 

Averaging (OWA) operators and their different extensions will allow different aggregations 
based on the sentiment or interests reflected by the experts.  These same aggregators, applied to 

the prices of the products at origin, will make it possible to create new indicators of the 

economic productivity of water.  Finally, through an empirical application for a pepper crop in 

south-eastern Spain we can visualize the importance of the different indicators and their 

influence on the final results. 

 

KEYWORDS 
 

Water Economic Productivity, OWA, Fuzzy Willingness to Pay, Fuzzy Willingness to Accept. 

 

1. INTRODUCTION 
 
Water is an essential resource for agriculture.  However, there are regions where this resource is 

scarce or practically non-existent, such as the Spanish southeast.  Here, the water used comes 

from other basins or even from desalination plants, which entails a significant increase in costs.  
This situation contrasts with other regions where water exists in abundance and farmers do not 

pay for it, or they pay minimal costs for the maintenance of traditional channels.  For this reason, 

it is essential to analyse the economic results of water exploitation [1]. 

 
Various indicators measure water productivity.  Among these are production per cubic meter 

consumed or income per cubic meter [2]; but the most representative indicator is the income 

obtained per euro of water consumption by a farmer.  However, it is evident that this information 
is not always available, so it will be necessary to resort to the use of surveys where the high 

subjectivity inherent in these estimates must be considered [3]. 

 

http://airccse.org/cscp.html
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The valuation of environmental assets has been carried out using the contingent valuation 
method, travel costs methodology, or hedonic prices [4-5]. However, many of these studies do 

not include the subjectivity contained in the answers of the respondents, since they often have an 

interest in distorting prices based on their interests.  For this reason, on the one hand, by using 

fuzzy logic the uncertainty of this process can be included; and on the other, by using different 
aggregators such as Ordered Weighting Aggregators (OWA) [6] and their different extensions 

such as heavy OWA (HOWA) [7], induced OWA (IOWA) [8], probability OWA (POWA) [9] or 

induced POWA (IPOWA) [10], the interests of the respondents can be adequately treated. 
 

From these aggregators, new indicators of the economic productivity of water will be created.  

Firstly, this allows us to collect information on water prices in areas where there is no market; 
and secondly, it allows for an adequate aggregation of the prices of agricultural products in order 

to reduce their annual variability [11].   

 

Therefore, the aim of this paper is to propose a new methodology for estimating the economic 
productivity of water in agricultural companies.  To do this, first, the price of water will be 

estimated using the willingness to pay or willingness to accept methodology by means of fuzzy 

logic and different aggregators.  Then, a reference price of production will be obtained using 
these aggregators, which allows the economic productivity of water to be obtained.  Finally, an 

application of the economic productivity of water in a greenhouse pepper plantation will be 

carried out. 
 

2. MATERIAL AND METHODS 
 

Definition 1.  An OWA operator [6] of dimension n  is a mapping of : nOWA R R  with an 

associated weight vector W of dimension n such that 
1

1



n

jj
w  and  0,1jw  according to the 

following expression in which jb  is the jth largest element of the collection ia  

 

  1 2 1
, ,...,




n

n j jj
OWA a a a w b  (1) 

 

2.1. Water Demand Function 
 
For a region where the price of water for agriculture is null or merely nominal, such as paying for 

certain minimum infrastructure maintenance costs without energy consumption and with 

minimum personnel cost, the application of a cost can lead to saving water.  For this reason, a 

group of experts (farmers or managers of agricultural companies) are asked to assess their 
willingness to pay a series of prices.  To do this, a series of prices will be provided 

 1 2, ,..., PP P P P  in ascending order, with ' , ' i iP P i i .  These prices must be valued according 

to the following linguistic scale in which the membership function is indicated: “totally disagree” 

(0.00), “strongly disagree” (0.20), “disagree” (0.40), “agree” (0.60), “strongly agree” (0.80) and 
“totally agree” (1.00).   

 

The expert will be presented with the first price, 1P .  If their assessment is “totally disagree”, the 

price they would be willing to pay would be $0 m-3.  For any other feedback, price 2P  would be 

offered, and the process would proceed in a similar way.  If the answer is “totally disagree”, the 

process stops, but if any other evaluation is given, then it continues with the following price, and 
so on. 
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From this information, it is possible to obtain the price that the expert would be willing to pay to 
have the water necessary for irrigation.  It is important to bear in mind that this is about 

determining the price they would be willing to pay for their current water needs.  To do this, the 

following algorithm is used.   

 
Step 1.  Determination of willingness to pay from expert j (WTPj) can be obtained as the sum of 

the products of the price increases of each phase in relation to the previous one ( 1  i i iP P P ), 

and the membership function ij  stated by expert j for phase i.  It is assumed that 1 1 P P .   

  
 (2) 

 
As a result, the prices that each of the J experts will be willing to pay are obtained 

 1 1 1 1

1 2, ,..., JWTP WTP WTP WTP . 

 
Step 2.  Obtaining the willingness to pay weights.  They are assigned according to the different 

aggregator operators.  Each aggregator operator will generate a willingness to pay (WTP) price. 

Step 3.  Water demand function.  The demand curve is obtained by combining the sum of the 

experts’ weights, for which we have calculated a WTP equal to or higher than the price, iP , for 

each price presented to the experts ( iP ), abscissa axis.   

 

 
1

1
( ) /


 

J

i j j ij
P WTP P   (3) 

 

2.2. Water Supply Function 
 

The water supply function is obtained in a similar way to the water demand function.  In this 

case, the current owners of the water will be asked the price they require in exchange for giving 

up their rights.  The evaluation will start at higher prices, and they will be asked about their 
willingness to accept each price in exchange for permitting the use of their water.  In this case, 

obtaining willingness to accept (WTA) will be obtained from the maximum price and subtracting 

the membership function of each lower price by the price reduction that it implies in relation to 
the previous one. 

 

2.3. Equilibrium Price 
 

One group of experts will have expressed their willingness to pay and the other their willingness 

to accept a price.  Membership functions of willingness to pay decrease with P and willingness to 
accept increases with P.  Therefore, the objective is to find a price for which both membership 

functions are equal.  To do this, the following algorithm is presented. 

 
Step 1.  Starting from the price series of the demand function with their corresponding 

membership functions      1 1 2 2, , , , , ,P P P

n nP P P    and from the supply prices 

     1 1 2 2, , , , , ,A A A

n nP P P   .   

Step 2.  Search for the point of intersection, placed between two consecutive prices sP  y 1sP  

such that P A

s s   and 
1 1 P A

s s  . 

Step 3.  Obtaining the intersection point by interpolation between the points indicated in step 2. 
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
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 
 
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

  
  

P P P

s s s

s s s

A A A

s s s

s s s

x

y P P P

x

y P P P

  

  
 (4) 

 

It is evident that on many occasions, the experts' opinions are biased out of the fear that they may 

imply a higher cost in the future (water users) or a lower income (water providers).  The use of 
OWA equilibrium prices will allow these circumstances to be properly incorporated. 

 

2.4. Water Productivity 
 

Water productivity is measured in different ways, such as productivity in Euros per cubic meter 

of water consumed or income per cubic meter [12].  From an economic point of view, the income 
from the cost of water is of more interest; that is to say, the quotient between a farm's income 

(total production, V , multiplied by the average sale price VP ) and the cost of water (cubic 

meters consumed, W , multiplied by its price WP . 

 

 





V

W

V P
EPW

W P
 (5) 

 

The average sales price of each campaign is different, so to obtain a reference price, it is 

necessary for an aggregation system to be established. 
 

2.5. OWA Operators in Water Economic Productivity  
 
Aggregation only with arithmetic means or weighted means prevents other aspects from being 

considered.  For example, subjective considerations on whether it is convenient for the 

respondents to obtain high or low results regarding the price of water, which could favour their 
interests.  With respect to product sale price, the problem is that only historical prices are 

available, so it is necessary to incorporate relevant information not included in said prices [13]. 

We propose the following operators: 

 

Definition 2.  An OWA-EPW operator of dimension n m  is a mapping of 

:  n mOWA EPW R R  with an associated weight vector W of dimension n m  such that 

1
1




n

jj
w , 

1
1



 
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n m

jj n
w  and  0,1jw  according to the expression: 

 

  
 
 

1

1 1

1

,...,
,..., , ,...,

,...,
 

n

V Vn m

V V W W m

W W

OWA p p
OWA EPW p p p p

OWA p p
 (6) 

 

Definition 3.  A HOWA-EPW operator is a mapping of :  n mOWA EPW R R  associated with 

a weighting vector W of dimension n+m, such that  0,1jw , 
1

1


 
n

jj
w n  and 

1
1



 
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n m

jj n
w m  such that: 
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  
 
 

1

1 1

1

,...,
,..., , ,...,
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 

n

V Vn m

V V W W m

W W

HOWA p p
HOWA EPW p p p p

HOWA p p
 (7) 

 

Definition 4.  An IOWA-EPW operator of dimension n+m is a mapping of 

:    n m n mIOWA EPW R R R  that has an associated weighting vector, W of dimension n+m  

where 
1

1



n

jj
w , 

1
1



 
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n m

jj n
w  and  0,1jw  such that: 
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1 1
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 (8) 

Definition 5.  A POWA-EPW operator of dimension n+m is a mapping of 

:  n mPOWA EPW R R  having an associated weighting vector P, where  0,1jp , 

1
1




n

jj
p  and 

1
1



 
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n m

jj n
p  such that: 
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Definition 6.  An IPOWA-EPW operator of dimension n+m is a mapping of 

:   n m n mIPOWA R R R  that has an associated weight vector W of dimension n+m, where 

1
1




n

jj
w , 

1
1



 
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n m

jj n
w  and  0,1jw  so that: 
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 (10) 

 

Expressions (6) to (10) can have different combinations.  In particular, the proposed definitions 
can be used or simplified by assuming that the OWA and its extensions are only applied to water 

prices or agricultural sales prices. 

 

3. EMPIRICAL APPLICATION 
 
The aim was to analyse the water productivity of one-hectare plantation of Lamuyo peppers 

under greenhouse in 2021.  Average production was 35,530 kg ha-1 and water consumption was 

estimated at 8,200 m-3.  Since the plantation had unlimited access to water at practically zero cost, 
we wanted to know the economic productivity of the water.  To do this, experts were asked for 

their willingness to pay and to accept.   

 

Table I shows the weighting vectors for the OWAs and HOWAs, the induced variable (number of 
cultivated hectares), expert number, and the probability assigned to each of the eight that act as 

requestors and each of the six that act as bidders.  The induced variable for bidders was their 

responsibility in the firm they worked for, ranging from 1 to 10.  In both cases, 0.4   has been 

considered. 
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Table I.  Weighting vectors, experts (Exp), and probabilities (p). 

 
Demand Supply 

OWA HOWA Induced Exp p OWA HOWA Induced Exp p 

0.25 0.30 15 1 0.02 0.26 10 9 1 0.15 

0.20 0.25 10 2 0.25 0.22 8 7 2 0.20 

0.18 0.20 8 3 0.10 0.17 6 4 3 0.12 

0.15 0.15 7 4 0.20 0.15 4 3 4 0.21 

0.08 0.10 4 5 0.18 0.12 3 6 5 0.13 

0.07 0.10 6 6 0.12 0.08 2 10 6 0.19 

0.05 0.05 5 7 0.08 
     0.02 0.05 3 8 0.05 
      

Table II shows the opinions about each price.  Expert 1 (consumer) was not willing to pay any 

amount, but expert 2 totally agreed up to the price of €0.10 m-3, and strongly agreed to the price 
of €0.15 m-3, etc.  For the experts who acted as bidders, they started at higher prices, so they first 

agreed to accept a price of up to €0.15 m-3, but for €0.10 m-3, they only totally agreed, and for 

€0.05 m-3, they agreed. 

 
Table II.  Willingness to Pay (WTP) and Willingness to Accept (WTA) 

 

Demand Price  

Expert 0.05 0.1 0.15 0.2 0.25 0.3 0.35 WTP 

1 0 0 0 0 0 0 0 0.00 

2 1 1 0.8 0.6 0.2 0 0 0.18 

3 1 0.8 0.8 0.2 0.2 0 0 0.15 

4 1 1 1 1 1 1 0.4 0.32 

5 1 1 0.8 0.6 0.4 0.2 0 0.20 

6 0.8 0.4 0.2 0 0 0 0 0.07 

7 1 1 0.4 0 0 0 0 0.12 

8 1 1 1 0.8 0.6 0.6 0.2 0.26 

Supply WTA 

1 0 0.8 1 1 1 1 1 0.06 

2 0 0 0 0 0.2 0.8 1 0.25 

3 0 0 0 0 0.2 0.6 0.8 0.27 

4 0.4 1 1 1 1 1 1 0.03 

5 0 0 0 0 0 0 0.4 0.33 

6 0.2 0.4 0.4 0.8 1 1 1 0.11 

 

The demand and supply curves were obtained from these opinions.  As can be seen, the 
equilibrium points (which are analytically shown in Figure 1) differ greatly depending on the 

aggregators used. The membership function corresponding to the demand aggregator IOWA is 

systematically lower than the rest, being the highest those corresponding to the OWA and 
HOWA aggregators. On the contrary, the supply function of the aggregators IPOWA and IOWA 

present the highest values, being the lowest the HOWA operator. In addition to those described, 

multiple combinations could be made between an aggregator for demand and another for supply.  

In general, they range from €0.14 to €0.27 m-3. 
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Figure 1.  Water demand (D) and supply (S) functions for Ordered Weighting Average (OWA), Heavy 

OWA (HOWA), Induced OWA (IOWA), Probability OWA (POWA), and Induced POWA (IPOWA). 

 
The historical prices of peppers are a known variable, and they are shown in Table III [14].  Their 

variability makes the inference of future prices complex.  In fact, prices have ranged from €0.56 

kg-1 in 2014 to €1.00 kg-1 in 2021.  Table III shows the weighting vectors for each aggregator and 

the probabilities assigned to each expert.  0.4  has been considered.  

 
Table III.  Annual Prices of Pepper and Weighting Vectors and Probabilities for Each Expert 

 

Year Prices OWA HOWA Induced Expert Probability 

2021 1.00 0.17 20 0.86 1 0.06 

2020 0.86 0.15 15 0.87 2 0.14 

2019 0.87 0.14 13 0.73 3 0.11 

2018 0.73 0.12 12 0.69 4 0.07 

2017 0.69 0.11 8 0.89 5 0.08 

2016 0.89 0.10 6 0.82 6 0.16 

2015 0.82 0.08 5 0.56 7 0.17 

2014 0.56 0.06 4 0.78 8 0.08 

2013 0.78 0.04 3 0.54 9 0.09 

2012 0.54 0.03 3 0.68 10 0.04 

 
Finally, the equilibrium prices of water, the average prices of peppers, and the economic 

productivity of water are given (Table IV).  The results show a wide dispersion, which 

demonstrates the importance of this study since the value of productivity is highly influenced by 

the type of aggregator used. 
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Table IV.  Water and Pepper Prices, and Productivity by Aggregators 

 

Operator Water price (€ m-3) Pepper price (€ kg-1) Productivity 

OWA-EPW 0.26 0.77 12.97 

HOWA-EPW 0.26 0.84 13.67 

IOWA-EPW 0.14 0.79 25.25 

POWA-EPW 0.18 0.79 18.77 

IPOWA-EPW 0.15 0.81 23.06 

 
The use of different aggregators allows obtaining several values for water and pepper price. In 

particular, water price ranges from €0.26 m-3 for OWA-EPW and HOWA-EPW and €0.15 m-3, 

and pepper price from €0.77 to €0.84 kg-1. As a result, and according to pepper production and 
water consumption, productivity ranges from 12.97 to 23.06. The option for one or another 

aggregator will depend, among others, on the optimism and pessimism degree. Anyway, this 

methodology generalizes the productivity ratio, even for the case in which the water is free. 

 

4. CONCLUSIONS 
 

The aim of this paper is to introduce a new formulation in the traditional calculation of the 

economic productivity of water, using OWA-EPW, HOWA-EPW, IOWA-EPW, POWA-EPW, 
and IPOWA-EPW.  The advantage of these operators is that they provide new ways of 

aggregating prices and expert opinions.  This makes it possible to visualise the potential risks of 

certain crops not becoming profitable because it takes many years at exiguous prices.  This form 

of aggregation allows for simplifications if circumstances change.  The results or the empirical 
application show how productivity can almost double depending on the aggregator used. Results 

of the empirical application show a range of productivity values from 12.97 to 23.06. The choice 

for one or another will depend on the optimism or pessimism degree. 
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ABSTRACT 
 

Wireless sensor nodes are designed to collect information about their immediate environment. 

Once gathered, such data are forwarded via a multi-hop communication pattern to a remote 

gateway, also known as the sink. This process referred to as the convergecast may often require 

several sinks in order to improve network efficiency and resilience. Provided that load among 
the latter nodes are well balanced and packet losses are mitigated. This paper aims to design 

such a protocol by combining clustering, path-vector routing and sinks’ duty cycle scheduling 

schemes to help balance load and minimize message overhead. Simulation results proved that 

this solution outperforms DMS-RP (Dynamic Multi-Sink Routing Protocol), a recent state-of-

the-art contribution, in terms of delay minimization, packet delivery and network lifetime 

enhancement. 

 

KEYWORDS 
 

Wireless Sensor Networks, Clustering, Convergecast, Multi-sink, Protocol, Scheduling. 

 

1. INTRODUCTION 
 

Wireless Sensor Networks (WSNs) comprise small detection devices called sensor nodes and a 

central equipment referred to as the sink. The latter acts like a gateway to a third-party 
transportation network. WSNs’ applications are encountered in domains like ecology, security, 

transportation, to industry, health etc.  [1-3].  

 

One of the most critical operations in such networks is convergecast, namely, the data gathering 
and forwarding process [4]. Typical WSNs architectures involve usage of a single sink. However, 

many applications including those deployed in harsh environments require a large number of 

sensors [5]. Therefore, the latter have to face long routing paths and congestions particularly in 
sink’s neighbourhood [6]. The resulting energy wastes and packet losses quickly become 

detrimental to network lifetime and efficiency. A common technique to address these issues is to 

add extra sinks to the network [7]. Nevertheless, to really benefit this strategy, it is mandatory to 
distribute network load among sinks and to always find the optimal gateway for each sensor.  

 

Unfortunately, most solutions found in the literature leverage assumptions and schemes that are 

restrictive for real-world applications; e.g. fixed size clusters, interference-free links etc. 
 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N20.html
https://doi.org/10.5121/csit.2022.122016
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In this paper, we propose to seamlessly combine clustering, path-vector routing and scheduling 
schemes to assign the proper sink to each sensor node while balancing network load. The 

resulting protocol helps minimize delay, mitigate packet losses and prolong network lifetime. 

 

Our main contributions are as follows:  
 

- a  hop limitation clustering strategy that mitigates message overhead and network flooding;  

- a route discovery processes that simultaneously consider links’ asymmetry, interferences, and 
nodes’ congestion level;  

- a fully-distributed loop-free path-vector routing scheme that minimizes delays between sensor 

nodes and sinks; 
- a scheduling strategy that helps balance loads for both sensor nodes and sinks. 

 

The rest of the paper is organized as follows: Section 2 surveys the related contributions; then, 

the proposed solution is detailed in Section 3; the performance evaluation process, the results, 
and discussions are presented in Sections 4 and 5 followed by conclusion in Section 6. 

 

2. RELATED WORK 
 
Convergecast schemes commonly use routing techniques where shortest paths from sensor nodes 

to sinks are constructed relying on different metrics (Euclidean distance, number of hops, link 

quality, nodes’ energy level, number of possible retransmissions etc.) [8]. The resulting solutions 

can be reactive or proactive when the route discovery process is launched respectively on-
demand or in advance. From a topological point of view, these protocols are generally classified 

as flat and hierarchical ones [9]. In the first category, solutions leverage well-known tree 

construction schemes such as the Shortest Path Tree (SPT), Minimum Spanning Tree (MST), and 
random tree (RDCT) to find relevant routes between sensor nodes and sinks. However, in large 

scale wireless sensor networks, where scalability is at stake, hierarchical techniques like 

clustering are indispensable. This scheme consists of grouping nodes around a leader referred to 
as the Cluster Head (CH) [10]. The latter may be chosen randomly or not; but often according to 

different criteria (energy level, degree, location, etc.) [11-15]. LEACH by Heinzelman et al. [16] 

is one of the oldest protocols in this category. This protocol has inspired a huge number of 

contributions in the past two decades [17]. Unfortunately, these solutions are generally single-
sink oriented. Relatively few multi-sink solutions have been recently proposed. 

 

Masdari and Naghiloo[18] suggested a distributed fuzzy logic-based sink selection scheme to 
cope with congestions. Each sink declares its load to their neighbours. The nearest uncongested 

sink is then selected. Nevertheless, this solution is dedicated to only one-hop networks. Rajput 

and Kumaravelu [19] used a similar approach. They applied in contrast, a fuzzy c-means 

algorithm to balance the size of clusters and to optimize the number of sinks and their locations in 
the region of interest. However, this solution is limited to applications with a deterministic sink 

deployment and is not scalable; since the latter deployment and the clustering process are 

centralized to the distant base station. 
 

Singh and Nagaraju [20-21] proposed to create routes by constructing a Wiener minimum 

spanning tree based on an Artificial Bee Colony optimization scheme. Regrettably, this strategy 
is not really scalable and requires knowing sinks’ positions.  

 

As for Wang and Su [22], they designed an algorithm based on breadth-first search strategy to 

create 2-disjoint path between each sensor node and the sinks using an edge colouring scheme. 
Nevertheless, this solution requires estimating Euclidean distance from a node to the sink. 

Calculation of this distance is costly.  
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Mukherjee et al. [23] used sensor nodes with 3-sector antennas to locate sinks. Based on the 
Euclidean distance from the sink, the deployment area is divided into 3 regions where nodes can 

respectively send data directly to the nearest sink (direct routing), via a one-hop (two-hop 

routing) or using multi-hop routing. Regrettably, this scheme does not cope with load balancing 

and needs specific sensor nodes.  
 

With protocol GeoM, Leão and Felea [24] considered using a geographical-based solution that 

linearly combines Euclidean distance and energy level metrics to determine the next hop. Data 
are sent to available sinks using a two-step multicast communication scheme. The first and the 

second step consist of selecting respectively target sinks and candidate forwarders. After 

calculating the weighted metrics of all couples (candidates and sinks), intersecting decisions are 
detected and eliminated to avoid packets duplications. However, this solution does not scale since 

it is not really distributed. Additionally, it requires that every node is aware of both its own 

geographic position and that of all the sinks. Gathering such information is very costly.  

 
Yildiz [25] proposed a Mixed Integer Programming (MIP) model aimed to maximize network 

lifetime for underwater WSNs. Unfortunately, this solution is not scalable since it is centralized 

and the proposed model leverages parameters difficult and costly to collect, such as total number 
of flows generated at a node and transferred over a specific link during the network, otal number 

of flows collected at a sink etc. 

 
Fu et al. [26] advised a field-driven paradigm to make routing decisions. In this scheme network 

is abstracted into an electrostatic or magnetic field etc. where packets behave like objects that can 

be”attracted” by the sinks. This solution is the first field-driven protocol that uses multi-path 

(multi-hop) routing and considers impact of external environment. The path selection leverages 
different metrics referred to as the potential fields, namely the depth, residual energy and the 

environmental information of sensor nodes. These metrics help respectively estimate the 

Euclidean distance while preventing messages to traverse dangerous areas and nodes with poor 
energy level. This strategy introduces fault-tolerance in the network but struggles to balance 

sinks’ load.  

 

Liu et al. [27] developed a solution to schedule traffic and select optimal paths by considering 
delays and load balancing. Each sensor node tries to find the shortest path to each sink then 

records the results and the transmitted traffics obtained. The latter are finally scheduled to 

balance the load of sinks. This solution does not scale since during initial step, it requires each 
sensor node to construct a path to each sinks.  

 

Onwuegbuzie et al. [28] suggested a three-step strategy. Firstly, the amount of traffic or network 
load/task to assign to each sink is estimated, and then whenever a task is to be executed, the real-

time load of each sink is computed. Finally, the real-time load to total weight ratio of each 

participating sink is calculated. The current task is thus assigned to the sink having the least load 

to weight ratio. Regrettably, this scheme is centralized hence, not scalable.  
 

Hassani et al. [29] presented a RPL-based [30] solution where hierarchical paths to select are 

evaluated via two linearly combined metrics namely, number of hops and the RSSI (Received 
Signal Strength Indicator). Each node selects a possible parent then computes its own rank from 

that of this neighbour using the combined metrics. The proper parent is chosen after comparing 

the expected transmission count for this neighbour metric to the obtained rank. However, in harsh 
environments, RSSI-based metrics are often a misleading.   

 

Daas et al. [31] designed a distributed multi-hop cluster-based routing protocol where paths are 

selected using both hop count and link state via its SNR (Signal-to-Noise-Ratio). This protocol 
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formally uses the Sink-As-Cluster-Head strategy to help balance the load of both sensor nodes 
and sinks. However, this solution requires fixed size clusters; thus, can hardly be applied to 

randomly deployed networks, e.g. to monitor phenomena in harsh environments. 

 

3. PROPOSED SOLUTION 
 
This section aims at presenting our scheme. We discuss our motivations, objectives and 

assumptions, then detail our solution referred to as MSCP (Multi-Sink Convergecast Protocol). 

 

3.1. Motivations and Objectives 
 

As discussed in previous sections, large scale wireless sensor networks often require using both 

clustering and deployment of several sinks. Surprisingly, few state-of-the-art cluster-based multi-
sink convergecast protocols have been proposed so far. Sink-As-Cluster-Head is a technique often 

used in these solutions to enhance energy waste mitigation particularly in sinks’ neighbourhood 

[32]. In this category, DMS-RP by Daas et al. [31] is one of the recent contributions that consider 
both link sate and asymmetry. However, this protocol ignores sinks load balancing, does not cope 

with network flooding and is only dedicated to deterministically deployed networks.  

 
We believe that to further increase throughput, network lifetime, and its pervasiveness, a 

convergecast protocol, besides scalability, must consider interferences and link asymmetry, 

schedule duty cycles of both sensor nodes and sinks, be loop-free, while minimizing message 

overhead. This work is aimed to address these issues.   
 

3.2. Assumptions 
 

We assume that: 

- nodes are equipped with an omni-directional radio; 

- each node has a unique identifier (ID); 
- nodes are uniformly and randomly deployed in the area of interest; 

-  nodes’ connection is modelled as an UDG (Unit Disk Graph); 

- each node can assess distances through the received signal strength or a specific localization 
protocol; 

- the number of sensor nodes is higher than the number of sinks. 

 

3.3. Description 
 

Let V denote the set of nodes in the deployment zone and 𝐸 the set links between them. Formally, 

𝐸={(𝑢,𝑣)∈𝑉×𝑉| 𝑑(𝑢,𝑣) < (ru + rv) } where 𝑑(𝑢,𝑣) is the Euclidean distance between nodes 𝑢 

and 𝑣 ; while ru and rv respectively denote the communication ranges of 𝑢 and 𝑣. MSCP consists 

of two stages, namely the clustering phase and the convergecast tree construction one. This 

protocol is a distributed asynchronous based scheme that uses message passing communication 
model.  

 

Clustering-based convergecast protocols require a head node to be elected inside each cluster. 
This issue referred to as the   leader election problem is a well-known topic in distributed systems 

design. In addition, clustering is a proved NP-complete problem [33]. 
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3.3.1. Cluster Formation 

 

This is a two-step cyclic phase starting with neighbour discovery and possibly followed by the 

creation of a new cluster. Each node u must to give a unique integer number to each neighbour. 

This number is randomly chosen in interval 1; ( )N u    ; where ( )N u is the set of its neighbours. 

 
We use a scheme similar to the one proposed for the clustering process inside the CONSTRUCT 

protocol [34]. Note that each cluster is identified by its Cluster Head ID (CHID); hence, each 

node knows the cluster it belongs to. Besides, we use a Sink-As-CH strategy, i.e. each sink creates 
a cluster in its k-hop neighbourhood; k is given as a parameter such as k = max_hop_count. 

 

CHs have a limited service time of which duration is fixed as a parameter. Therefore, after its 
mandate a CH must abandon its status and launch a new election process in its k-hop 

neighbourhood. Moreover, when two CHs move next to each other, the one with less cluster 

mates will eventually lose its role and become a new cluster mate; ties are randomly broken (see 

[34] for details). Figure 1 depicts the different statuses applicable to each node in a section of the 
network after the cluster formation phase. 
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Figure 1. Statuses of nodes used by MSCP’s clustering scheme 

 

3.3.2. Intra-cluster convergecast sub-tree construction 

 

After the creation of a new cluster, the CH has to construct the intra-cluster data forwarding sub-

tree and interconnect it to the inter-cluster infrastructure. To do so, CH u broadcasts in its k-hop 
neighbourhood a TREE-REQ message containing its ID then triggers a timer (TREE-timer) and 

waits for any response during _ _ ( )waitmax hop count t u seconds. This duration is calculated 

using Equation (1); where rtt(.) denotes the round-trip-time (in seconds) experienced with node v 
during neighbour discovery. N(u) is node u’s neighbourhood. 
 

                                             ( ) max rtt( ); ( )waitt u v v N u                                                                (1) 

 

When receiving a TREE-REQ message from a neighbour u , a node v  must increment the value 

of the hop-count field to 1 then estimates the transmission delay ,u v  using Equation (2); where 

,u vC , ,u vL and uS  respectively denote the capacity (i.e. maximum transmission rate) of link ( , )u v , 
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the received packet length on this link and the queuing delay (sojourn time) of this message 

inside neighbour u .  

 

Note that uS  is provided by the latter neighbour via a dedicated field in the message. 

 

                      
,

,

,

u v
u v u

u v

L
S

C
                                                                                                                     (2) 

 

                      
, , 2 ,log (1 )u v u v u vC W SINR                                                                                             (3) 

 

As for, ,u vC  it is estimated using Equation (3); where 
,u vW  and ,u vSINR respectively denote the 

bandwidth of link ( , )u v  and the Signal Interference plus Noise Ratio experienced on this link.  

 

Dest Next Delay

 
                                   

Figure 2. Structure of convergecast table 

 

Node v  then increments the total-delay field with the estimated delay ,u v . Node v  must also 

insert its ID into the first-forwarder field if the latter node is a neighbour of the TREE-REQ 

message’s sender.   
 

A node must respond to a TREE-REQ message by broadcasting a TREE-ACK message if this 

node is a neighbouring gateway (i.e. is affiliated to another CH but has at least one neighbour 

inside the sender’s cluster), is a leaf-mate (i.e. a cluster member with only one neighbour) or is a 
CH-ring-neighbour (i.e. has exactly two neighbours of which one is the latter CH) see Figure 1. 

TREE-ACK message contains its ID, its CH’s ID, the value of the first-forwarded field provided 

by the received TREE-REQ message, a list of IDs of its neighbouring sinks, the delay to each of 
these sinks, and the estimated total delay of the TREE-REQ message.  

 

Note that TREE-REQ messages are forwarded by a node if the sender is a cluster mate (CHID 

=ID), this message is received for the first time, and its hop_count field’s value is below 
max_hop_count +1. Moreover, to mitigate the protocol overhead, TREE-REQ messages are 

never sent back to a forwarder. 

 
When forwarding a TREE-REQ message to its neighbours, a node sends the list of pairs (unique 

number, neighbour’s ID). The recipient neighbour then concatenates the given unique number to 

content of the message’s cast_vector field. 
 

TREE-ACK messages are forwarded following the same rules applied to TREE-REQ except that 

the CH’s ID is not compared to the forwarder ID.  

 

After receiving a TREE-ACK message sent by a neighbouring cluster gateway, the CH node u  

must update its convergecast table (as shown in Figure 2) by calculating the delay to each 

destination (i.e. sink) via Equation (4); where ,u x , ,u s and ,s x  respectively denote delays from 

CH u to sink x , from u to the sender s and from the sender s  to sink x .The first forwarder  
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provided by the TREE-REQ message is the next-hop. For the same destination only the lowest 
delay so far experienced is kept in this table. 

 

                                                         , , ,u x u s s x                                                                                  (4) 

 
TREE-ACK messages sent by other eligible nodes help CH to determine total delay from the 

senders. 

 
After TREE-timer expiration, the CH must reply to each received TREE-ACK message, via the 

first forwarder node, by sending a CAST message where the field type is respectively set to 1 if 

the receiver (i.e. sender of the TREE-ACK message) is a neighbouring cluster gateway and 0 

otherwise.  
 

Each CAST message also contains the list of sinks discovered by the CH and the delays to them. 

Before, sending this message, CH copies into the cast_vector field, content of the corresponding 
field of the received TREE-ACK. 

 

When receiving a CAST message with type field equals to 1, a node u  must update its 

convergecast table by calculating its transmission delay ,u x to each sink x as expressed by 

Equation (5); where ,u x , ,s x and ,s u  respectively denote delays from node u to sink x , from the 

sender s  to sink x and from the sender s  to node u . 

 
The latter analyzes content of the cast_vector field, extracts the unique number of which position 

equals value of the hop_count field. The neighbour that was assigned the latter unique number is 

chosen as the next hop.  

 

                                                          , , ,u x s x s u                                                                                 (5) 

 

However, when a leaf-member or a CH-ring-neighbour (see Figure 1 for illustration) receives a 
CAST message, it must respond by sending a CAST-ACK. Except that a CH-ring-neighbour 

must send a CAST-ACK only after receiving a CAST message forwarded by its non-CH 

neighbour. 
 

Note that CAST and CAST-ACK messages are forwarded following the same rules used for 

TREE-REQ and TREE-ACK ones. 
 

Each CAST-ACK message contains the list of sinks and delays to reach them with its cast_vector 

field embedding the forwarders’ unique number. All these information were extracted from the 

CAST message previously sent by the CH.  
  

After receiving a CAST-ACK message a node u  must use Equation (4) to update its 

convergecast table by calculating the delay ,u x to reach each sink x via the CH s ; then extracts 

from the cast_vector field, the unique number of which position equals value of the hop_count 

field; so as to choose as next hop, the neighbour that was assigned the latter unique number. 
 

3.3.3. Inter-cluster convergecast sub-tree construction 

 
Note that only sinks are allowed to periodically (i.e. at a beginning of a new duty-cycle) 

broadcast a HELLO message to clusters located at most max_cluster_hop_count hops.  
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After sending such a HELLO message a sink u must trigger a timer (HELLO-timer) and wait for 

any response from next-hop gateways during _ _ _ ( )waitmax cluster hop count t u seconds (see 

Equation (1)). HELLO messages are forwarded like TREE-ACK messages.  

 
Once a node receives a new HELLO message, if the forwarder’s CHID is different from its own 

CHID, the latter node must increment the cluster_hop_count field value to 1 and forward this 

message only if the value of this field is lower than max_cluster_hop_count. This node must also 

insert its ID into the first-forwarder field if it is a neighbour of the message’s sender (i.e. the 
sink). Only a range gateway (i.e. last cluster hop gateway), a leaf-mate (i.e. member with only 

one neighbour), sink–ring-neighbour (i.e. a node that has exactly two neighbours of which one is 

the sender sink), must respond by broadcasting a HELLO-ACK. (See Figure 1 for illustration). 
Note that a HELLO-ACK message is forwarded only by nodes that have previously received a 

HELLO message from the same sink. 

 

After receiving a new HELLO-ACK from a neighbour u , a node v  estimates the transmission 

delay ,u v  using Equation (2); then increments the total-delay field with the latter estimated 

delay ,u v and finally forwards the message. 

 

After HELLO-timer expiration, the sink must reply to each received HELLO-ACK message, via 

the first forwarder node, by sending a CAST message where the field type is set to 0. This 
message also contains the total delay value extracted from the HELLO-ACK. Such CAST 

messages are forwarded using the same rules applied to the HELLO ones.  

 
When a node receives a CAST message, it must reply by sending a CAST-ACK.  Except that 

sink-ring-neighbours must send a CAST-ACK message only after receiving a CAST message 

forwarded by its non-sink neighbour. CAST-ACK messages must also embed the total delay 
value extracted from the CAST ones. Besides, the cast_vector field of each CAST-ACK message 

contains the values provided by its corresponding CAST message. 

 

Therefore, when receiving a CAST-ACK message sent by node s , a node u  can update its 

convergecast table by calculating its transmission delay ,u x to the sink x using Equation (5) where 

,u x , ,s x and ,s u  respectively denote delays from node u to sink x , from the sender s  to 

sink x and from the sender s  to node u . Then the latter must analyzes content of the cast_vector 

field,  in order to extract the unique number of which position equals value of the hop_count 
field. The neighbour that was assigned the latter unique number is chosen as the next hop.  

 

To help balance the load, every sink must shift to sleep mode after waket seconds, i.e. if its energy 

consumption ratio   reaches a threshold  defined as a parameter.   is calculated using 

Equation (6) where iE  and fE  respectively denote sink’s energy at the beginning and at the end 

of its current duty-cycle. Before being inactive, sinks must alert their cluster mates by 
broadcasting a SLEEP message. The latter will be forwarded like HELLO messages. 

 

                                   
i f

i

E E

E



                                                                           (6) 

 

This idle state will last sleept seconds. The latter duration is determined using Equation (7) where 

  denotes the number of times a sink has been active; β > 0 is the Weibull distribution shape 

parameter; R  is uniformly and randomly chosen in the interval  0;1 . 



Computer Science & Information Technology (CS & IT)                                        217 

                                 

1
1 1

ln( )sleept
R




                                                  (7) 

 

It is also noteworthy to mention that a CH must also trigger a timer (BUILD-timer) to help 

reconstruct the intra-cluster part of the convergecast tree after buildt seconds. This duration is 

determined using Equation (8); where it  denotes the mean time between wake-ups of the ith 

neighbouring sink while  is given as a parameter.  

 

                                                             1min( , ,..., )
, 2i i n

build

t t t
t 


                                             (8) 

 

Note that 
it  is calculated then included in HELLO messages sent by sink i.  Sink’s range 

gateways also spread this information along with the list of active sinks when sending TREE-
ACK messages. 

 

3.3.4. Data sending process 

 

After the convergecast tree is constructed, each cluster mate can send its sensed data to the 

nearest available sink. To do so, the CH or the sink may send a dedicated schedule via CAST 

messages.  
 

Note that, to mitigate energy waste, data often needs to be aggregated before being sent out of the 

cluster. In such a case, CH could information about this aggregation tree along with the possible 
scheduling scheme. The design of such a process is beyond the scope of this work. Nevertheless, 

any of the solutions that exist in the literature could be used.  

 
Figure 2 depicts algorithm used by MSCP. 
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Figure 2. Flowchart of MSCP 
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4. EXPERIMENTAL SET-UP 
 
In this section, we detail the extensive simulation campaign we carried out. Experiments were 

conducted using OMNeT++ 6.0 simulator [35]. We used the energy consumption model 

proposed by Heinzelman et al. [16]; the other parameters are summarized in Tables 1 - 4. The 

results were compared to those we obtained with DMS-RP (Dynamic Multi-Sink Routing 
Protocol) Multi-parent version + SNR (Signal Noise Ratio) proposed by Daas et al. [31].  

 

Table 3 presents parameters we used to randomly and uniformly vary link quality; namely, PRR 
(Packet Reception Ratio), SNR (Signal to Noise Ratio), SINR (Signal Interference plus Noise 

Ratio) and LQI (Link Quality Indicator) [36]. Tables 2 and 4 are inspired by the specifications of the 

IEEE 802.15.4 standard [37]. 

 

We evaluated the ability of MSCP and DMS-RP to efficiently transfer data the sinks through 
three metrics, namely, the average end-to-end delay, the packet delivery ratio, and the network 

lifetime [31]. To this end, we randomly and uniformly deployed sensors and sinks varying their 

population as described in Table 1, respectively using, a 100 and a 2 steps scale so that the sink-
to-sensor ratio is 0.02. We specifically investigated how the latter populations influenced these 

metrics. To vary link quality, we used the uniform distribution to randomly change parameters 

described in Table 3. Each 2.5s, 30% to 50% of nodes were randomly chosen to send data. 

 
This experiment was replicated 50 times for each variation of the number of nodes. Results were 

averaged with a 95% confidence interval. The experiment started after all the nodes were 

deployed and was ended according to the network lifetime definition i.e., when a sensor or a sink 
depleted is energy.  

 
Table 1. Simulation general parameters 

 

Parameter Value 

deployment zone 

number of sensors 

number of sinks 

sensors’ transmission ranges 

sinks’ transmission ranges 
max_hop_count 

max_cluster_hop_count 

sensors’ initial energy 

sinks’ initial energy 

self-discharge per second 

Eelec 

efs 

eamp 

d0 

length  of data 

β  Weibull distribution shape 

Wu,v  bandwith of a link (u,v) 

  Threshold of energy consumption ratio            

1000 m  X  1000 m 

100 - 1000  

2 - 20  

127 m 
250 m 
2 

2 

0.2  J 

20 J 

0.1 J 

50 nJ/bit 

10 nJ/bit/m2 

0.0013 nJ/bit/m4 

87 m 

2000 bits 

3 

2.4 GHz 

0.01 
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Table 2. Transition state delay 

 

                  Rx (s)        Tx  (s)       Sleep (s)        Idle 
Rx                   -               1               194                  - 

Tx                   1               -               194                  - 

Sleep              5              5                  -                    - 

Idle                 -               -                  -                    - 

 
Table 3. Link quality parameters 

 
                     PRR         SNR (dBm)       SINR(dBm)         LQI                                                             
Excellent        1              ]40; 60]          ]30; 40]              ]106; 255]                  
Good           ]0.75; 1[     ]25; 40]           ]15; 30]             ]102; 106]                   

Medium      ]0.35; 0.75]  ]15; 25]          ]5; 15]               ]80; 102] 

Poor             [0; 0.35]       [0; 15]            [0; 5]                 [0; 80] 

 
Table 4. Transition state energy consumption 

 
                   Rx (mW)    Tx  (mW)     Sleep (mW)      Idle 

 Rx                    -                62             62                  - 

     Tx                   62               -               62                  -      
Sleep             1.4              1.4              -                  1.4 

    Idle                 -               -                  1.4                 - 

 

5. RESULTS AND DISCUSSIONS 
 
This section is aimed to analyse and explain results we have obtained from experiments we have 

described in the previous sections. 

 

5.1. Average end-to-end delay 
 

Figure 3 depicts the effect of number of nodes on packets delivery delay. Indeed, delays increase 
according to network size regardless of the evaluated protocol, for networks with less than 500 

sensors then decrease.  

 

 
 

Figure 3. Number of sensors vs.  End-to-end delay 
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Figure 4. Number of sensors vs.  PDR 

 

However, one can notice that MSCP provides the best results. This is due to the delay-based 

route selection process of MSCP. Indeed, sensors always choose the nearest sink considering 
lowest transmission and queuing delays. Unlike, DMS-RP, to make decisions MSCP leverages 

the interference (via the SINR metric) and the level of congestion of the intermediary nodes, 

especially in dense networks (number of sensors > 500) with high levels of interference.  
 

5.2. Packet Delivery Ratio 
 
Figure 4 suggests that both protocols yield ratios higher than 90%. However, the values obtained 

by MSCP are around 98% despite the number of sensors. This is also due to its path update 

policy and to its SINR + congestion level-based link quality estimation scheme. Indeed, during 
the route selection phase, MSCP strives to keep only the links with the lowest transmission and 

queuing delays in both intra and inter-cluster topologies. This results in the minimization of 

packets losses. 

 

5.3. Network lifetime 
 
Figures 5 show that irrespective of the protocol used, network lifetime increases with its size; 

since high node degrees help to provide more alternative routes. However, MSCP yields the best 

results. This is mainly due to packet losses hence the retransmissions reduction scheme used 
during link selection phase (as discussed above); then to CHs’ re-elections and sinks’ duty-cycle 

scheduling. Furthermore, unlike DMS-RP, MSCP significantly mitigates message overhead 

hence energy waste, by reducing the range of its signaling messages and their number thanks to 

the forwarding rules applied. Additionally, the path-vectors piggybacking scheme used for 
CAST-ACK and TREE-REQ messages, helps avoid energy-consuming broadcasts. 
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a) 

 

 
 

b) 
 

Figure 5. Number of sensors vs.  Network lifetime: 

a) Until a node dies b) Until a sink dies 

 
Using MSCP, only TREE-REQ and HELLO messages are respectively used to update the intra-

cluster and inter-cluster routes. DMS-RP instead, uses messages that can unnecessary flood the 

network and are unable to prevent loops. 
 

6. CONCLUSIONS 
 

In this paper we presented MSCP, a convergecast protocol for large-scale multi-sink WSNs. We 

combined clustering technique to path vector-based routing and both sensor and sink scheduling 
schemes. The Sink-As-CH scheme is applied to save sinks’ neighbours from being involved 

clustering elections. The resulting fully-distributed and proactive strategy helped balance the load 

between sinks, and mitigate message complexity. Unlike many state-of-the-art contributions, 
during route selection phase, transmission and queuing delays are estimated, considering 

interferences through a SINR (Signal-to-Interference-plus-Noise-Ratio)-based metric and nodes’ 

level of congestion. Simulations show that MSCP provides high packet delivery ratios, lowest 
latencies and enhances network lifetime. 

 

As a future work, we will formally focus on the impact of mobility of both sensors and sinks on 

the performance of MSCP.  We also plan to provide this solution with security, data aggregation 
tree construction and traffic scheduling schemes.  
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