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Preface 
 

Second International Conference on Computational Science and Engineering (CSE-2014) was held in 

Duabai, UAE, during April 04~05, 2014. Second International Conference on Instrumentation and 

Control Systems (CICS-2014), Second International Conference on Database and Data Mining 

(DBDM-2014), Second International Conference of Soft Computing (SCOM-2014), Second 

International Conference of Artificial Intelligence & Fuzzy Logic (AIFL-2014), First International 

Conference on Computer Networks & Communications (CCNET-2014), First International 

Conference on Signal Processing (CSIP-2014) were collocated with the CSE-2014. The conferences 

attracted many local and international delegates, presenting a balanced mixture of intellect from the 

East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia and 

industry to focus on understanding computer science and information technology and to establish new 

collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 

that illustrate research results, projects, survey work and industrial experiences describing significant 

advances in all areas of computer science and information technology. 

 

The CSE-2014, CICS-2014, DBDM-2014, SCOM-2014, AIFL-2014, CCNET-2014, CSIP-2014 

Committees rigorously invited submissions for many months from researchers, scientists, engineers, 

students and practitioners related to the relevant themes and tracks of the workshop. This effort 

guaranteed submissions from an unparalleled number of internationally recognized top-level 

researchers. All the submissions underwent a strenuous peer review process which comprised expert 

reviewers. These reviewers were selected from a talented pool of Technical Committee members and 

external reviewers on the basis of their expertise. The papers were then reviewed based on their 

contributions, technical content, originality and clarity. The entire process, which includes the 

submission, review and acceptance processes, was done electronically. All these efforts undertaken by 

the Organizing and Technical Committees led to an exciting, rich and a high quality technical 

conference program, which featured high-impact presentations for all attendees to enjoy, appreciate 

and expand their expertise in the latest developments in computer network and communications 

research. 

In closing, CSE-2014, CICS-2014, DBDM-2014, SCOM-2014, AIFL-2014, CCNET-2014,CSIP-2014 

brought together researchers, scientists, engineers, students and practitioners to exchange and share 

their experiences, new ideas and research results in all aspects of the main workshop themes and 

tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 

organized as a collection of papers from the CSE-2014, CICS-2014, DBDM-2014, SCOM-2014, 

AIFL-2014, CCNET-2014, CSIP-2014 

 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years to 

come.  

      Dhinaharan Nagamalai 

     Sundarapandian Vaidyanathan 
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ABSTRACT 

 
Discriminative filtering is a pattern recognition technique which aim maximize the energy of 

output signal when a pattern is found. Looking improve the performance of filter response, was 

incorporated the principal component analysis in discriminative filters design. In this work, we 

investigate the influence of the quantity of principal components in the performance of 

discriminative filtering applied to a facial fiducial point detection system. We show that quantity 

of principal components directly affects the performance of the system, both in relation of true 

and false positives rate. 

 

KEYWORDS 

 
Pattern Recognition, Discriminative Filtering, Principal Component Analysis & Fiducial Points 

Detection. 

 

 

1. INTRODUCTION 
 
Facial fiducial points detection can be understood as a pattern recognition problem. Currently, 

there are several approaches that attempt to solve this problem. In general, these approaches 

propose a system for fiducial points detection and try to solve the problem via pattern recognition 

techniques. Some of these systems can be viewed in [1], [3], [4], [5], [6]. 

 

The papers published in [2], [7] proposes a pattern recognition technique that uses linear filtering 

and can be applied to fiducial points detection. Recently, a robust filter was design to fiducial 

points detection [1]. Those filters, called Discriminative Filters with Principal Component 

Analysis (FD-PCA), are designed using the theory of principal component analysis [10]. In this 

approach, the filters are designed to detect the principal components of higher variance associated 

with patterns of interest. In a facial fiducial points detection system, the quantity of principal 

components used directly impacts the system performance. 

 

In this paper, we propose investigate the influence of the quantity of principal components in the 

performance of a facial fiducial points detection system. The experimental procedure is performed 
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using 11 fiducial points from a subset of 503 images from the BioID database [15]. From the 

results obtained, we can determine the number of principal components thats make satisfactory 

the system performance, using as criterion for evaluating the true positives (TP) and false 

positives (FP) rate. 

 

This paper as organized as follows: Section II presents a review of concepts associated of 

discriminative filtering with principal component analysis. Section III presents the proposal of 

this work, constituted by the facial fiducial points detection system and experiments and results. 

And finally, the conclusions are commented in Section IV. 

 

2. DISCRIMINATIVE FILTERING WITH PRINCIPAL COMPONENT ANALYSIS 

 
2.1. Discriminative Filtering 

 
The goal in discriminative filtering method is design an optimal linear filter Θ which detects a 

pattern of interest U existing in an evaluation signal G. An important feature of this method is the 

fact that it uses signal filtering for detection. The metric used to evaluate the signal C is the 

DSNR2 expressed by: 

 

 
 

In [7], the authors propose a closed-form solution using an impulse restoration approach, which 

can be obtained as follows: given an array g(m, n) which contains the pattern of interest u(m − m0 

, n − n0 ) located at position (m0 , n0 ), and other signals that can be interpreted as an additive 

noise b(m, n). Thus, we have: 
 

 
 

Developing the Equation (2) and using the matrix notation, we can find the formulation of the 

impulse restoration problem as follows: given the signal g and an array F with dimensions N ×N, 

we must to find the best linear estimative of the vector δ̂  = Ag. Considering the case where the 

noise b is gaussian, with zero mean and covariance matrix equal to bC
N

1
1NC b with dimensions 

N × N, the vector δ̂  shall be expressed by: 

 

 
 

where the superscript 
T 

is the Hermitian. The discriminative filter Θ can be obtained by inspection 

of the linear estimator A [7]. 

 

2.2. Discriminative Filtering with Principal Components Analysis 

 
In [1], the authors suggested the design of robust discriminative filters. In this approach, the 

discriminative filters are designed using principal components [10] of the set of matrices formed 

by occurrences of the pattern of interest. Mathematically, we can obtain the discriminative filters 
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as follows: suppose a random variable UNx1 with M realizations equal to the vectors u1, ... , uM . 

The principal components Φ = [ϕ1, ..., ϕN] and their eigenvalues λ1 , ..., λN can be obtained using 

the solution of the eigenvalues problem [10] described below: 

 

 
 

where ΣU is the covariance matrix from U. 

 

 

The two-dimensional discriminative filters Θϕ1, …, ΘϕS are designed for S principal components 

ϕ1, ..., ϕS with associated eigenvalues λ1, ..., λS , according the Equation (3). Thus, the equation of 

the estimator is given by: 

 

 

 

Finally, the authors interpret Cbi how an orthogonal subspace from the principal component of 

interest. In this case, the covariance matrix Cbi associated with ϕi can be written as: 
 

 
 

where ψ j are constants that indicate the statistical noise, and Fϕj is the circular matrix by blocks 

obtained from the component ϕj . 

 

3. EXPERIMENTS AND RESULTS 
 

3.1. Facial Fiducial Points Detection System 

 
The performance evaluation of robust discriminative filters was performed using a supervised 

facial fiducial points detection system. This system has two stages: training and test (Figures 1 

and 2). In both cases, we have a pre-processing block for the images. This block has the 

configuration presented in [1]: a Viola-Jones face detector [11], a scaling block to 220 × 220 

resolution, an illumination correction block [12] and a Gaussian Prior Model [1]. 

 

 

Figure 1. Training procedure of the fiducial points detection system. 
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Figure 2. Training procedure of the fiducial points detection system. 

 

The training procedure (Figure 1) can be described as follows: first, we perform a pre-processing 

at the image. Then, the S discriminative filters Θϕi will be designed for each of the principal 

components. Through a sliding window, each Bz block belonging to the elliptical region of 

interest is filtering by all S filters Θϕi, generating S matrices Cϕi (Bz). Using the Equation (1) we 

obtain the DSNR2 values of the matrices Cϕi (Bz). So, each block Bz has a DSNR2 associated 

vector named dBz with dimensions 1 × S. The vectors dBz will be used for training of the AdaBoost 

classifier using the GML AdaBoost toolbox [14]. The output of the training stage consist of Θϕi 

filters, the AdaBoost classifier and the mean block of the patterns of interest, called µU . 
 

The test procedure, presented at Figure 2, can be described by: first, the input image is pre-

processed. Then, using a sliding window, we process each Bz. block. The matrices Cϕi (Bz). are 

obtained by filtering between Bz, subtracting by µU  and each of the S filters Θϕi. After, we 

calculate the DSNR2 for each Cϕi (Bz), resulting in a DSNR2 associated vector named dBz. The 

AdaBoost classifier will categorized dBz as positive (the center of Bz is the fiducial point) or 

negative (the center of Bz isn’t the fiducial point). 

 

3.2. Experiments and Results 

 
To evaluate the effect of the quantity of principal components in the facial fiducial points 

detection system which uses discriminative filters, we use a total of 11 fiducial points and a subset 

of 503 images from the BioID database [15]. The fiducial points and your numeration are 

presented at the Figure 3. In all experiments, we use cross-validation with 7 folds [13]. We used 

6/7 of the total images and use in the training step and 1/7 for the test step. For this experiment, 

we varied the quantity of principal components (S) used in the proposed system as follows: S = 

[8, 13, 23, 33, 43, 53, 63, 73, 83, 93, 100]. 

 

The system’s performance is measured using the intraocular distance. This distance, designated 

od
~

, is obtained as follows: 

 

where:  corresponds to the coordinates of the manual label from the left pupil and  are the 

coordinates of the manual label from the right pupil. For validation, we use the true and false 

positive rates, presented in [1]. We consider a candidate of fiducial point any mark which have 

distance from the manual fiducial point less then 10% od
~

. 
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Figures 4 to 9 show the results obtained as a function of the quantity of principal components for 

fiducial points 0, 1, 2, 6, 7 and 9. The blue curves relate the true positives rate and the red curve 

relating the false positives rate. Due to the symmetry of the face, we present only the curves of 

the fiducial points located at the left side of the face. For comparison, the best results are 

summarized in Table I. In this table, we compared the best results of our proposed method with 

the state-of-art method Support Vector Machines. To perform this comparison, we performed the 

experiments using two approaches: the linear SVM (SVM-L) and polynomial SVM (SVM-P) [8], 

[9]. 

 

 

Figure 3.Fiducial points used in the experiments. 

 

 

Figure 4. TP and FP curves for fiducial point 00. 
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Figure 5. TP and FP curves for fiducial point 01. 

 

Figure 6. TP and FP curves for fiducial point 02. 



Computer Science & Information Technology (CS & IT)                                     7 

 

 

Figure 7. TP and FP curves for fiducial point 06. 

 

 

Figure 8. TP and FP curves for fiducial point 07. 
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Figure 9. TP and FP curves for fiducial point 09. 

 

From the curves presented at Figures 4 to 9, we can conclude that increasing the quantity of 

principal components used improves the system performance. In relation to Table I, we find that 

proposed method is better than SVM-L at the fiducial points 0 and 2. We also observed that for 

the most of points, our method is slightly lower than SVM-L and SVM-P in terms of true 

positives rate and superior in terms of false positives rate. 

 
Table I. Results obtained to 11 fiducial points from BioID database. 

 

 

4. CONCLUSION 
 

In this work we investigated the influence of the quantity of principal components in the 

performance of a facial fiducial points detection system. We performed the experiments in the 

BioID database, using cross-validation, splitting the total of images in two segments: training set 

(6/7 of total) and test set (1/7 of total). In this experiment, we varied the quantity of principal 

components and studied the influence of this quantity of components in the system performance, 

using as criteria the true and false positives rate. The results showed that quantity of principal 

components used determine the system performance. A low number of components will generate 

underperforming systems. We also observed that as of 43 components we obtain systems with 
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good performance and from 73 components the false positives rate stabilizes. Finally, we 

conclude that the proposed method can compete with the state-of-art method SVM. 

 

ACKNOWLEDGEMENT 
 
We would like to thanks Samsung for financial support. This research was supported by 

FAPEAM and CAPES agency. 

 

REFERENCES 
 
[1] W. S. da Silva Júnior, G. M. Araújo, E. A. B. da Silva and S. K. Goldenstein, "Facial Fiducial Points 

Detection Using Discriminative Filtering on Principal Components". In: Proceedings of the IEEE 

International Conference on Image Processing, September, pp. 2681-2684, 2010. 

[2] A. P. Mendonça, E. A. B. Silva, "Two-Dimensional Discriminative Filters for Image Template 

Detection" In: Proceedings of the International Conference on Image Processing, pp. 680-683, 2001. 

[3] B. Martinez, M. F. Valstar, X. Binefa, M. Pantic, "Local Evidence Aggregation for Regression Based 

Facial Point Detection" In: IEEE Transactions on Pattern Analysis and Machine Intelligence, pp. 

1149 -1163, 2013. 

[4] F. Jerome, H. Trevor and R. Tibshirani, "Additive Logistic Regression: A Statistical View of 

Boosting", ˙In: Annals of Statistics, vol. 28, pp. 2000, 1998. 

[5] T. Cootes, G. J. Edwards and C. J. Taylor, "Active Appearance Models", ˙In: Proceedings of the 

European Conference on Computer Vision, vol.2, pp. 484-498, 1998. 

[6] G. M. Araujo, W. S. da Silva Júnior, E. A. B. da Silva, and S. K. Goldenstein, "Facial Landmarks 

Detection based on Correlation Filter", In: Proceedings of the IEEE International Telecommunication 

Symposium, Manaus, AM, Brazil, October 2010. 

[7] A. P. Mendonça, E. A. B. Silva, "Closed-Form Solutions for Discriminative Filtering using Impulse 

Restoration Techniques", IEE Electronics Letters, vol. 38, n. 22, pp. 1332-1333, 2002. 

[8] D. Wu, F. Cao, "Learning rates for SVM classifiers with polynomial kernels". In: Proceedings of the 

Eighth International Conference on Machine Learning and Cybernetics, Baoding, July, 2009. 

[9] G. L. Prajapati, A. Patle, "On Performing Classification Using SVM with Radial Basis and 

Polynomial Kernel Functions". In: Third International Conference on Emerging Trends in 

Engineering and Technology, 2010. 

[10] M. Kirby and L. Sirovich, "Application of the Karhunen-Loève Procedure for the Characterization of 

Human Faces", IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 12, 1990.  

[11] Viola, P. and Jones, M., "Robust Real-Time Object Detection". International Journal of Computer 

Vision, vol. 57, n. 2, pp. 137-154, 2001. 

[12] Xiaoyang, T. and Triggs, B., Enhanced Local Texture Feature Sets for Face Recognition Under 

Difficult Lighting Conditions. IEEE Transactions on Image Processing, vol. 19, n. 6, pp. 1635-1650, 

2010. 

[13] Kohavi, R., "A Study of Cross-Validation and Bootstrap for Accuracy Estimation and Model 

Selection", In: Proceedings of the International Joint Conference on Artificial Intelligence, August, 

pp. 1137-1143, 1996. 

[14] "The GML AdaBoost Matlab Toolbox", [Last access in August 2013]. [Online]. Avaliable in: 

http://graphics.cs.msu.ru/en/science/research/machinelearning/adaboosttoolbox . 

[15] "Bioid Database", [Last access in October 2013]. [Online]. Avaliable in: http://www.bioid.com/ 

 

 

 

 

 

 

 

 

 



10 Computer Science & Information Technology (CS & IT) 

 

Authors  
 
Kenny V. Santos is a graduate student in Electrical Engineering from Federal University 

of Amazonas. He received his bacharel degree in Electrical Engineering at Federal 

University of Amazonas in 2008. Currently he works in the fields of computer vision and 

pattern recognition, where his main interest is applications of digital signal processing in 

pattern recognition. 

 
Luiz Eduardo S. e Silva received the B.S. degree in electrical engineering at the Federal 

University of Amazonas (UFAM), Manaus, AM, Brazil, in 2011. Currently, he is a M.Sc. 

student at the same University and he is working with computer vision. Support Vector 

Machine is a technique applied in his pattern recognition researches, which try to classify 

elements of interest. He is Professor of Nokia Foundation in Electrical Circuits e 

Telecommunications. Automatic Control, Digital Signal Processing, Machine Learning 

and Mathematical Morphology are also his interest areas. 
 

Waldir S. S. Júnior received the B.S. degree in electrical engineering at the Federal 

University of Amazonas (UFAM), Manaus, AM, Brazil, in 2000, and the M.S. degree in 

electrical engineering at the Federal University of Rio de Janeiro (COPPE/UFRJ), Rio de 

Janeiro, RJ, Brazil, in 2004 and Ph.D. degree in electrical engineering at the Federal 

University of Rio de Janeiro (COPPE/UFRJ), Rio de Janeiro, RJ, Brazil, in 2010. Since 

2006, he has been with the Federal University of Amazonas, as Full Professor.   His 

research interests are in the fields of data compression, as well as in mathematical 

morphology, pattern recognition and digital signal processing in general. 

 

 



 

Dhinaharan Nagamalai et al. (Eds) : CSE, DBDM, CCNET, AIFL, SCOM, CICS, CSIP - 2014 
pp. 11–22, 2014. © CS & IT-CSCP 2014                                                           DOI : 10.5121/csit.2014.4402 

 

ANDROID MAPPING APPLICATION 

 

Abdalwhab Bakheet1 Ahmed Abd Almahmoud2 and Wigdan Ahmed3 

 

Department of Electrical and Electronic Engineering,  
University of Khartoum, Khartoum, Sudan 

abdalwhab.bakheet@gmail.com 

eng.ahmedabdelmahmoud@gmail.com 

wigdan.mohamed@gmail.com 

 

 

ABSTRACT 

 

Location-aware and mapping applications have gone from a desirable feature to an essential 

part of any smart phone. Whether a user is checking into a social network, looking for a 

pharmacy in the middle of the night, or located in somewhere and needs help, the key is always 

the same: location.  

 

In this project, an Android mapping application is developed. The application is able to display 

the map of the whole world while online or, display a pre-downloaded map while offline, track 

the user’s location, display a compass to determine north, send the user’s location to others in 

case of emergency using SMS, receive and interpret received location from the message, display 

it on the map, and notify the user by the reception of the location. 

 

 The application was developed using agile methodology. It, met its objectives and successfully 

passed 91% of the final system test, recording that some limitations were discovered, the 

application needs further testing and can be implemented for particular company or university 

using their own maps or editing the maps in OSM (open street maps). 

 

KEYWORDS 

 
Android, mapping application, mobile development 

 

1. INTRODUCTION 

 
Mobile phones and their applications have become an essential part of our lives. They are not 
only connecting us with friends and families, but also they can now tell us where we are, where to 
go, what to do, and how to do it. The Internet is chock full of applications that can entertain us 
and make our lives easier. 
 
Location-aware and mapping applications have gone from a desirable feature to an essential part 
of any smart phone. Companies, universities, airports and organizations of today are now 
providing maps either as part of their websites or as stand-alone applications to give direction 
services. Users provided with information about how to reach the specific organization, and how 
to navigate inside that organization. 
 
Due to this massive need, scores of companies and developers have developed customized 
mapping applications and mapping APIs (application programming interface). There is no need to 
provide a detailed rundown of the available mapping applications and their features, because we 
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believe that the reader is already familiar with those applications. Instead this paper describes the 
development of such an application, its phases and problems encountered, in the hope that it will 
help anyone developing a similar application.  
 
The original purpose to develop this application was to provide a custom mapping application for 
the University of Khartoum middle complex. The goal was to allow visitors, students and staff of 
the University to navigate in the complex using their smart-phones. However, after starting the 
research and development of the application, it was found that it is better to provide a general 
solution that will be interesting and useful for any user (not just for the University of Khartoum) 
to increase its market value. 
 

2. APPLICATION FINAL SPECIFICATION 

 
The application: 
 
1. Displays a detailed map of the University of Khartoum, since the application was originally 

developed for the University of Khartoum. 
2. Detects and displays the user’s location on the map.  
3. Enables the user to zoom the map in and out.  
4. Allows the user to choose between two modes: an online mode displaying the map of the 

whole world and an offline mode displaying a pre-downloaded or auto-cached map that does 
not need an Internet connection.  

5. Tracks the user location online and offline (without using the Internet).  
6. Provides a compass that shows the direction towards north even in areas where signal is 

missing.  
7. Provides a scale bar showing the relation between distances in the map and real distances.  
8. Can send the user location to saved emergency numbers.  
9. Receives the location sent by another user and displays it on the map.  
10. Alerts the user of the reception of a message that contains location sent by another user.  
11. Allows registering and edit of emergency numbers. 
 

3. METHODOLOGY 

 
Being the first time an Android application and maybe the first mobile application ever to be 
developed at the University of Khartoum it was not possible to foresee and plan for the whole 
application development life cycle. Therefore an agile software development methodology was 
adopted, tacking a small piece of requirement (only one or two new features), implementing and 
testing them separately from the application and then integrate them with the application, testing 
the application and repeating this sequence for the next feature. 
 
Any mapping application includes two main features: displaying a map and determining the user's 
location. 
 
A. Display a map 

 

The application should display a map that is detailed enough to allow the user to find a particular 
place of interest. 
 
The map is displayed from a map server. It can be displayed directly from the server or stored in 
the handset for offline use. Displaying the map directly from the server has the disadvantage that 
the loading of the map tiles will be dependent on the availability and speed of the Internet 
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connection i.e. in some places there is no signal, and in others there is signal but the data rate is 
very small. 
 
The level of details of the map displayed by the application will depend on the quality of the map 
on the server. Maps qualities vary greatly from one server to another, and even for the same 
server the level of detail varies for different regions. 
 
Many map servers allow the community of users to edit maps and contribute additional details, 
and then they review the edits and display them in the server. After that the developers can access 
them by the application or download them. 
 
To display maps from a particular server, developers use the application programing interface 
(API) provided by the server that provides classes needed to access the maps located in the server. 
 
B. Determine user location 

 
To help users find a destination, or pinpoint their locations, mapping applications include the 
ability to determine the user's location. The required accuracy depends on the purpose of the 
application, but for most applications the degree of accuracy is sufficient if the application can 
determine the location accurate enough for the user to be able to know what street or building he 
is in, this degree of accuracy will be fine. 
 
At the same time the accuracy of the location provided by the application depends on the method 
used to determine the location, and the accuracy and the availability of that method in the 
particular region where the user is. 
 
Android supports determining the user's location using global position system (GPS) that is built 
in the handset, or using information from a nearby transmission tower. Moreover, if the user is 
connected to a Wi-Fi network, it can be used to determine the location. It must be mentioned that 
all these location providers are unreliable to some extent. For example, GPS signals do not reach 
inside buildings [1]. 
 

3.1. Application development iterations 

 
3.1.1. Determine how to do it 

 
Like with any project, the first phase was information gathering and analysis, trying to understand 
how the project can be done, what the various methods are, together with their respective merits. 
Any mapping application involves two parts; a client-side part and a server-side part. The client-
side part provides a user interface and accesses a map server. On the server-side part developers 
prepare the maps in a well-defined format and provide an API to access the map located on the 
server, then developers can use the API to develop applications that access the maps and use 
additional features provided by the API. 
 
Some servers publish their API for public access and use for free, others require an API key, and 
some raise a fee for the use of the API. 
 
Therefore the first phase of the project was to study the various APIs available on the Internet, 
their functionality, and their merits. 
 
There are so many mapping APIs available, each of which belonging to and accessing a particular 
server. Some APIs target indoor mapping, while others target outdoor mapping. 
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The most famous API is Google's mapping API, but there are many other mapping APIs like 
MapQuest, Nutiteq, ArcGIS, Decarta, Guidbee, Mapsfore, OpenLayers, and Osmdroid. 
 
We studied the merits of each one, and even tested some of them by accessing and displaying 
maps using them, finally settle for outdoor mapping, because outdoor mapping is more general 
and more suitable for the University of Khartoum complex. 
 
In this paper we will not discuss all APIs available, because there are many APIs, and they are 
always changing, new APIs are introduced and the available ones are constantly improved. The 
first step for anyone trying to develop a similar application is to look and examine the available 
APIs, their features and license agreements. 
 
One interesting API is Nutiteq mapping API besides supporting the basic features: showing 
interactive online map, and map overlays, it also supports many base maps options 
OpenStreetMap, Bing, MapQuest, MapBox, AND, CloudMade, where Google supports only 
Google Maps, and aerials. 
 
It also supports online routing, geocoding, and unlike Google's API it supports offline maps and 
offline routing [2].  
 
Google's mapping API, has the advantages of wide spread, it is well documented, and easy to use. 
We didn't use it because for free license the application must be free and publicly available, also 
the number of requests per day is limited, it only access Google maps server, and we couldn't 
grantee that if we edit the maps on their server that they will approve it (because of the political 
problem with Sudan). 
 
Osmdroid was selected because of its flexible license agreement, and its features: Osmdroid 
mapping API is free, and does not even require a mapping API key. It accesses Open street maps 
which is a collaborative project to create a free editable map of the world. For these two reasons 
we had chosen it. In addition Osmdroid allows developer to change the server of the maps; it can 
be used with other APIs to provide routing service, and several other features that we used part of 
in the application. 
 
3.1.2. Adding features 

 

The features of the application’s final specification were developed one at a time, with each 
development iteration adding a new feature: displaying the map directly from open street maps 
server, determining the user’s location, supporting offline mapping, editing open street maps to 
add more details about the University of Khartoum middle complex, tracking user location both 
online and offline, and arguably the most interesting feature of all: sending the user location in 
case of emergency.  This last feature is the one we will discuss in a bit more details. 
 
Emergency service: 

 
A user may save up to five numbers to send his or her location to using SMS in case of 
emergency by two clicks. When the message is received by the recipient’s mobile the application 
receives the message, and extracts the location information from it, then opens displaying the 
received location and notifies the user by the reception of the location. 
 
Some screen-shots for the application are displayed in the results section. 
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4. DESIGN 

 
As shown in (Figure 1) there is sex main activities (classes that extend Android activity class 
which corresponds and manage one user interface).   
 
“OurMapping” class is responsible for managing the application main window.  
 
“OsmMap” class was written because many activities need to display map, so they all need 
common classes like “MapView” which displays maps, “MapController” to control the map. Also 
they need “MyLocationOverlay” to display a location overlay on the map, “ScaleBarOverlay” to 
display scale bar. 
 
Therefore any other class that needs to display a map will just extends “OsmMap”, no need to 
rewrite code, and reduced maintenance overhead. 
 
“SetNumbers” class is responsible for setting the emergency numbers; the class uses a 
“SharedPreferences” and “SharedPreferences.Editor” to store the numbers. 
 
“SendMyLocation” is responsible for sending the user location; it uses “LocationManager” to get 
the user location, and “SharedPreferences” to get the stored telephone numbers. 
 
Help class displays help information about the application, where “About” class displays 
information about the version of the application. 
 
(Figure 2) shows the five activities that extend “OsmMap”, where each one of them is responsible 
for managing one user interface. 
 
(Figure 2) also shows “SMSReceiver” class which is the only class in the application that is not 
an activity, it does not need a user interface, it runs in the background that is why it extends 
Android “BroadcastReceiver”, which allows it to listen to the reception of new messages and 
activate “MessageReceived” class. 
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Figure 1. Program basic structure part1 using unified modeling language 
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Figure 2. Program basic structure part2 using unified modeling language 
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5. RESULTS 

 
Here are some screen shots for the application: 
 
Like shown in (Figure 3) when the application starts it displays the main menu, showing four 
options: online, offline, help and about, allowing the user to choose any one of them. 

 

 

 
Figure 3. Main menu 

 

(Figure 4) shows the application online mode, where the application downloads maps from the 
server. The application shows a scale bar, a compass, zoom controls, and online icon is 
highlighted in green indicate that this mode is active, while offline and location icons are inactive. 
The location icon is highlighted in green if tracking the user location is enabled. 


