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Preface 
 

The Sixth International Conference on Wireless & Mobile Networks (WiMONe 2014) was held in 

Sydney, Australia, during December 27 ~ 28, 2014. Sixth International Conference on Network & 

Communications Security (NCS 2014), International Conference on Signal, Image Processing and 

Multimedia (SPM-2014) and The International Conference on Computer Science, Engineering and 

Information Technology (CSEIT-2014). The conferences attracted many local and international 

delegates, presenting a balanced mixture of intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia and 

industry to focus on understanding computer science and information technology and to establish new 

collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 

that illustrate research results, projects, survey work and industrial experiences describing significant 

advances in all areas of computer science and information technology. 

 

The WiMONe-2014, NCS-2014, SPM-2014, CSEIT-2014 Committees rigorously invited submissions 

for many months from researchers, scientists, engineers, students and practitioners related to the 

relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled 

number of internationally recognized top-level researchers. All the submissions underwent a strenuous 

peer review process which comprised expert reviewers. These reviewers were selected from a talented 

pool of Technical Committee members and external reviewers on the basis of their expertise. The 

papers were then reviewed based on their contributions, technical content, originality and clarity. The 

entire process, which includes the submission, review and acceptance processes, was done 

electronically. All these efforts undertaken by the Organizing and Technical Committees led to an 

exciting, rich and a high quality technical conference program, which featured high-impact 

presentations for all attendees to enjoy, appreciate and expand their expertise in the latest 

developments in computer network and communications research. 

In closing, WiMONe-2014, NCS-2014, SPM-2014, CSEIT-2014 brought together researchers, 

scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and 

research results in all aspects of the main workshop themes and tracks, and to discuss the practical 

challenges encountered and the solutions adopted. The book is organized as a collection of papers 

from the  WiMONe-2014,  NCS-2014,  SPM-2014,  CSEIT-2014. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years to 

come.  

               Natarajan Meghanathan 

                                                                                                                               Dhinaharan Nagamalai 
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ABSTRACT 

 
A proper sensor node clustering is an effective topology control that can balance energy 

consumption among sensor nodes and increase network scalability and life time. As the use of 

wireless sensor networks (WSNs) has grown enormously, the need for energy-efficient routing 

and data aggregation has also risen. LEACH （Low Energy Adaptive Cluster Hierarchy）is a 

hierarchical clustering protocol that provides an elegant solution for such protocols. Random 

clustering is the main deficiency of  LEACH. In this paper an energy balanced clustering 

approach is proposed, in which the K-mean clustering algorithm is applied. It is centralized 

clustering algorithm that based on minimum energy clustering to form optimal clusters. For the 

candidate nodes, the location and the residual energy are used as key parameters to select the 

cluster head (CH). The method shows that the proposed approach outperforms LEACH in terms 

of energy conservation and network life time prolonging. 

 

KEYWORDS 

 
K-mean, Role Factor, Cluster Energy & Root Node. 

 

 

1. INTRODUCTION 

 
WSNs typically consist of a large number of low-cost, low-power and multifunctional wireless 

sensor nodes, with sensing, limited communication and computation capabilities. These nodes 

communicate via a wireless medium and collaborate to accomplish a common task, such as 

environment monitoring, military surveillance and industrial process control [1]. The basic 

philosophy behind WSNs is that, while the capability of each individual node is limited, the 

aggregate power of the entire network is sufficient for the required mission [2]. In most 

applications, nodes are deployed randomly, and once deployed they must be able to 

autonomously organize themselves into a network. Generally WSNs are characterized with high 

density of deployed nodes, while the nodes themselves are unreliable and restricted in power, 

computation and storage resources. And due to these characteristics, suitable network routing 

protocols are required to implement various network control and management functions. A WSN 

typically has little or no infrastructure; and a great number of nodes allow sensing larger 

geographical region with greater accuracy. The collected data is sent usually via radio transmitter 

to the sink either directly or through a gate way. Routing protocol is one of the core technologies 

in WSNs that is full of challenge due to its inherent characteristics [3, 4]. Routing is the process 

of determining the best data transmission path between source and destination. Many protocols 
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have been proposed to forward the correct data to the sink and enhance the life time of the WSN 

[5]. Using clustering techniques in routing protocols prolongs the life time of the network and 

contributes in over all system scalability. Clustering is a well-known and widely used data 

analysis technique that is useful in applications which require scalability. Data transmission is the 

most critical energy consumption issue for sensor node, so, by clustering, communication can be 

single-hop or multi-hop. A single-hop communication can reduce the over head cost, but when 

communication distance increases, it consumes more energy. Multi-hop communication 

consumes less energy than single-hop for long distances, but it has more over head cost and 

delay. Then, multi-hop routing is suitable for applications with large scale networks. The routing 

protocols in WSNs can be classified into two categories according to application requirements, 

namely data-query based routing and data-gathering based routing [6]. The Energy-efficient 

routing forwards packets along the path with minimum energy, this leads to minimum energy 

consumption. But it causes unbalanced distribution of residual energy and nodes closer to sink 

deplete their energy faster than others. Such imbalance definitely shortens the life time of the 

network. And the connectivity between nodes and sink can be maintained for longer time if nodes 

consume their energy evenly. Therefore, balanced energy consumption must be considered beside 

energy-awareness when designing energy-efficient routing protocol. The energy balanced routing 

distributes the levels of residue energy evenly throughout the network, extending the network life 

time. Recently, many research activities have been done in designing energy-efficient protocols 

for WSNs. Most of them focus on finding minimum energy path for data transmission and neglect 

the survivability of the entire network. Minimum energy consumption schemes minimize energy 

consumption by forwarding data through few popular paths. Therefore, energy consumption on 

these paths increases quickly causing imbalance of residual energy throughout the network, 

decreasing the overall performance and life time of the network [7]. 

 

Generally, the main reasons that cause imbalance of energy distribution in WSNs can be 

summarized in: 

 

• Topology: The initial deployment limits the number of paths through which data can 

flow. 

• Application: The applications may determine the location and the rate at which the nodes 

generate data. So, the area generating more data and the path forwarding more data may 

deplete energy faster. 

• Routing: Minimizing energy consumption via using static optimal path results in energy 

imbalance because energy of optimal path nodes is quickly depleted. 

 

According to the above reasons, some possible solutions had been suggested to balance energy 

consumption:  

 

• Deployment optimization: This will solve the problem of mismatch between topology 

and application according to the traffic pattern. 

• Topology control: Nodes collaboratively adjust their transmission power to form a proper 

network topology. 

• Relay nodes: Relay nodes can relieve heavily loaded areas or paths in a way similar to 

optimization of deployment. 

• Data aggregation: It exploits redundancy to minimize energy consumed in data 

transmission. 

• Energy-Balanced Routing: It maintains the network connectivity for a longer time and 

prolongs the entire network life time [8]. 

 

WSNs are resource constrained, so, such networks need novel protocols and algorithms which 

can utilize the available resources optimally and meet user requirements. The above points, in 
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addition to energy-efficiency and balanced energy consumption are important issues when 

designing energy-efficient routing protocols for WSNs. In this paper we proposed a routing 

scheme that overcomes the problem of energy imbalance in LEACH routing protocol. It 

demonstrates the advantages of balanced energy consumption across the network. The remainder 

of this paper is organized as follows: The next section describes the related works and section III 

explains the system model. Section IV demonstrates the proposed approach while section V 

contains the results obtained; and finally section VI represents the conclusion of the work.  

 

2. RELATED WORKS 

 
Routing in WSNs is very challenging due to the inherent characteristics that distinguish the 

WSNs from other wireless networks like ad hoc or cellular networks. The aim of network layer is 

to route data from sensor to sink in an energy-efficient and reliable manner in order to extend the 

network life time. Many research activities had addressed the energy-efficient routings; most of 

them focused on minimizing energy consumption on local nodes or the entire network via finding 

an optimal path. In [2], some modified versions of LEACH had been discussed. LEACH is a 

cluster-based protocol that randomly selects CHs, where the number of CHs is adaptive and the 

selection process is dynamically rotated to evenly distribute load [9]. LEACH suffers from 

random selection of CHs and it works best only if the energy of nodes is uniform. There is no any 

certainty about the distribution of CHs throughout the network, and the idea of dynamic 

clustering brings extra overhead. Moreover, it is not applicable for large scale applications. E-

LEACH, improves the CH selection by making the residual energy of the node as the main metric 

which decides whether the nodes turn into CHs or not after the first round. In the first round all 

nodes have the same probability to become CH, i.e. randomly as LEACH, in the next rounds the 

residual energy of each node is different and it is taken into account. That means, nodes have 

more energy will become CHs rather than nodes with less energy [10]. TL-LEACH (Two-level 

Hierarchy LEACH) is enhanced version of LEACH protocol; it has two levels of CHs. In this 

protocol, CH collects data from other cluster members as original LEACH, but rather than 

transfer data to the BS directly, it uses one of the CHs that lies between the CH and the BS as a 

relay station [11].TL-LEACH faces the same problem as LEACH, since it uses the same 

mechanism. LEACH-C is a centralized clustering algorithm; it produces better clusters by 

dispersing the CHs evenly through the network. During the setup phase of LEACH-C each node 

sends information about its current location and residual energy to the sink. Sink node computes 

the node average energy and determines which nodes have energy below this average [9]. In 

LEACH, each CH directly communicates with the BS no matter the distance between CH and BS. 

On the other hand M-LEACH (multi-hop LEACH) selects the optimal path between the CH and 

BS through other CHs and uses the CHs as a relay station [12]. M-LEACH is almost the same as 

LEACH, only makes communication mode between CHs and BS from single hop to multi hop. In 

LEACH-H (Hybrid cluster head selection LEACH) the base station selects the CHs in first round. 

While in the followed rounds the CHs select the new CHs in their own clusters. Hybrid Energy-

Efficient Distributed Clustering (HEED) is a multi hop clustering that focus on efficient 

clustering based on the physical distance between nodes. The scheme selects CHs in terms of 

residual energy and intra-cluster communication cost, which is useful if given node falls within 

the range of more than CH [13]. The problem in HEED is that, it is important to identify what is 

the range of a node in terms of its power level, as node will has multiple discrete transmission 

power levels. In [14], FZ-LEACH (Far-Zone LEACH) is proposed to form far-zone which is a 

group of nodes which are placed at locations where their energies are less than a threshold. In 

ACHTH- LEACH (Adaptive Cluster Head Election and Two-Hop LEACH) protocol [15], nodes 

are tagged as near or far nodes according to the distances to the BS. The near nodes belong to one 

cluster, while the far nodes are divided in to different clusters. The node with the maximal 

residual energy in each cluster is selected as CH.  
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In this paper we propose scheme that provides how to prolong the network life time and make an 

efficient use of the critical resources located at the nodes. We aim to create more intelligent 

clusters, minimize the number of nodes in a cluster, and select only a single CH in each cluster 

and not to affect the communication functionalities. The scheme adopted minimum energy 

clustering technique to form clusters and minimum communication cost metric to select CH in 

each cluster. Also minimum energy path multi-hop routing had been used to transmit data to the 

base station.  

 

3. SENSOR RADIO MODEL 

 
3.1. Assumptions 
 
The following assumptions are made about the sensors and the network model: 

1-The sink node is located inside the sensing field. 

2-Sensors are location-aware; energy constrained  

3-Sensors are energy-aware; energy resource-adaptive. 

4-Links are symmetric; nodes and sink both are stationary 

5-Cluster: a mixture of single and multi-hop, no assumption about homogeneity of node category 

and homogeneity of dispersion radius. 

 

3.2. Sensor Energy Model 

 
We adopt he energy consumption and radio model given in [9]. To achieve an acceptable signal-

to-noise ratio (SNR) in transmitting k  bit message over a distance d , the energy cost of 

transmission ( TXE ) is given by:          

 

{
2

0

4
0

( , ) ; if  d

( , ) ; if d

TX elec fs

TX elec mp

E k d kE k d d

E k d kE k d d

ε

ε

= + <=

= + >                       (1)  

Where elec
E = 50nj is the energy utilized to run the transceiver circuit,

2
10 / /fs j bit mε =  and 

40.0013 / /
mp

pj bit mε =  are energies utilized by transmission amplifiers for short and long 

distances respectively. For d = 0
d , the distance threshold is given by,

0

fs

m p

d
ε

ε
=  where 0

d is 

known as the crossover distance and 5 / /dE nj bit signal= is the fusion energy per bit. To 

receive a k bit message, the radio expends receiving energy ( RXE ) which is given by: 

 

RX elecE kE=                                                             (2) 

 

4. PROPOSED ALGORITHM 

 
The proposed scheme is a cluster-based algorithm that modifies the clustering process. Thus, both 

the cluster formation and the CH selection methods had been modified. For more energy 

conservation, a multi-hop routing was adopted to forward data to the BS. Clustering achieves an 

important improvement in terms of energy consumption, and it is crucial in scaling the networks. 



Computer Science & Information Technology (CS & IT)                                     5 

 

Also clustering is one of the basic approaches to design energy-efficient distributed WSNs. 

However, these benefits can result in extra overhead due to cluster formation’s message 

exchange. In this scheme we assumed exchanging sensor data may be an expensive network 

operation, but exchanging data about sensor data needs not be. Clustering can be performed in 

centralized way by BS (as in our scheme) or in distributed way where every node decides 

autonomously about its role. Furthermore, cluster formation can be either static or dynamic 

according to whether the network is heterogeneous or homogenous. Since energy is the major 

concern, then balanced energy consumption is important in energy conservation. The operation of 

the proposed scheme is divided into rounds; each round consists of setup phase and data 

transmission phase. The cluster formation, CHs selection, and multi-hop paths establishment are 

done successively in setup phase. While in data transmission phase, the nodes sense and transmit 

data to CHs and then CHs forward data to BS after aggregation. In LEACH, the cluster heads are 

selected according to formula (3) and then members joint their nearest CHs to construct clusters 

in setup phase. In the proposed scheme, clusters are formed firstly, and then a single cluster head 

is selected in each cluster. 

1
1 *( mod( ))

0

( )

p

p r
p

ifn G

T n

ifn G

−

 ∈



= 
 ∉


                              (3) 

Where p represents the percentage of CHs in the network, r  is the current round andG represents 

the group of nodes those had not been selected as cluster head. 

 

4.1. Setup Phase 

 
4.1.1. Cluster Formation 

 
 Firstly, since the BS resources are not limited, the BS uses the unsupervised clustering technique 

K-mean Clustering method to divide the nodes into k clusters (k= p × n ). It can be viewed as a 

greedy algorithm for partitioning the total  n  nodes into k clusters so as to minimize the sum of 

squared distances to the cluster centers. The division based on network topology, nodes 

distribution and the similarity of criterion for grouping. For K-mean clustering method, the 

similarity criterion in our case is the geometrical distance. Each node is randomly assigned to a 

cluster, and then the cluster centers are computed. Repeating of this process produces clusters 

with minimum energy. Cluster energy is defined as the sum of the distance squared from each 

node to its cluster center. It is the goal of the K- mean algorithm to find, for fixed number of 

clusters, a clustering that minimizes this energy. The algorithm aims at minimizing an objective 

function, which is the squared error function; 

 

                                 

2

1 1

k n

j i

j
J

i jx c
= =

= −∑∑                                               (4) 

Where 

2
j

i jx c− represents chosen distance measure between a node 
j

i
x （node i  in cluster 

j） and cluster center jc (center of cluster j ), J is an indicator of the distance of the total n  

nodes from their respective cluster centers. The algorithm works as follows; in the beginning, 

determine the number of clusters k, the centers of these clusters (initial) might be assumed 
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randomly or the first k nodes can serve as the initial centers. K-mean algorithm will do the 

following three steps until converge (iterate until stable, i.e. no object move group): 

 

1- Determine the centroids coordinate. 

2- Determine the distance of each node to the centroids. 

3- Group the nodes based on minimum distance. 

 

Fig.1 summarizes the steps of k-mean. After partitioning, the BS notifies the nodes by sending a 

message containing the cluster ID, distance to cluster centroid, distance to BS and TDMA 

schedules for each cluster to be employed in steady state phase. Every node stores this message 

and uses its contents to decide whether it will turn into cluster head or not. 

 

                                              
 

Fig 1. K-mean algorithm steps 

 
4.1.2. Cluster Head Selection 

 
Cluster Head Selection: In LEACH, CH selection based on the remaining energy, percentage of 

CHs in the network and the number of times the node has been CH. In the proposed algorithm, 

the CH selection equation of LEACH had been extended by inserting the residual energy and the 

distances to BS and cluster centroid. Thus, a node with more residual energy and close to both 

cluster center and BS will be more eligible to become a CH in each cluster. CH selection equation 

in (3) can be rewritten as: 

 

2 2

1
( ) * *

1 ( )
1 *( mod( ))

resi

initial BS Cent

Ep
T n

E d d
p r

p

=
+

−

                    (5) 
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Where resiE  represents the residual energy of node n , initialE stands for initial energy of all nodes 

(assuming that all nodes have equal initial energy), and BSd and Centd  are the distances of node n  

to the BS and cluster center respectively.  In the proposed algorithm, the probability of being CH 

increases when a node has more residual energy and more closer to the BS and cluster centroid. 

Such situation gives a good chance to random number r  chosen by the concerned node n  to be 

less than the threshold value ( )T n . Hence, in each group of nodes, those have the same centroid; 

the node that has the minimum value of r becomes a CH in that group. The CHs advertise 

themselves and their centroids, and then every member node belongs to its CH according to the 

cluster centroid and receives its TDMA schedule. The selected CH will continue to work as 

cluster head until it dies or another CH dies. 

 

4.1.3. Establishing Multi Hop Paths 

 
The proposed algorithm takes a mixture of single and multi-hop routing. At first, the BS computes 

and broadcasts the average distance  avg
d

 to all nodes according to

1

N

B S

i
a v g

d

d
N

==

∑

 . If the 

distance between CH and BS is less than or equal to the average distance the CH communicates 

with BS directly. Otherwise, CH sends a message to other neighbor CHs including cluster head 

ID, distance to BS and residual energy. Neighbor CHs save this message at first, then feedback 

their own messages. Based on the feedback, the CH chooses a neighbor CH which has more 

residual energy and close to BS as its next hop node. Finally, all CHs find their parent nodes, and 

the parent node that directly communicates with BS is called root node. The root node sends data 

to BS directly without aggregation.  

 

4.2. Data Transmission Phase 

 
This phase consists of frames; in each frame all nodes send data to their CHs or BS. The CHs 

open their radios to receive data from nodes. Normal nodes are placed in to sleep mode, and every 

one opens its radio in its own time-slot. Every node saves its residual energy when it is sending 

data to CH or to the BS. When any cluster head dies, the BS informs the network nodes about the 

starting of the cluster reformation step. Then the data transmission phase is terminated and the 

entire system moves to the setup phase. Because when some nodes die, the total number of nodes 

decreases and the distribution of the nodes changes,  hence, the number of cluster heads must be 

adjusted to keep the adaptivity of the algorithm. The system continues these rounds until every 

node’s energy has been depleted. 

 

4.3. Energy Analysis 

 

Assuming N  is the total number of nodes and K  is the number of clusters; the average number 

of nodes per cluster is
N

K . Each CH dissipates energy of receiving data from members, 

aggregating and transmitting the aggregated data to the BS. So, the energy dissipated by the CH 

during single frame is: 

 

4( 1) ( ) ( . . ) ( . . )N N N N
CH elec DA elec mp BsK K K K

E lE lE E c l c l dε= − + + +        (6) 
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CHE  represents the total energy dissipated by CH during each frame, ( 1)N

elec K
lE − is the energy 

dissipated for receiving data from members, ( )N

DA K
lE is the aggregation energy and the 

transmitting energy to the BS is 
4( . . ) ( . . )*N N

elec mp BsK K
E C l C l dε+ ; C  is the aggregation 

coefficient and l  is the message length. On the other hand, member nodes need energy to 

transmit data to CH once during each frame, which can be estimated as: 

 
2*

mem elec fs CH
E lE lE d= +                                                          (7) 

 

Where 
2

CH
d is the distance between CH and member node in the same cluster. Therefore, the 

energy dissipated in a cluster during each frame is  

 

( 1)N
clu ste r C H m e mK

E E E= + −                                      (8) 

 

And the total energy for one frame is:  

 

total clusterE KE=                                                                              (9) 

 

Then according to the number of frames in each round, the life time of the network can be 

calculated in terms of number of rounds. Number of rounds can be calculated by dividing the total 

network energy by energy expended in one round. 

 

5. SIMULATION AND RESULTS 

 
For simulation environment, 100 nodes are deployed randomly over an area of 100× 100 meters, 

and the BS is located in the sensing field. The control and data message lengths are 200bits and 

6400 bits respectively, with aggregation factor c set to unity as in (6), such that every node has 

data to send in each round. In this work the following metrics are used to evaluate the life time 

and performance of the network; time taken till all nodes die, data sent to BS and stability period 

which is the time till the first node die. Fig. 2 shows the live nodes versus simulation time, from 

the figure, in the proposed approach the number of rounds during simulation time is nearly twice 

the number of rounds in normal LEACH and the stability period is increased by 29%. This 

demonstrates the dramatic improvement in the network life time and performance. 
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Fig  2. Live nodes over simulation time 

 

This is due to the minimum energy clustering technique and the selection of the most suitable 

nodes as CHs. The two techniques minimize the cost in terms of energy while nodes are 

communicating with CHs or the later are communicating with BS. In fact the mission of each 

node depends on a factor that consists of the node energy, the minimum energy needed for that 

mission and the location of the node. This permits nodes to dissipate energy evenly, which lets 

nodes to stay alive for long time. Fig. 3 shows the data sent to BS during the simulation, the data 

sent to BS during the simulation time is increased by approximately 36% than normal LEACH. 

This is due to the fact that the network life time is increased in compare to LEACH, which 

demonstrates the significant improvement in the network performance with the proposed 

approach.  
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Fig  3. Data sent to BS over simulation time 

 

Fig. 4 and Fig. 5 show the energy variation versus data sent and time respectively. The mission of 

each node depends on the role factor, so the heavy load mission will be done by nodes that have 

high role factor, while nodes with low role factor do sensing mission. This explains why the 

system stays stable for long time. Thus, in proposed approach the network does not exhaust 

energy suddenly and quickly. From the above results the minimum cluster energy method 

prolongs the stability period and life time of the wireless network, there by improves the 

efficiency of the network. 
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Fig  4. Energy over data sent to BS 
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Fig  5. Energy over rounds 

 

6. CONCLUSIONS 
 
The transmission distance has a great impact on the energy consumption as well as the regular 

consumption of the energy over the entire network. Most energy-efficient protocols focus on 

minimum energy path, although balanced energy consumption has direct effect on energy 

efficiency. So, a technique that minimizes the cluster energy was used to form minimum energy 

clusters, in addition to energy-aware method to select the CH. Nevertheless, a minimum energy 

path is used to forward data in multi-hop routing to minimize energy consumption. The 

simulation results show that the algorithm can balance the load between nodes and prolong the 

stability period and life time of the network in comparison to LEACH. The approach does not 

require cluster formation in every round, but it depends on current CH state, this decreases the 

dynamic clustering overhead. Although the results confirmed that the proposed algorithm 

outperforms LEACH in lengthening WSN life time, there are many protocols that have to be 
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compared. Furthermore, the number of member nodes in clusters, the duration of the data 

transmission phase and whether k-mean will always terminate quickly and its complexity will be 

studied in future. And more factors that can affect the life time of WSN will be considered.  It can 

be proved that K-mean will always terminate, but the algorithm does not necessary find the most 

optimal configuration, corresponding to the global objective function minimum. Also it is 

significantly sensitive to the initial randomly selected cluster centers, since it is iterative 

clustering algorithm. So, a “good” selection of initial cluster centers is an essential clustering 

problem. 
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ABSTRACT  

 
Mobile Ad Hoc Network (MANET) is a collection of wireless mobile nodes with restricted 

transmission range and resources, no fixed infrastructure and quick and easy setup. Because of 

special characteristics, wide-spread deployment of MANET faced lots of challenges like 

security, routing and clustering. The security challenges arise due to MANETs self-

configuration and self-maintenance capabilities. In this paper, we present an elaborate view of 

issues in MANET security. We discussed both security services and attacks in detail. Three 

important parameters in MANET security are defined. Each attack has been analyses briefly 

based on its own characteristics and behaviour. In addition, defeating approaches against 

attacks have been evaluated in some important metrics. After analyses and evaluations, future 

scopes of work have been presented.  

 

KEYWORDS 

 
Mobile Ad Hoc Network (MANET), Security, Attacks on MANET, Security services, Survey.   

 

 

1. INTRODUCTION 

 
In these years, progresses of wireless technology and increasing popularity of wireless devices, 

made wireless networks so popular. Mobile Ad Hoc Network (MANET) is an infrastructure-

independent network with wireless mobile nodes. MANET is a kind of Ad Hoc networks with 

special characteristics like open network boundary, dynamic topology, distributed network, fast 

and quick implementation and hop by hop communications. These characteristics of MANET 

made it popular, especially in military and disaster management applications. Besides providing 

benefits, MANET features made it challengeable. Peer to peer applications [1], integration with 

internet [2], security [3], maintaining network topology [4] and energy [5, 6] are some of the most 

important challenges in MANET. We briefly discussed MANET challenges in our previous work 

[7]. 

 

In MANET all nodes are free to join and leave the network, also called open network boundary. 

All intermediate nodes between a source and destination take part in routing, also called hop by 

hop communications. As communication media is wireless, each node will receive packets in its 

wireless range, either it has been packets destination or not. These characteristics of MANET 

increase its vulnerability against malicious behaviours. Therefore, security became the most 

important challenge in MANET [8].  
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In this paper our goal is to provide a comprehensive review on MANET security. Important 

parameters in security are introduced. Security is divided in two aspects: security services and 

attacks. A comprehensive review in both security aspects is presented. In addition, we analyses 

each attack’s behaviour in different parameters. Defeating approaches are evaluated in important 

metrics. Finally, future scopes of work are presented. Rest of this paper is organized as follow: in 

section 2, three important security parameters in MANET are presented. Section 3 presents two 

important aspects of security with a discussion on their strategies. Three combinational challenges 

with security are presented in section 4. Section 5 presents our analyses and classifications on 

security of MANET and presents some research interest in security. Section 6 introduces open 

research issues and directions of researches in MANET security. Finally section 7 concludes the 

paper and introduces best ways to secure MANET and presents some future works.  

 

2. IMPORTANT PARAMETERS IN MANET SECURITY 
 
Because of MANET’s special characteristics, there are some important metrics in MANET 

security that are important in all security approaches; we call them “security parameters”. These 

parameters defined due to MANET special characteristics. Being unaware of these parameters 

may cause a security approach useless in MANET. Figure 1 shows the relation between security 

parameters and security challenges. Each security approach must be aware of security parameters 

as shown in Figure 1. All mechanisms proposed for security aspects, must be aware of these 

parameters and don’t disregard them, otherwise they may be useless in MANET. Security 

parameters in MANET are as follows: 

 

 
 

 

 

 

 

 
Figure 1.Relation between Security Parameters and Security aspects 

 

Network overhead: Each security mechanism uses a number of control packets. This parameter 

refers to number of control packets generated by security mechanisms. As MANET uses wireless 

communications, increasing network overhead may increase collision, congestion and packet loss 

that may increase packet retransmission. 

 
Processing time: This parameter refers to delay caused by security approach. Because of 

MANET dynamic topology, neighbours of each node may change in a period of time. As a result, 

previous information will not be efficient any more. 

 
Energy consumption: Nodes have limited energy resources. One of the major issues is the 

limited energy, which is usually supplied by node batteries that network nodes possess. Therefore 

security approach must have low energy consumption. 

 
Each security protocol must be aware of these three important parameters. In some situations a 

trade-off between these parameters is provided in order to perform a satisfaction level in all of 

them. Security protocols that disregard these parameters aren’t efficient as they waste network 

resources.  
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3. MANET SECURITY CHALLENGES 
 
One of the earliest researches in security in MANET was presented in 2002 [9]. Some security 

challenges in MANET were inherited from ad hoc networks that were research interests since 

1999 [10, 11]. Generally there are two important aspects in security: Security services and 

Attacks. Services refer to some protecting policies in order to make a secure network, while 

attacks use network vulnerabilities to defeat a security service. In the next two parts, we will 

discuss these two important aspects of MANET security. 

 

3.1. Security Services  

 
Security services are used to secure a network. Because of special features of MANET, providing 

these services is a great challenge. For securing MANET a trade-off between these services must 

be provided, which means if one service guarantees without noticing other services, security 

system will fail. Providing a trade-off between these security services is depended on network 

application, but the problem is to provide services one by one in MANET and presenting a way to 

guarantee each service. We discuss five important security services and their challenges as 

follows: 

 

Availability: According to this service, each authorized node must have access to all data and 

services in the network. Availability challenges arise due to MANETs dynamic topology and 

open boundary. To provide this service, each authorized node must have access to data and 

services when it needs them. Time spent for accessing is important as time is one of security 

parameters. By using lots of security and authentication levels, this service is disregarded as 

passing security levels needs time. Existing approaches for providing this service aren’t efficient 

in MANET and by using them, high degree of distribution, autonomy and dynamicity of MANET 

will be lost [12]. Authors in [12] provided a new way to solve this problem by using a new trust 

based clustering approach. In the proposed approach which is called ABTMC (Availability Based 

Trust Model of Clusters), by using availability based trust model, hostile nodes are identified 

quickly and should be isolated from the network in a period of time, therefore availability of 

MANET will be guaranteed. 

 
Authentication: The goal of this service is to provide trustable communications between two 

different nodes. When a node receives packets from a source, it must be sure about identity of the 

source node. One way to provide this service is using certifications, whoever in absence of central 

control unit, key distribution and key management are challengeable. In [13] the authors 

presented a new way based on trust model and clustering to public the certificate keys. In this 

case, the network is divided into some clusters and in this clusters public key distribution will be 

safe by mechanisms provided in the paper. Their simulation results show that, the presented 

approach is better than PGP. But it has some limitations like clustering. MANET dynamic 

topology and unpredictable nodes position, made clustering challengeable.  

 
Data confidentially: According to this service, each node or application must have access to 

specified services that it has the permission to access. Most of services that are provided by data 

confidentially use encryption methods but in MANET as there is no central management, key 

distribution faced lots of challenges and in some cases impossible. Authors in [14] proposed a 

new scheme for reliable data delivery to enhance the data confidentially. The basic idea is to 

transform a secret message into multiple shares by secret sharing schemes and then deliver the 

shares via multiple independent paths to the destination. Therefore, even if a small number of 

nodes that are used to relay the message shares, been compromised, the secret message as a whole 

is not compromised. Also this way protects network, but packet delivery delay will be increased. 
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The reason is that, data is sent in multipath. Using multipath delivering causes the variation of 

delay in packet delivery for different packets. It also leads to out-of-order packet delivery.  

 
Integrity: According to integrity, just authorized nodes can create, edit or delete packets. As an 

example, Man-In-The-Middle attack is against this service. In this attack, the attacker captures all 

packets and then removes or modifies them. Authors in [15] presented a mechanism to modify the 

DSR routing protocol and gain to data integrity by securing  the discovering phase of routing 

protocol.  

 
Non-Repudiation: By using this service, neither source nor destination can repudiate thier 

behaviour or data. In other words, if a node receives a packet from node 2, and sends a reply, 

node 2 cannot repudiate the packet that it has been sent. Authors in [16] presented a new 

approach that is based on grouping and limiting hops in broadcast packets. All group members 

have a private key to ensure that another node couldn’t create packets with its properties. But 

creating groups in MANET is challengeable. 

 
Till now we discussed security services challenges in MANET. Detecting and eliminating 

malicious nodes, is another aspect of the MANET security. In the next section, we will discuss 

some important attacks in MANET and ways to detect and eliminate them.  

 

3.2. Attacks  

 
As described before, MANET has lots of characteristics like hop by hop communications, 

wireless media, open border and easy to setup, that made it popular. whoever these characteristics 

made it popular for malicious nodes. Here are some important attacks in MANET: 

 

Black Hole Attack: In this attack, malicious node injects fault routing information to the network 

and leads packets toward itself, then discards all of them [17-19]. We presented a comprehensive 

review in this attack in our previous work [20]. We present some ways to detect and eliminate 

black hole nodes, also we present some classifications in black hole. In [21] authors presented a 

new approach to detect black hole by sending packets in shared paths and also fetching sequence 

number of packets. This attack is against routing and is depended on routing protocol. 

 

Worm Hole Attack: In worm hole attack, an attacker records packets at one location of network 

and tunnels them to another location [22]. Fault routing information could disrupt routes in 

network [23]. Authors in [24] presented a way to secure MANET against this attack by using 

encryption and node location information. But as mentioned before, key distribution is a 

challenge in MANET. 

 

Byzantine attack: In this attack, malicious node injects fault routing information to network, in 

order to locate packets into a loop [25, 26]. One way to protect network against this attack is 

using authentication. Authors in [27] presented a mechanism to defeat against this attack using 

RSA authentication. 

 

Snooping attack: The goal of this attack is accessing to other nodes packets without permission 

[28]. As in MANET packets transmitted hop by hop, any malicious node can capture others 

packets. 

 

Routing attack: In this attack, malicious nodes try to modify or delete node’s routing tables [17, 

18, 29]. Using this attack, malicious nodes destroy routing information. Therefore, packet 

overhead and processing time will increase. 
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Resource consumption attack: The goal of this attack is wasting network or node’s resources 

[30, 31]. As a way to do this, malicious nodes lead packets to a loop. Therefore, nodes resources 

consume so fast.  

 
Session hijacking: Session hijacking is a critical error and gives an opportunity to the malicious 

node to behave as a legitimate system [32, 33]. Using this attack, malicious node reacts instead of 

true node in communications.  Cryptography is one of the most efficient ways to defeat this 

attack. 

 
Denial of service: In this attack, malicious node prevents other authorized nodes to access 

network data or services [34-38]. Using this attack, a specific node or service will be inaccessible 

and network resources like bandwidth will be wasted. In addition, packet delay and congestion 

increases. 

 
Jamming attack:  Jamming attack is a kind of DOS attack [39]. The objective of a jammer is to 

interfere with legitimate wireless communications. A jammer can achieve this goal by either 

preventing a real traffic source from sending out a packet, or by preventing the reception of 

legitimate packets [40]. 

 
Impersonation Attack: Using this attack, attacker can pretend itself as another node and injects 

fault information to the network [41-43]. As MANET has open border and hop-by-hop 

communications, it’s hardly vulnerable against this attack. In some cases even using 

authentication is useless. 

 
Modification Attack: In this attack, malicious nodes sniff the network for a period of time. Then, 

explore wireless frequency and use it to modify packets [44, 45]. Man-in-the-middle is a kind of 

Modification attack. 

 
Fabrication Attack: In fabrication attack, malicious node destroys routing table of nodes by 

injecting fault information [46-48]. Malicious node creates fault routing paths. As a result, nodes 

send their packets in fault routes. Therefore, network resources wasted, packet delivery rate 

decreased and packet lost will growth.  

 
Man-in-the-middle attack: In this attack, malicious node puts itself between source and 

destination. Then, captures all packets and drops or modifies them [49-51]. Hop by hop 

communications are made MANET vulnerable against this attack. Authentication and 

cryptography are the most effective ways to defeat this attack. 

 
Gray Hole Attack:  This attack is similar to black hole. In black hole, malicious node drops all 

packets, while in this attack, malicious node drops packets with different probabilities [52-55]. As 

it relays some packets, detecting this attack is more complicated than black hole and some 

detection approaches like sniffing or watchdog will be useless in it.  

 
Traffic Analyse Attack: The goal of this attack is sniffing network traffic to use them in another 

attack or in  a specific time [44, 56]. Malicious node captures all packets to use them later. 
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4. INCORPORATING SECURITY AND OTHER CHALLENGES 

 
One way to provide security in MANET, besides decreasing network overhead, is to incorporate 

security approaches with other challenges. In this way, both challenges are solved by improving 

security parameters in total. We discuss these combinational approaches as follows: 

 

Secure routing protocols:  Using this method, security will be guaranteed in routing phase. 

When a node wants to create a path to a destination, it uses some mechanisms to select a secure 

path. Then malicious nodes will be detected and eliminated. Authors in [57] presented a secure 

routing protocol based on using IPSEC in MANET routing protocols. Authors in [58] presented a 

trust based security routing protocol to create secure path. In MANET, there is more than one 

path between two different nodes. Selecting best path based on both routing and security, will 

improve security parameters. 

 

Security in QOS: Providing security has negative impact on QOS. Therefore, providing QOS 

beside security is important. Authors in [59] presented a game theory to make a trade-off between 

security and QOS. Authors in [60] provided an approach that creates QOS aware multipath 

between source and destination with link information. By providing security in QOS, a level of 

security and QOS will be guaranteed with low time or network overhead. 

 
Cluster-based Security: These mechanisms use clustering in network to provide more efficient 

situations for security protocols. Generally in these methods, clusters are used for key distribution 

or as central management. Using clustering for security goals is important as it could solve 

problems in key distribution or key management. Authors in [61, 62] provides a key distribution 

mechanism by using clusters. Using clusters make it easy for security mechanisms, but grouping 

nodes in clusters and maintaining clusters, are challengeable. 

 
As another benefit of these combinational approaches, there should be a trade-off between 

challenges based on each one’s importance. Based on application, one challenge may be more 

important than the other one. Then, an algorithm may be proposed with better security 

parameters. For example, when selecting best path in routing is not as important as security, an 

approach can choose more secure paths without emphasizing on best routing path. As an 

example, in AODV routing protocol, the path with low sequence number is chosen as the best 

path. The reason is that, if there be a malicious node, it will send high sequence number.  

  

5. ANALYSES AND DISCUSSION 
 
Previous sections discussed attacks and security services in MANET. This section presents an 

analytics and classification on previous issues. In order to analyses attacks and their behaviour, 

we presented analyses in each attack in Table 1. For each attack five important parameters has 

been discussed. These parameters are as follows: 

 

• Violated Service:  Each attack breaks a security service. We presented the most important 

defeated service in this column.  

 

• The Proposed Solutions: Some of the most effective approaches to detect and eliminate 

malicious nodes. 
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• MANET features which lead to this attack: Each malicious node uses a feature or features 

of MANET to break the security.  

 

• Attack Type: Lots of researches classified attacks in two mainly class that are as follows: 

Active attack, Passive attack. In passive attacks, malicious node listens to transmissions 

without any active injection or effect on network[63]. While, in active attacks malicious 

node inject information. 

 

• Attack Goal: The most important goal of each attack. 

 

From Table 1it’s obvious that lots of attacks are against availability. In availability aimed attacks, 

malicious nodes inject fault routing information or destroy nodes routing tables in order to defeat 

availability. As another point in Table 1, sniffing is one of the widely used mechanisms to defeat 

against attacks. Generally in sniffing mechanisms, sniffer put it-self in promiscuous mode and 

listen to the network traffic. In this way, it can detect misbehaviour of malicious nodes. As 

another effective defeating approach, we can name encryption and route information. Encryption 

mechanism defeat packets against accessing or modification. Malicious nodes can’t modify 

encrypted packets. Whoever, they can drop packets and break availability. Routing information in 

MANET is nightly variable. Routing information approach, secure MANET using additional 

controller packets.  There are six different defeating mechanisms as presented in Table 1. 

Defeating approaches are important in MANETs security. Therefore, an analytics on these 

approaches is presented in Table 2. 

 

 
Table 1: Analytics on MANET Attacks. 
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Each proposed solution uses some of network resources in order to detect an attack. Table 2 

presents five important parameters for security mechanisms and discussed the effect of each 

proposed solution in parameters.  In order to analyses the energy consumption of approaches; we 

compare energy consumption in each approach toward others. The word ‘low’ means it consumes 

lower energy than other approaches. Also, accuracy refers to ability in defeating single or 

cooperative malicious nodes. In the case of cooperative attacks, malicious nodes work with each 

other in order to cover their tracks.  

 

Routing information approach generates controller packets and uses them in order to detect 

malicious nodes. In addition, in some cases nodes must keep additional routing table like DRI 

[19]. As mentioned, in sniffing each node must put it-self in promiscuous mode and capture all 

packets transmission in its range. This feature of sniffing wastes nodes energy. Also it increases 

process and memory overhead. In the case of cooperative malicious nodes, sniffing is useless as 

malicious nodes may work with each other to proof them-selves as trustable nodes.  

 

Redundancy and dynamic frequency approaches can’t detect the malicious nodes. These 

approaches can only avoid network from an attack. In the case of misbehaviour, these approaches 

can detect attack, while they are unable to detect the malicious nodes or eliminate them from 

whole network. In other work, these approaches can just find the path with malicious nodes.  

In routing information, control packets transmission increase processing time. In encryption and 

authentication, key distribution is an important challenge, because of lack of central infrastructure 

or key distribution center. Therefore, each malicious node can pretend it-self as a trustable node 

and take part in key distribution. In redundancy, destination must buffer packets in order to get 

packets in sequence or to compare them with each other. In addition, it increases traffic overhead 

by sending duplicated packets. That cause increasing in congestion, packet lost and energy 

consumption. 

 

In addition of five important parameters, Table 2 presents some limitations on each defeating 

approaches. These limitations come from each approaches characteristics. These limitations 

decrease performance or efficiency of each approach. 

 

6. FUTURE DIRECTIONS OF RESEARCHES 
 
Until now we briefly discussed the security challenges in MANET and present some analytics in 

them. In this section we present open research issues. 

 

Routing information approaches are suitable in all types of MANET. In this approach, reducing 

packet overhead and processing time, beside increasing accuracy is an important challenge. By 

increasing accuracy, it can detect cooperative malicious nodes. With decreasing processing time 

of this approach MANETs flexibility will increase. 

 

Sniffing approach is useful in the case of single attacks, as it is unable to detect cooperative 

nodes. Whoever, it waste nodes energy and it is not suitable in MANET with high speed nodes. 

Finding a more effective way to calculate the threshold and present effective detection mechanism 

forasmuch as decreasing time and packet overhead is the open border of research in sniffing 

approaches. Beside it, detecting cooperative malicious nodes is challengeable. In order to solve this 

challenge comparing sniffing with other defeating approaches is recommended.  
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Table 2: Analysis at the proposed solutions  

 
 
MANET is self-organized, self-configurable network without any centralized control. Therefore, 

encryption and authentication are challengeable. Key distribution and control unit are the most 

important challenges. One way to over through these challenges is using clustering; therefore, the 

Cluster Head can act as the key distributer. Because of MANETs dynamic topology, creating and 

maintain clusters is highly challengeable. Using fuzzy logic [64] or swarm based [65] is highly 

recommended for this challenge. As another research interest, decreasing processing time and 

processing overhead of encryption approach can be mentioned. 

 

Redundancy approaches, generate lots of duplicated packets and waste nodes resources. Also it 

increases congestion and packet lost. Effectively choosing number of duplicated paths, based on 

risk level, is highly challengeable. Also combining this approach with some other approaches in 

order to detect malicious nodes is another challengeable issue.  

 

Dynamic frequency is effective in multi-type MANETs. By using this approach in multi-type 

MANET, each node secures its packets by sending in different frequencies. In addition, breaking 

one frequency has no effect on others. This is a challenge in this approach. 
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7. CONCLUSION 

 
Mobile Ad Hoc Network (MANET) is a kind of Ad hoc network with mobile, wireless nodes. In 

MANET, all nodes are free to join and leave the network. Features of MANET like dynamic 

topology and distributed network, made it popular and also challengeable. Open network 

boundary, dynamic topology and hop by hop communications made security the most important 

challenge in MANET.  

 

In this paper, we presented a comprehensive review on security challenges in MANET. We 

divided security in two aspects: security services and attacks. We discussed each one in detail; 

also we introduced security parameters that are important in MANET security. Finally some 

analyses and classifications in security approaches were presented. As a result of our analyses, 

securing network in routing path using route table information, and encryption, are two efficient 

ways to secure MANET. Each of these approaches have some benefits and limitations. As 

military applications are one of MANET’s applications, encryption is important to avoid 

malicious nodes to access data packets. 
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ABSTRACT 

 
A Wireless Sensor Network (WSN) is deployed with a large number of sensors with limited 

power supply in a wide geographically area. These sensors collect information depending on 

application. The sensors transmit the data towards a base station called sink. Due to the 

relatively high node density and source-to-sink communication pattern, congestion is a critical 

issue in WSN. Congestion not only causes packet loss, but also leads to excessive energy 

consumption as well as delay. To address this problem, in this paper we propose a new fuzzy 

logic based mechanism to detect and control congestion in WSN. In the proposed approach, a 

Monitor Node for each grid in congestion candidate region performs a fuzzy control to avoid 

increasing congestion. Fuzzy controller’s inputs are continually fetched from the network by the 

Monitor Node. Simulation results show that our approach has higher packet delivery ratio and 

lower packet loss than existing approaches. 
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Fuzzy Logic, Wireless Sensor Network, Congestion Control, Packet Lost.  

 

 

1. INTRODUCTION 

 
A Wireless Sensor Network (WSN) consists of spatially distributed autonomous wireless sensor 

nodes to cooperatively monitor physical or environmental conditions, such as temperature, sound 

and pressure. In addition, WSN is a network made of hundreds or thousands of sensor nodes 

which are densely deployed in hazardous/unattended environment with capability of sensing, 

computing and sending information wirelessly to the base station (also called sink) via neighbour 

nodes. Figure 1 shows a WSN that collect information and send it to the sink.   
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Figure 1. Wireless Sensor Network [1] 

 

In WSN special applications, once an event occurs, a sudden surge of data traffic will be triggered 

by all sensor nodes in the event area, which may easily lead to congestion. Congestion in WSN 

has a negative impact on network performance. It increases the packet loss, end-to-end delay and 

wastes nodes energy. When a packet is lost, source node must retransmit it again. Therefore, 

node’s energy is wasted and network lifetime will be decreased [2,3]. However, some 

characteristics of WSN, such as constrained resources and leak of centralized coordination, make 

the congestion problem in WSN more challengeable than any other networks. In WSN all nodes 

send their sensed data to the sink. This flow of packet (also called source-to-sink traffic), increase 

congestion probability and energy consumption in nodes near the sink. The reason is that, the 

neighbouring nodes of the sink should forward other nodes packets in addition to their own traffic 

[4,5].  

 

To address these challenges, we present a fuzzy congestion control. In the proposed approach, the 

network is divided into grids by the sink. Then, the sink specifies congestion candidate areas by 

use of a calculated threshold. In each congestion candidate area, a Monitor Node (MN) uses a 

fuzzy controller to detect and avoid congestion in its grid. Congestion level of each grid maybe 

different from other grids and if the congestion level of any congestion candidate area reaches to 

the acting level, the Border Node forwards packets out of the congested area. Therefore, 

congestion and packet loss will be decreased. Simulation results show that the presented fuzzy-

based system decreases the packet loss in congested area and increases packet delivery ratio to the 

sink. The remainder of this paper is organized as follows: section 2 presents a literature review of 

the congestion detection and control mechanisms. Section 3 provides detailed description of the 

proposed fuzzy controller approach. Performance evaluation of the proposed approach is 

presented in section 4. Finally section 5 concludes and discusses the future directions of this 

research.    

 

2. RELATED WORKS 
 
In literature many congestion control schemes have been proposed for WSN. Congestion control 

schemes for WSN either focus on MAC layer or on both MAC and network layer [6]. Authors in 

[7] presented an approach based on a threshold. This threshold refers to ratio of received packets 

to serviced packets. In this approach each node has a priority. To detect congestion, both 

threshold and priority of nodes are influenced. Proposed approach is efficient in term of Quality 

of Service (QOS) as it sends data through multipath. Authors in [8] presented a Medium Access 

Control (MAC) technique to coordinate the access of nodes to the shared medium. It uses the 

queue buffer length of the sensor nodes to estimate the congestion. Then the traffic dynamically 

disseminates along with classifying nodes into different priority classes to provide a congestion-

free routing path to the destination with improved QOS. In addition, it uses multiple forwarder 

traffic diffusion, which has advantages like increasing network reliability and reducing 

congestion. In [9] an optimal routing algorithm that allows optimizing transmission between the 

peripheral nodes and central node is presented, in order to increase the residual energy of the 

network. This protocol only aims to provide routing fidelity and does not address time 

transmission requirements. Authors in [10] presented a cross-layer congestion controller that has 

three parts: 1) multipath routing 2) adjusted ratio 3) application oriented design. In this algorithm, 

each node has multiple downstream nodes to be transmitted. The probability of forwarding nodes 
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and the rate of sending packets can be dynamically adjusted according to the congestion state. 

Authors in [11] presented a novel approach based on bird’s behaviour. The proposed approach is 

simple to implement at the individual node, involving minimal information exchange. In addition, 

it displays global self-properties and emergent behaviour, achieved collectively without explicitly 

programming these properties into individual packets. Performance evaluations show the 

effectiveness of the proposed Flock-based Congestion Control (Flock-CC) mechanism in 

dynamically balancing the offered load by effectively exploiting available network resources and 

moving packets to the sink. Furthermore, Flock-CC provides graceful performance degradation in 

terms of packet delivery ratio, packet loss, delay and energy consumption under low, high and 

extreme traffic loads. In addition, the proposed approach achieves robustness against failure and 

also has scalability in different network sizes and outperforms typical conventional approaches. 

 

3. THE PROPOSED APPROACH 
 
In previous section, we presented a literature review on congestion controller mechanisms in 

WSN. In this section, we briefly discuss our fuzzy-based congestion controller. Fuzzy system is 

used in order to increase accuracy of the congestion controller system. Fuzzy controllers convert 

crisp inputs to fuzzy based inputs, then by using a rule base, fuzzy system determines an action as 

the main output. The basic idea of a fuzzy controller is presented in Figure 2. 

 

 
 

Figure 2. Fuzzy Controller System Functionality 

 

In presented approach, fuzzy logic controller is considered as the kernel of the algorithm. It is 

associated with the Monitor Nodes (MNs) to detect congestion, based on information which 

comes from the network. In the propose approach, MN continuously monitors its grid and fetches 

fuzzy controller’s metrics. Therefore, the fuzzy system calculates congestion level in each grid 

continuously and dynamically. We describe our fuzzy-based congestion controller in three phases 

that are as follows:  

 

1) Congestion candidate generation  

2) Congestion identification  

3) Generating new phase  

 

We discuss each phase briefly in the rest of this section.  

 

3.1. Congestion Candidate Generation 

 
After the sensors establishment, the sink uses nodes geographically information in order to divide 

network to some equal grids. In some applications of WSN, sensors deployed randomly in order 

to monitor environment and as the grids are equal in area, number of sensors in each grid maybe 

different from other grids. After dividing the network into grids, sink allocates an ID to each grid 

called Grid_ID. Then, it sends the Grid_ID of each grid to its members. The next step is choosing 

the Monitor Node (MN). Responsibility of the MN is to monitor its own grid continuously in 

order to detect congestion. Sink choose the sensor with highest reminded energy as the MN. In 
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the case that two sensors have the same reminded energy, the nearest sensor to the sink is chosen 

as the MN. The MN needs to perform some monitoring works that consumes energy. Therefore, 

the sensor with highest reminded energy is chosen as the MN.   

 

The presented fuzzy system uses each grid’s density in order to detect congestion areas. 

Therefore, the first duty of each MN is to calculate its grids density. Whoever, at the beginning, 

sink knows the number of sensors in each grid, but in the case that a sensor dies as lack of energy, 

the MN must recalculate its grids density. When sensors energy reaches to the alarm level, it 

sends a packet for MN and aware MN of its death. The alarm levels energy is enough just for 

sending a packet to MN.  

 

In order to calculate grids density, the MN put Grid_ID in a packet and broadcast it for its 

neighbours. Each sensor that receives the packet compares its own Grid_ID with the received 

Grid_ID. If both are the same, the sensor sends a replay to the MN and then rebroadcasts packet. 

Sensor drops the packet, either if it received the same packet before or if packet’s Grid_ID is not 

the same as node’s Grid_ID. 

 

Each MN sends the density of its grid to the sink. After receiving all grids densities, sink 

calculates the average of densities and uses it as a threshold for defining congested areas. Each 

grid with higher density than the calculated threshold is marked as the congested candidate area. 

If any change in number of sensors happened, the MN sends its new density for the sink. Sink 

recalculates the new threshold and updates congested candidate regions. High density regions 

have higher congestion probability and higher collision and packet lost rate. A summary of this 

phase is shown in Figure 3. 

 
 

Figure 3. Steps for Congested Region discovery 

 

3.2. Congestion Identification 

 
In each congestion candidate grid, the MN has responsibility for detecting the congestion. In each 

MN there is a fuzzy-based system, which controls the congestion in grid and balance traffic in 

order to reduce the congestion. Fuzzy system uses three different metrics in order to decrease 

congestion and reduce its effects. Fuzzy controller for each MN is shown in Figure 4. MN 

continuously calculates three input parameters and then uses fuzzy logic to determine specific 
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level of congestion. Based on the congestion level, either packets forward through the grid or 

through the relay nodes.  

 

 
 

Figure 4. The Proposed Fuzzy Logic Controller 

 

Three fuzzy input parameters are as follows: 

 

ETD (Extended Transmission Delay): The ETD metric is the transition time that is required to 

transmit a packet to the next hop. The metric is calculated using the convex combination 

presented in Formula.1.  

 
=    Formula.1 

 

In this formula, Delay(t) determines delay in time t, and α is weight value. α is used to determine 

the priority of delay or previous ETD.  

 

Grid’s Density: High density of nodes in each grid can cause more congestion. In addition, grids 

density maybe increased or decreased during network lifetime. The reason is that a sensor may 

die or new sensors may add to the network. Number of sensors in each grid has a direct effect on 

congestion. Therefore, number of sensors is an important metric in the proposed fuzzy system. 

 
DPC (Dropped Packets): Dropped packets, refers to number of lost packets in each grid. Packet 

loss is the result of congestion. Therefore, increasing packet loss means increasing congestion. 

 
These parameters have membership functions that are presented in Figure 5. By use of these 

membership functions, a rule base is designed for fuzzy system. When MN calculates inputs, 

fuzzy system applies them in the rule base.  Fuzzy system output determines three different 

actions that are as follows: 

 

Action1) relay all packets through the grid 

 

Action2) relay half of the packets through the grid and half through the relay nodes  

 

Action3) relay all packets through the relay nodes 

 

We will discuss the relay nodes and these actions in the next phase. Using presented mechanism 

in this phase, fuzzy controller detects congestion and try to reduce the packets in the congested 

area. 
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a) Grids Density  b) ETD c) Dropped packets 
 

Figure 5. Membership Functions Diagrams 

 

3.3. Generating New Path 
 
When fuzzy system determines the action, the MN performs the specified action. If there is no 

congestion, output will be action1. In this case, there is no need for the MN to perform any action. 

But for other two actions, the MN must informs its grid’s Border Node (BN) about the congestion 

level. At the first time, the MN sends a packet to the sink and asks for its BN’s ID. The sink 

selects the last node in grid as the BN. The detail of selecting BN is presented in [13]. Figure 6 

shows the position of BNs and MNs in the network. After selecting the BN, the sink informs the 

MN of its grids BN. BN has the responsibility of relaying the packets either through the grid or 

through the relay nodes. The BN relay packets based on action level and this will continue until 

congestion level in the grid reduce to action1. When the BN gets informed of any changes in 

congestion level by the MN, it sends packets through relay path based of congestion level. Since 

radio frequency of relay nodes is different from ordinal sensors, sending packet using relay path 

has no effect on congestion in the grid. Sink selects the best relay path for BN based on [13].  

 

In this section, we briefly discussed our proposed approach. A summary of the proposed approach 

is shown in Figure 7. 

 
 

Figure 6. Example of BN and MN Assignments 
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4. SIMULATION RESULTS 
 
To show the advantages of the proposed approach in compare with the Base Work (BW) [12], 

both approaches implemented using Opnet Modular 14.5 simulator. The simulation was 

performed using a WSN of size 300 m* 300 m. Table 1, lists simulation parameters used in our 

study.  

 

Both the BW and our approach were implemented using two different scenarios. For both 

scenarios two parameters have been measured and evaluated. These parameters are as follows: 

 

Packet delivery: number of packets reached to the sink 

Number of dropped packets: number of packet lost because of congestion in congestion 

candidate grids.  

 
Table 1. Simulation Parameters. 

 

Parameter Value 

Simulation duration  180 sec  

Number of nodes  26  

Transmission range 20 m  

Traffic type  CBR(UDP) 

Packet rate 2 packets/sec 

Data payload  512 byte/packet 

Number of relay nodes 6 

 
The aim of the proposed fuzzy congestion controller is to detect and avoid increasing congestion 

in congestion candidate regions. When a packet is lost, it should be retransmitted by the source 

node which wastes node’s energy and the network bandwidth.  

 

 

 

Figure 8 presents packet delivery rate for both approaches. 

 
 

Figure 7. The Proposed Approach 
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Figure 8. Packet Delivery Rate   

 

In this figure horizontal axis refers to time and the vertical axis, to number of packets delivered to 

the sink. This figure shows the packet delivery ratio in the sink. Firstly in this figure, both curves 

have overlap as our fuzzy mechanism hasn’t detected congestion yet. As fuzzy controller uses 

three metrics to detect congestion, after a while, it detects a level of congestion and starts to lead 

packets toward relay nodes, based on congestion level. As number of packet lost increased, BW 

starts to send all packets through relay nodes. Therefore, after a while both approach send packets 

through relay nodes and packet delivery ratio will be the same in the sink for both approaches. 

 

Figure 9 shows the packet lost figure for both approaches.  
 

 
 

Figure 9. Packet Loss in Congested Grid rate 

 

Vertical axis refers to packet lost in congested grid, and horizontal axis refers to time. Like Figure 

8, in this figure, firstly packet lost in both approaches is the same. After increasing packet lost, 

fuzzy system detects congestion and according to congestion level, it sends packets through either 

congested grid or relay nodes. As a result, congestion and packet lost in congested candidate grid 

will be decreased. Whoever, after a while, as both approaches relay packets through the relay 

nodes, packet lost is equal in both approaches. 

 

Referred to simulation results, proposed approach increases packet delivery ratio in the sink and 

decreases packet lost in congested grids. In addition, fuzzy system controls the congestion and 

avoids growth in congestion. Also, fuzzy system is more flexible as it continuously fetches 
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metrics from the network. By increasing the number of curves in membership functions of input 

metrics, the accuracy of system increases. As a result, number of actions and control ratio 

increases. When fuzzy system reaches to acting level, proposed approach controls congestion and 

helps the grid to balance traffic by leading some packets through relay paths.  

 

5. CONCLUSION AND FUTURE WORK 
 
Wireless Sensor Network (WSN) is a set of sensor nodes, which are distributed in an area. In 

WSN all sensor nodes sends their packets hop-by-hop to the sink, therefore, nodes nearer to the 

sink should forward their own packets and other nodes packets. This feature of WSN, increases 

congestion and packet lost in nodes, especially in nearer nodes to the sink. Using congestion 

controller mechanisms can avoid or control congestion in WSN. As a result of decreasing 

congestion, packet loss and energy consumption of the nodes will decrease. In this paper, we 

proposed a novel approach based on fuzzy logic to control and balance congestion in grid-based 

WSN. Presented approach uses three parameters that dynamically and continuously fetches from 

the network in order to detect congestion regions. When fuzzy system detects a level of 

congestion it relay some packets out of the grid in order to control and balance congestion. As our 

future work, we decided to make our work more energy aware as energy is the most important 

parameter in WSN.    
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ABSTRACT 
 

Holding an election with aim of selecting only one person or approval / rejection of a state law, 

is a special kind of election which every few years in the different countries going to happen. 

Given the pervasiveness of this election, we must take special measures to provide high security 

for the referendum. Using two receipts for each voter which one is named barcode receipt, a 

secret indicator of vote and another is named key receipt that is a key to acknowledged the 

voters information box, including: voter’s National Code, the candidate code which is voted by 

this voter, code of election station and barcode information. In this paper is proposed to enable 

people and social networks using data on bar code’s receipts without Intrusion into the privacy 

of other voters, so they will put together their personal information from monitoring the election 

process on a social network which can help to prevent any violation in election. The security of 

the proposed scheme is based on the turnout in recount of votes. 

 

KEYWORDS 

 

Election Transparency, Electronic Referendum, Barcode Receipt  

 
 

1. INTRODUCTION 
 

There are various methods of conducting elections in the world. Some countries do their election 

in multi stage, like India that because of its multi billion population, has more than 10 stages for 

each election. [1] However, in some countries because of low population, elections are held every 
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few years. There are diversities for voting procedures, including voting at an annual meeting of 

the 10 persons to voting in a country that contain all people. One of the most common methods of 

voting is a way in which the entire population of the country with a minimum age requirement 

can participate in the election, and finally an option as the end result will be choose which that 

option has more votes in compared with other options. For example, this option can be elected a 

president from among 10 candidates for the Presidential Election, or approval of, or opposition to 

a government's decision. [1] 

 

In this article we're going to review the election with the same Candidates for the entire country 

so we must select one option certainly. Accordingly, the possibility of holding such elections in 

each country is once or twice, annually or in every few years. For example, in Iran an election 

with these terms will be held once every 4 years. Therefore, any simple proposal without logical 

thinking and foresight, finally up to a period of several years will respond to the voting system, 

then because of the passage of time and the arrival of more advanced systems, its use would be 

without benefit plan or it will be failed. In this article we're going to have an idea for the elections 

in the countries that will be held in the form of a referendum, stating that at least in the next 20 

years to meet the electoral needs of the country. Our favorite is the plan that makes it possible to 

hold the elections with the cost affordable and few times in the year, which in this situation 

government can get help by people's comments in critical decisions with holding an quick 

electronic election, It improves economic, political and social conditions of the country.[2] 

 

2. REVIEW THE POSSIBLE ELECTION SCENARIOS 
 

The conventional method in Iran is the same as the traditional method of election ,which we use 

of Fund votes and finally collect in the presence of observers, votes cast in the ballot box, are 

counted. the election observers (government and candidates observers) from the moment of the 

initial closure of the Fund's voting to stage that open ballot boxes and counting of votes  ,must be 

present in the Polling place, given that it’s difficult to be sure that, full security for all boxes is 

established. In comparison to the number of infringement cases and the level of importance 

occurred in various elections, we have to conclude, this method is a lower security than electronic 

voting. [3] 

 

Another voting methods is using of ATM machines. Given that these devices directly associated 

with the financial discussions, they have been designed to maximize the possibility of error to 

zero. In the event of an error it’s possible to reform and correct it. In the final days of the 

year that people are going to get the cash from these terminals, due to the increase in the number 

of applicants, each person must stay in the queue and wait for a long time to come his turn. If 
these devices used for voting, the result is that at the end of the day, a large number of voters 

can’t vote. This plan is good in the cases that voting days are a week or further.[4] Also by 

considering the importance of identification in the elections, we need at least one person as an 

observer, standing near the ATM machine, to perform the identification phase.Installing digital 

information stands in the streets is the other way of electronic voting, these devices are much 

lower cost than ATM machines. Because the discussion and separation of the counting of votes to 

count money by the banks as quite different and the voting device does not need money counter.   
 

Another way of voting is internet voting. By considering the current equipment there isn’t 

solution to this issue that identification can be done via Internet and simultaneously ensuring that 

person would not sell his vote. Other methods of voting which will be occurred in future can vote 

through mobile phones, tablets and other wireless communication methods and systems. .[5]  
 

The fundamental problem in all these cases is low possibility for running a clear election in the 

length of a day. Some of these cases, such as the traditional voting are possible for election in a 
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day, but they aren’t clear enough and also the others cases have their special problems, for 

example an ATM is clear but the speed is not appropriate. 

 

3. THE IDEA OF HOLDING A REFERENDUM WITH TWO RECEIPTS FOR 

EACH VOTE 
 
Lack of giving receipt is a criticism that often can be seen in voting systems. Election officials 

refrain from offering receipt to voters that shows candidate who voted, to prevent buying and 

selling votes. Although this issue opposes to buy and sell votes in detail but people’s confirmation 

of the final results of the vote counting process will disappear.  

 
 In this section, we introduce a scheme that provide receipts and ensure the transparency of the 

election, also the possibility of buying and selling votes in this scheme is eliminated. 

 
It is assumed that voters use computers in the Polling place, their votes are recorded in the 

system. In the process of recording votes, voters logged in some basic information on the system, 

most important of them are the national code and the selected candidate code. Software of polling 

produce two receipt for each of the voter as followed below:  

 
1. Barcode receipt: This is a receipt contain a barcode that have two main features. First is 

that based on the barcode definition each barcode receipt should be unique and second 

feature is that the content of this receipt, reveals that the barcode is related to a vote of the 

which candidate. This receipt isn’t sealed. 

 

2. Vote key receipt: it is a symmetric key to encode four data (voter’s National code , 

candidate’s code who selected by voter, election centre code, barcode receipt’s code ) 

The receipt is sealed by the seal of election centre  .  

 
The voter will be check the result of elections on the internet by means of barcoded receipts, 

obviously voter keeps the vote key receipt with himself to control in cases which he has found 

contradictions in votes or other existing cheats. 

 
Anyway, the vote of voter is locked in national election centre and the key for opening it, is only 

in hand of voter. The locked vote (which is an encrypted text), is kept in national election centre.  

 

3.1. The process of recording barcode receipts in the database 
 
In the beginning of elections, election officials must set up database for candidates and register 

each barcode receipts of voters in the related database. All updates of these data bases are 

released during voting in the election centre website. For more security this database isn’t online 

and just upload and update of it can be do online in a short intervals. 

 

Each voters, moments after the votes can go to the website of election centre to open (or 

download) database about the list of his candidate votes. He must find his specific vote barcode in 

these databases. If the barcode does not exist in the database, it means, by anyway, his vote is 

ruined. In these cases, voters can inform the problem to the agent or relevant supervisor with 

selected candidate. 

It is also possible that agents of candidates (given that they are following facts to be discovered), 

doing verification of voters receipts directly. It helps to speed up security check for elderly people 

or those who have not access to the internet 
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3.2 Checking the probability of selling votes election receipts 
 
An important issue is answering to this question:  whether the barcode receipt, will show that the 

voter has voted to whom? In the proposed scheme, two main options are designed to prevent the 

buying and selling of votes.  

 

1. Barcoded receipt is printed simply without any special stamps. Presenting this receipt is just to 

inform that voter has vote in election, so it does not prove that it has been issued by voting system 

either personally(made a fake). The election verification is proved by this barcoded receipt and 

cheating prevention is done by vote key receipt. 

 

2- Immediately after registration of vote, corresponding barcode releases on central website, and 

the person who wants to sell his barcode cannot prove to candidate’s agents that this barcode in 

belong to his vote. Because corresponding candidate is not sure which announced number has 

received by himself from the voting place computer or the seller person kept the receipt of 

barcodes of voters which published on the website of that voting center and regarding the identity 

of voters are not clear , he announced himself as owner of that vote. 

 

So with respect to above reasons it’s impossible to sell a vote without confirmation stamp. 

Receipt of a vote is like a simple printed page and it’s not validated. 

 

3-3- possibility of producing a barcoded receipt for two person 

Voter gets his receipt from machine and goes to the voting website, he sees barcode on website 

unaware that this receipt is possible to produce for more than one person. It means with 

manipulating voting software it would be possible to print repeated receipts for a candidate. 

 

To prevent this type of problems we propose overall people supervision on process which it’s free 

of charge and it can help safety control of election. People can send their vote’s to their 

candidate’s sms system. By discovering even a same barcode for to voters, candidate’s agents can 

ask explanation from election organizers about occurred problem. 

 

Election organizers should prepare facilities to vote revising. Each voter can open his own vote 

box by using his own key for receipt, after revising personal boxes, there are two possibilities: 

 

1- Barcoded receipts of protests are same. In this case infraction is occurred and organizers 

should have a convincing answer to this problem. 

 

2- Barcoded receipts are different. So its necessary to check whether this different receipt 

registered in database or not? This would show the correctness of undergoing process in 

voting center. 

 

Solving the problem of producing same barcode for more than one person, would prevent 

consequent fraud possibilities. For example assume your receipt is not registered in database, in 

this case you can decide about your vote easily by using receipt of vote key. 

3-4- people reports via social networks 

 

In some countries election organizing impose so many security problems due to some economic 

costs and lack of supervisory facilities so that some of loser candidate claim “we were not able to 

detect some probable frauds because of lack of supervisors”. 
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With growthing in social networks, it would be possible to share most part of supervisory process 

with people  in form of their reports via sending barcoded receipts to the candiate’s sms or email 

systems. 

 

Proposed method prevents fraud by people help in two phase: 1) sending barcodes with any 

informing technique 2) collaboration with candidates in vote recounting. For example in the case 

of same receipts for two persons, people can help candidates with checking every changes in 

process of barcode production or results with presenting their own personal (with key) 

information.  

 
Also there is possible to design and implement of some applications in virtual environments to 

virtual vote recounting or fraud detection. This type of networks can monitor vote recounting by 

controlling produced barcodes. Furthermore establishing some legislative rules and processes in 

barcode production process can help social networks for more powerful supervision. 

 

4. CONCLUSION 
 
Election holding in a country needs to design specific policies. If this election wants to hold just 

to know about global opinions about acceptance or non-acceptance of a person that would be 

named as “referendum”. Referendum process will be differ than Senate or Municipalities 

election. In this paper we proposed a method to increase voting security by using 2 receipts. With 

keeping votes in various places and social networks controls on votes , election safety can be 

increased. With respect to steps of this method, the possibility of purchasing and selling votes will 

decrease to zero percent and all people can monitor the results at every moment. Public 

participation will have very important role on increasing election safety in future also it will not 

impose extra costs for candidates or organizers. 
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ABSTRACT 

 

Various mobility models have been proposed to represent the motion behaviour of mobile nodes 

in the real world. Selection of the most similar mobility model to a given real world environment 

is a challenging issue which has a significant impact on the quality of performance evaluation 

of different network protocols. In this paper we propose a methodology for measurement of 

similarity between mobility models used in mobile networks simulation and real world mobility 

scenarios with different transportation modes. We explain our mobility metrics we have used for 

analysis of motion behavior of mobile nodes and a pre-processing method which makes our 

trajectories suitable for extraction and calculation of these metrics considering shape of the 

road networks and GPS noise. Then we use a feature selection method to find the most 

discriminative features which are able to distinguish between trajectories with different 

transportation modes using a supervised learning and feature ranking method. Subsequently, 

using our selected feature space we perform Fuzzy C-means Clustering to find the degree of 

similarity between each of our mobility models and real world trajectories with different 

transportation modes. Our methodology can be used to select the most similar mobility model 

suitable for simulation of mobile network protocols (such as DTN and MANETs protocols) in a 

particular real world area. 
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1. INTRODUCTION 

 
Researchers often use simulators such as Glomosim, Opnet, NS2, and OMNET++ to simulate 

their mobile networks protocols. These simulators provide facilities for simulation of motion of 

mobile nodes in the plain simulation area using mobility models such as Randowm Waypoint, 

Random Walk, Brownian Motion [1], Markovian [2], and RPGM [3], [4], [2]. One question here 

is which of these highly used mobility models perform more similar to real world motion 

scenarios? To be able to find the best mobility models for simulation and performance evaluation 

of mobile network protocols we need to perform similarity analysis between mobility models and 

real world motion behaviour of mobile nodes in the particular real world area in which we are 

going to implement our networking protocol. 
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Research works such as [3], [4] and [5] proposed mobility models for simulation of mobile node 

motion in mobile 
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did not provide a comprehensive methodology for analysis of the similarity of their proposed 

mobility models and real world scenarios with different transportation modes, (“Bike”, “Car”, 

“Train”, “Walk”, “Bus”). 

 

In this paper we extend the methodology we introduced in our previous work [6] to propose a 

comprehensive methodology for measuring the similarity between real world movement 

scenarios with different transportation modes and mobility models. Aiming that we perform a 

feature selection method to find the most discriminative feature sets which are able to classify 

different trajectories with different transportation modes into their right classes with optimal set 

cardinality [6]. Subsequently, we propose a similarity measurement method which is able to 

calculate the degree of similarity between mobility models and real world trajectories with 

different transportation modes. 

 

Before performing the similarity analysis method, we need to pre-process our data to make it 

suitable for feature extraction. We use our proposed method in [7] to interpolate missing 

waypoints (up-sampling) and reduce GPS noise to have regular and reliable real world 

trajectories. Finally, to calculate the degree of similarity between mobility models and real world 

transportation modes, we use Fuzzy C-means Clustering (FCM) [8]. This clustering method 

calculates the degree of membership of each sample in the feature space to each of the clusters. 

We use this fuzzy membership as a measure for the similarity between our samples (trajectories 

with different transportation modes) and clusters of mobility models. Before, performing the 

clustering we extract features from 5 classes of mobility models, (Random Waypoint (RWP), 

Random Walk (RW), Levy Walk(LW), Manhattan (MAN), and RPGM [6], [3], [4], [2], [5]) as 

representatives of mobility models. We also extract the features of our transportation mode 

trajectories. Then we use the optimal and the most discriminative feature set calculated in the 

feature selection phase as the feature space in our FCM clustering and consider the estimated 

degrees of membership as the degree of similarity between each of the transportation modes and 

each of the mobility models. 

 

The remaining of the paper is organized as follows. In section II, we shortly discuss the most 

related research works to ours. In Section III, we briefly introduce our mobility metrics. Then we 

introduce our proposed trajectory pre-processing, classification and feature selection methods in 

IV-B. IV-D introduces our similarity analysis method using fuzzy Cmeans clustering. Finally, 

Section V contains the conclusion and future work. 
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Table I. Mobility Metrics 

 

1 Degree of Direction AutoCorrelation 

2 Degree of Speed AutoCorrelation 

3 Entropy of Direction Probability Distribution 

4 Entropy of Direction Change Probability 

Distribution 

5 Entropy of Position Density Probability 

6 Average speed 

7 Average Acceleration 

8 Speed Change Rate 

9 Direction Change Rate 

10 Stop Rate 

11 Speed Variance 

 

2. RELATED WORKS 
 

The most related works to ours are works done on analysis the nature of human mobility such as 

[9], [5], [10], [11]. To the best of our knowledge the most comprehensive work in this area is [5] 

in which researchers have analysed probability distribution of flight length, pause time, flight 

speed, and mean squared displacement of human mobility. They have used the data collected 

from 5 different places and done statistical analysis to find the best probability distribution for 

each of the above features. Then they have used the results of the statistical analysis to propose a 

mobility model called Levywalk. 

 

Although [5] is one of the best works done on analysis on human mobility, there are some 

drawbacks in the work (which we are aiming to deal with in this paper) as follows, they have 

used linear interpolation for estimating the missing GPS waypoint and have not considered the 

GPS noise and the shape of the road networks [12] and their impact on the quality of their 

statistical analysis. Moreover, they have not considered different transportation modes in their 

analysis. Furthermore, they have not analysed the discriminative power of each of the metrics 

they have proposed to distinguish between real world trajectories. In addition, they have not 

proposed a comprehensive methodology for pattern recognition and analysis of the similarity 

between real world trajectories and mobility models using different mobility metrics. 

 

3. MOBILITY METRICS 
 

In order to analyze mobility trajectories, we need to extract features that represent their actual 

motion behavior in real world environments. For extraction of these features we need to define 

some mobility metrics of motion trajectories. In this section we briefly introduce our mobility 

metrics we have used in our feature extraction method [6], [7], [13]. 

 

Table I assigns a number to each of the mobility metrics to achieve simplicity in naming them. 

 

A. Degree of Direction Autocorrelation 
 

This metric examines the degree of temporal dependence between a node’s direction at the 

current sample time and ∆t sample time earlier [6]. We take this time difference to be 1 sample 

time [6].  
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where RD is the cosine of angle between two vectors given by: 
 

 
 

The Average Degree of Direction Correlation, which is the average of Direction Correlation over 

all nodes and all time instances in a mobility trace, is calculated as follows [6]: 
 

 
 

B. Degree of Speed Autocorrelation  
 

This metric examines the degree of temporal dependence between a node’s speed from the 

current sample time to ∆t sample time earlier [6]. We take this time difference to be 1 sample 

time [6]. 

 

 
 

where SR is the speed ratio between two vectors, is given by 
 

 
 

The Average Degree of Speed Auto Correlation, which is the average of Degree of Speed Auto 

Correlation over all time instances in a trajectory, is calculated as follows [6]: 

 

 
where P is the number of tuples (n, t, t`). 

 

C. Average Speed 
 

The speed of a mobile node is obviously one useful feature for separation of transportation modes 

[13]. To extract this feature we have calculated the average of speeds which are more than a 

certain threshold (0.2 m/s). We did this to eliminate the impact of zero speeds in the average 

speed. This feature has high value in “Car”, “Train” and “Bus” and lower value in “Bike” and 

“Walk” [13]. 
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D. Speed Variance 
 

Speed variance shows the variance of speed of a mobile node during its trajectory time period 

[13]. This feature has high value in “Car”, “Train” and “Bus” and lower value in “Bike” and 

“Walk” as well. 

 

E. Average Acceleration 
 

Acceleration variance shows the variance of speed of a mobile node during its trajectory time 

period. Since the acceleration can have positive and negative values we have used the absolute 

value of acceleration to have a better view of acceleration of our trajectories [13]. 

 

F. Direction Change Rate 

 

Direction or heading change rate indicates how frequently a mobile node changes its heading 

direction during their trajectories [13]. This feature is higher in “Walk” because people are not 

usually as restricted to road networks (with constant direction in a straight road segment) as cars 

and buses are. 

 

This value is rather higher in “Bike” as well. To calculate this feature we have found the number 

of the heading direction changes (DC) which are larger than a certain threshold. Then we 

normalize this value, for each trajectory, by dividing it by distance or length of the trajectory (in 

meters). 

 
DCR = DC/TrajectoryDistance: 

 

G. Speed Change Rate 

 
In trajectories with transportation modes such as “Walk”, “Bike” and “Bus” the the frequency of 

speed changes are higher than others [13]. To calculate this feature, we have considered speed 

changes which are more than a certain threshold as a speed change. Then we have divided the 

number of speed changes during a trajectory time period by length of the trajectory similar to 

above. 

 
H. Stop Rate 

 
In trajectories with transportation modes such as “Walk”, “Bike” and “Bus” the frequency of 

stops are higher than others [13]. Therefore, this feature is a good feature to distinguish between 

different transportation modes. To calculate this feature, we have found the frequency of stops 

and divided it by the length of trajectories similar to above. 

 

I. Entropy of Position Probability Distribution 

 
Position Density measures how mobile nodes are distributed in the analysis area of each 

trajectory. To generate this metric we first find the location density distribution for each of the 

trajectories and then find the entropy of the probability distribution. This metric would be high in 

trajectories where mobile nodes are located in specific areas of a map, considerably more than at 

other areas, i.e. in nonuniform distributions, and low in traces where nodes are uniformly 
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distributed [6]. For example, in the traces with bus transportation mode, since mobile nodes are 

restricted to streets in an urban map, most of the time their position distribution density is much 

higher in street areas than building blocks (compared to walk transportation mode) and similarly 

higher in intersections and bus stops than streets. Therefore, this metric would be appropriate to 

distinguish trajectories that have more geographical restrictions [6]. Note that, in our previous 

work, we have used variance of position densities instead of entropy which is less discriminative. 

 
To generate the metric, first we extract position density of mobile nodes in each trajectory 

throughout the trajectory period, by transforming our trajectory coordination system from 

geodetic to Cartesian, dividing our trajectory areas into cellular areas and calculating the density 

of the mobile nodes in each cell inside the grid environment of each trajectory. 

 
The Position probability in each of the cells is computed as follows: 

 
 

where Exists(i, j, t) = 1 if node n exists in Cell (i, j) at time t, and otherwise 0. 

 

In other words, position probability is defined as the probability of existence of a mobile nodes in 

a particular cell in a specific time. Then we calculate Entropy of Position Probability Distribution 

as follows: 

 
 

where i and j are coordinates of cells in the simulation area. In our analysis I and J are set 

according to width and height of our trajectory environment 

 

J. Entropy of Direction Change Probability Distribution 

 

This metric allows us to compare different types of transportation modes. It shows the degree of 

uniformity in the direction changes of a mobile node during its trajectory period. In an urban area, 

vehicles and people are restricted to streets and road networks. The turning angles of vehicles are 

restricted mostly to some particular angles. For instance, in urban areas, objects are not able to 

turn and change their directions with a random angle. They are restricted to turn based on the road 

network conditions. In contrast, an animal in a farm is often able to move almost in any direction 

or turn with any angle. Therefore, density of direction changes is substantially non-uniform in 

urban areas in contrast areas with no geographical restrictions. 

 

To extract direction change probability distribution of a trajectory, we use our method propose in 

[7]. Firstly, we calculated direction changes of the moving object in each of the trajectories. Then 

we calculated the probability of each of the direction change angles between 1 and 180 degrees. 

Thus, we generated a list of 180 direction change angles and their probabilities. We have rounded 

the direction changes to have a discrete set of direction changes {1; 2; :::; 180}. Probability for 
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direction change with angle ᵝ  is defined as  DCᵝ is the count of direction changes 

with angle ᵝ  and A is the count of all direction changes in the trajectory [7]. 

 

We propose Entropy of Direction Change probability Distribution as a numeric measure to 

compare direction change probability distributions of trajectories with different transportation 

modes [7]. In information theory and probability, entropy [14] is a measure of amount of 

information in a signal. It indicates amount of disorder and degree of uncertainty of a probability 

distribution as well. Shannon’s Entropy of direction change probability distribution of a trajectory 

is defined as follows [7]: 

 

 
 

K. Entropy of Direction Probability Distribution 

 

In urban environments in accordance with the shape of the map of road networks, vehicles and 

people usually move with some particular directions much more than others. As a result the 

probability distribution of direction angles of moving objects is not uniform. Degree of 

uniformity or degree of disorder of direction probability distribution can be considered as another 

measure for comparison of trajectories with different transportation modes. To be able to analyze 

the behavior of our trajectories, we calculated the entropy of direction probability distribution of 

trajectories, similar to entropy of direction change probability distribution [7] discussed in III-J 

with the difference that here we have 360 rounded discrete direction angles {1; 2; :::; 360}. We 

define Shannon’s Entropy of direction change probability distribution of a trajectory as follows 

[7]: 

 

 
 

4. SIMILARITY ANALYSIS 
 

In this section we briefly introduce the steps of our similarity analysis methodology. Our purpose 

is to find the degree of similarity between each of the real world transportation modes to each of 

our mobility models. Aiming for that, we first pre-process our real world trajectories to make 

them suitable for feature extraction (IV-A). Secondly, we find the best feature sets which are able 

to discriminate and distinguish different transportation modes from each other (IV-B) using a 

supervised learning method. Subsequently, using the best feature sets we perform the Fuzzy C-

means clustering method  to find the degree of membership of each of the transportation modes to 

each of our mobility model clusters and consider this membership as degree of similarity between 

mobility models and transportation modes (IV-D). 

 

As mentioned before, selection of the similarity metrics is a major issue in any similarity analysis 

because the degree of similarity is highly dependent on the feature space we are using in our 

machine learning process [15]. We use the best feature set selected in the feature selection phase 

discussed in IV-B as the feature space in the FCM method because we have found that it is the 
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optimum feature set that can distinguish trajectories with different transportation modes from 

each other with maximum accuracy. 

 

A. Trajectory Pre-processing 
 

We have used a very large database of trajectories collected by Microsoft Research in Beijing, 

China [16], [17], This dataset contains trajectories of 181 people moving for almost 3 years. We 

inserted every trajectory with known transportation mode into our database. Then, we selected 

100 trajectories (with highest GPS sampling rate) of each of the transportation modes. Hence we 

have a dataset of trajectories of different mobile nodes with known transportation modes.  

 

To be able to extract the metrics introduced above, we needed to process our raw GPS trajectories 

to make them suitable for feature extraction. Due to irregularity and low ampling rate in 

trajectories collected by GPS, we do not have access to data about position, speed and direction of 

our mobile nodes at all needed time samples. For example, in our processing we need to compute 

the direction autocorrelation of each mobile node once every 10 seconds. However, the GPS 

trajectories sampling rate is not regular and do not include spatio-temporal information of the 

mobile nodes regularly for all needed times. Moreover, particularly in urban environments we 

need to provide map-matching [12], [18], [19] to reduce GPS noise and make our trajectories 

more dependable. In previous related works such as [5], linear interpolation has been applied on 

the raw GPS trajectories to interpolate missing waypoints (at needed sampling times). However, 

linear interpolation extremely suffers from inaccuracy [7].  

 

We have used our previously proposed method called map based spatio-temporal interpolation [7] 

to interpolate missing waypoints and do map-matching on our trajectories. Map based 

interpolation uses real world maps and the estimated speed for each road segment to estimate the 

position of each mobile node at each given query time on the road network. We have called 

HSTQ query [7] for each needed sampling time and up-sampled our real world trajectories to 

archive regularly sampled GPS trajectories with reduced GPS noise. As opposed to linear 

interpolation used in [5], map-based interpolation has very higher accuracy in estimated positions 

and estimated turning angles and speeds. This method implicitly does mapmatching [12], [20] to 

reduce GPS noise as well. 

 

After performing the pre-processing phase, we have 100  trajectories for each of our 

transportation modes (“Walk”, “Car”, “Bike”, “Train”, “Bus”) extracted from our dataset [16] 

with regular sampling rate and reduced GPS noise suitable enough for our feature extraction 

phase. Then we separated the trajectories into two sets of training and test trajectories 

for each of the transportation modes.  

 

B. Classification and Feature Selection 

 

The goal of the feature selection [15] process is to find the best (most discriminative) feature 

subsets (comprised of calculated values of mobility metrics) which are able to distinguish 

between each specific transportation mode from other transportation modes. The feature set 

should be optimal. In other words, we should find feature sets with the highest accuracy and 

minimum set cardinality. For example if we can use only speed Autocorrelation mobility metric 

to distinguish between “Walk” and “Car” transportation modes, it does not make sense to run the 

feature extraction and classification using all the mobility metrics. Therefore, we choose the most 
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discriminative feature set as our similarity analysis feature set among so many different possible 

feature sets (in our study it would be 2
11

 = 2048 different feature sets) [6]. 

 

Depending on our trajectories and our environment conditions (shape of the road network and 

traffic conditions, etc), the best feature set selected by our feature selection method may slightly 

change. Therefore, we should perform all the steps proposed in this paper to find the best feature 

set and find the degree of similarity between our mobility models and real world trajectories in 

that particular environment. 

 
Table II. Selected Optimal Feature Sets 

 

Transportation Mode Feature Sets Accuracy (%) 

All   {1,3,4,9}   74.4% 

Walk                     {7,8,9} 74% 

Car                       {11}   98% 

Bus                     {1,6,11} 48% 

Bike      {1,3,4,8,10}   78% 

Train                     {7,11}  98% 

 

1) Feature Extraction: We performed the feature extraction phase resulting in two training and 

test tables each of which include 250 rows and 11 columns (mobility metrics in tableI). We also 

generated test tables for each of the transportation modes separately (each including 50 rows) to 

be able to analyse performance of our feature sets for each of the transportation modes separately. 

 
2) Classification: We used the K-nearest neighbor (KNN) [15] classification method to classify 

each of our samples in the test table to it’s nearest classes. We trained the classifier with our 

labeled training samples. Then we classify the test samples into their nearest classes. Euclidian 

distance was used for finding k nearest neighbors and parameter K was set to 10 [6]. 

 

3) Feature Ranking: To find the optimal feature set, firstly, we generated all possible feature 

subsets of our feature set. Subsequently, we tested the accuracy of each of the feature subsets in 

classification of different transportation modes. Then we ranked each feature set using its  

classification accuracy combined with cardinality of feature set [6]. 

 

4) Results: Table II shows selected most discriminative and best feature sets for classification of 

each of transportation mode. The word “All”, means we have used every 250 test trajectories for 

classification. As it is clearly seen, the best feature set which is able to distinguish all the  

transportation modes from each other with highest accuracy (74:4%) and lowest set cardinality 

(4) is {1; 3; 4; 9}. Suppose we have a trajectory with unknown transportation mode, our 

experimental results suggest that if we need to classify it into its right transportation mode class 

we should use features {1; 3; 4; 9} (feature space comprised of degree of direction 

autocorrelation, entropy of direction probability distribution, entropy of direction change 

probability distribution, and direction change rate) and make a 4 dimensional feature space for 

our classification. 

 

Based on results depicted in table II, for example, if we need to classify trajectories with “Walk” 

transportation mode into right class (“Walk” class) we should use feature set comprised of speed 

change rate and direction change rate features. 
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By using this feature set if a trajectory had a “Walk” transportation mode, it will be detected with 

98% accuracy and there is 2% chance for it being classified wrongfully. We can infer the same 

results from other rows in table II similarly. 

 

C. Mobility Models Simulation Configurations 

 
To be able to preform similarity analysis using the selected feature set, ({1; 3; 4; 9}), we 

generated one mobility trace for each of the following mobility models that we needed to analyse: 

(RW, RWP, RPGM, MAN, and LW) using our previously developed mobility simulator [2]. Each 

of the mobility traces include 50 mobile nodes moving in an area of 10K X 10K meters moving 

for 10000 sample times. Minimum and maximum speed in all the models are set as 1 m/s and 25 

m/s respectively. Maximum pause times for RWP and Manhattan have set to 10 sample times and 

minimum pause time to 1 sample time. We used a regular Manhattan map for the Manhattan 

mobility model with 50 equidistant intersections in the simulation area [2]. For Levy Walk 

mobility model, we set the maximum pause time to 10 and minimum pause time to 1 sample 

times. We set arameters α to 1, max flight to 100 meter, min flight 30 meter and parameter ᵝ to 1 

[5]. For RPGM mobility model, the central node moves with RW model. The sdr and adr 

parameters in RPGM have been set to 0:05. Walk time parameter in RW has been set to 20 

sample times. 

 

Then we performed the feature extraction similar to the way discussed in IV-B1. 

 

D. Fuzzy C-means Clustering 
 

To perform similarity analysis we use Fuzzy C-means clustering algorithm [8]. FCM is a 

clustering method which in addition to estimating the cluster to which a sample belongs, reports 

the degree of membership of a sample to all the clusters. We use the reported memberships ([0; 

1]) converted to percentage as a measure of similarity of a sample to a cluster. 

 

We generated a table comprising of 250 rows and 11 column (metrics). We also used the same 

(real world) trajectories used as the training set in IV-B. For simplicity, we used the average of 

features extracted form each of the group of the transportation modes as the representative of 

each of the transportation modes. So, for each of the transportation modes we had a new table 

with 251 rows. The last row contains average value for each metric for the particular 

transportation mode. We used the FCM method using MATLAB on our extracted data. The 

number of desired clusters in FCM has been set to 5 (the count of the transportation modes). 

 

Table III shows the results provided by FCM clustering method with the configurations discussed 

above. It shows the degree of similarity between each of the transportation modes and each of our 

considered mobility models (in percent). 

 

Although the purpose of this paper is to propose a comprehensive similarity analysis ethodology, 

not to find the best mobility models for simulation, one interesting outcome of our experimental 

results shows that Levy Walk [5] is the best mobility model among our mobility models in four of 

the transportation modes. This similar results to [5] can confirm the performance of our similarity 

measurement method and also confirm the performance of LW mobility model to mimic the real 

world mobility using new mobility models and more comprehensive analysis. On the other hand, 

the Random Waypoint mobility model, although being one of the most highly used mobility 
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models used in mobile networks simulations such as DTN and MANET protocols [3], [4], has 

much lower performance in comparison with Levy Walk; based on our experiments using our 

selected features. Random walk which is very similar to Brownian motion also does not perform 

well in most cases.  

 
Table III. Degree of Similarity 

 

 
 

5. CONCLUSION AND FUTURE WORK 
 

In this paper we proposed a comprehensive methodology for measurement of similarity between 

mobility models often used in simulation of mobile networks protocols and real world motion 

trajectories with different transportation modes. We introduced metrics and a method for 

classification of trajectories with different transportation modes. Subsequently, we briefly 

introduced a pre-processing method we need to perform to achieve GPS trajectories with regular 

sampling rate and reduced noise. Then we used a feature ranking method and found best features 

for classification of each of the transportation modes from others. Then we provided a method for 

similarity analysis using Fuzzy C-means clustering method. Depending on our trajectories and 

environment of our networking protocol, the best feature set selected by our feature selection 

method may change. Hence, we need to perform all the steps proposed in this paper to find the 

best feature set and find the degree of similarity between our mobility models (which can be 



54 Computer Science & Information Technology (CS & IT) 

 

different to the ones we have considered) and real world trajectories (with other kinds of 

transportation modes in different area with other road networks and traffic conditions). 

 

As future work, we will consider new features such as frequent and periodic behaviour to 

distinguish between similar transportation modes such as cars and buses using time series 

similarity analysis. Moreover, we will work on proposing mobility models which are able to 

simulate frequent and periodic behaviours other than spatio-temporal, geographical behaviours. 

 

REFERENCES 

 
[1] S. Ioannidis and P. Marbach, “A brownian motion model for last encounter routing.” in INFOCOM. 

IEEE. [Online]. Available: http://dblp.uni-trier.de/db/conf/infocom/infocom2006.htm 

[2] S. M. Mousavi, M. Moshref, H. R. Rabiee, and A. Dabirmoghaddam, “Mobisim: a framework for 

simulation of mobility models in mobile ad-hoc networks,” in Proceedings of 3rd IEEE International 

Conference on Wireless and Mobile Computing, Networking and Communications. New York, USA, 

October 2007. 

[3] F. Bai, N. Sadagopanb, and A. Helmy, “The important framework for analyzing the impact of 

mobility on performance of routing protocols for adhoc networks,” Ad Hoc Networks, vol. 1, no. 4, 

pp. 383–403, November 2003. 

[4] T. Camp, J. Boleng, and V. Davis, “A survey of mobility models for ad hoc network research,” 

Wireless Communication and Mobile Computing, vol. 2, no. 5, pp. 483–502, August 2002.  

[5] I. Rhee, M . Shin, S. Hong, K. Lee, and S. Chong, “On the levy-walk nature of human mobility,” 

Networking, IEEE/ACM Transactions on, vol. 19, no. 3, pp. 630–643, June 2011. 

[6] M. M. Barroudi, A. Harwood, and S. Karunasekera, “Feature selection for user motion pattern 

recognition in mobile networks,” in PIMRC, 2012, pp. 1521–1527. 

[7] ——, “Map-based spatio-temporal interpolation in vehicle trajectory data using routing web-

services,” in Proceedings of the 5th ACM SIGSPATIAL International Workshop on Computational 

Transportation Science, ser. IWCTS ’12. New York, NY, USA: ACM, 2012, pp. 43–48. [Online]. 

Available: http://doi.acm.org/10.1145/2442942.2442951 

[8] J. Bezdek, R. Ehrlich, and W. Full, “FCM: The fuzzy c-means clustering algorithm,” Computers & 

Geosciences, vol. 10, no. 2-3, pp. 191–203. [Online]. Available: http://dx.doi.org/10.1016/0098-

3004(84)90020-7 

[9] M. C. Gonzalez, C. A. Hidalgo, and A.-L. Barabasi, “Understanding individual human mobility 

patterns,” Nature, vol. 453, no. 7196, pp. 779–782, Jun. 2008. [Online]. Available: 

http://dx.doi.org/10.1038/nature06958 

[10] K. Lee, S. Hong, S. J. Kim, I. Rhee, and S. Chong, “Slaw: Self-similar least-action human walk,” 

IEEE/ACM Trans. Netw., vol. 20, no. 2, pp. 515–529, Apr. 2012. [Online]. Available: 

http://dx.doi.org/10.1109/TNET.2011.2172984 

[11] D. Brockmann, L. Hufnagel, and T. Geisel. (2006, May) The scaling laws of human travel. [Online]. 

Available: http://arxiv.org/abs/condmat/0605511 

[12] M. A. Quddus, W. Y. Ochieng, and R. B. Noland, “Current mapmatchingalgorithms for transport 

applications: State-of-the art and future research directions,” Transportation Research Part C: 

Emerging Technologies, vol. 15, no. 5, pp. 312 – 328, 2007. [Online]. Available: 

http://www.sciencedirect.com/science/article/pii/S0968090X07000265 

[13] Y. Zheng, Q. Li, Y. Chen, X. Xie, and W.-Y. Ma, “Understanding mobility based on gps data,” in 

Proceedings of the 10th international conference on Ubiquitous computing, ser. UbiComp ’08. New 

York, NY, USA: ACM, 2008, pp. 312–321. [Online]. Available: 

http://doi.acm.org/10.1145/1409635.1409677 

[14] A. Papoulis, Probability, Random Variables, and Stochastic Processes, 4th ed., 2002. 

[15] R. O. Duda, P. E. Hart, and D. G. Stork, Pattern classification. Wiley,2001. 

[16] Y. Zheng, X. Xie, and W.-Y. Ma, “Geolife: A collaborative social networking service among user, 

location and trajectory,” IEEE Data Eng.Bull., vol. 33, no. 2, pp. 32–39, 2010. 



Computer Science & Information Technology (CS & IT)                                   55 

 

[17]  —, “Mining interesting locations and travel sequences from gps trajectories,” in WWW 2009. 

Association for Computing Machinery, Inc., April 2009, wWW 2009. [Online]. 

Available:http://research.microsoft.com/apps/pubs/default.aspx?id=79440 

[18] Y. Zheng and X. Zhou, Eds., Computing with Spatial Trajectories.Springer, 2011.. 

[19] G. Trajcevski, “Uncertainty in spatial trajectories,” in Computing with Spatial Trajectories, 2011, pp. 

63–107. 

[20] J. Krumm, “Trajectory analysis for driving,” in Computing with Spatial Trajectories, 2011, pp. 213–

241. 

 



56 Computer Science & Information Technology (CS & IT) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

INTENTIONAL BLANK 



 

Natarajan Meghanathan et al. (Eds) : WiMONe, NCS, SPM, CSEIT - 2014 

pp. 57–70, 2014. © CS & IT-CSCP 2014                                                         DOI : 10.5121/csit.2014.41206 

 

SEPS-AKA: A SECURE EVOLVED PACKET 

SYSTEM AUTHENTICATION AND KEY 

AGREEMENT SCHEME FOR LTE-A 

NETWORKS 

 
 Zaher Jabr Haddad

1
, Sanaa Taha

2
 and Imane Aly Saroit Ismail

2 

1
Department of Computer Science, Faculty of Applied Science,  

Al-Aqsa University, Gaza, Palestine 
zj.haddad@alaqsa.edu.ps 

2
Information Technology Department, Faculty of Computers and Information,  

Cairo University, Cairo, Egypt 
staha@fci-cu.edu.eg, i.saroit@ fci-cu.edu.eg 

 

ABSTRACT 

 

In this paper, we propose a secure authentication of the Evolved Packet System Authentication 

and Key Agreement (EPS-AKA) for the LTE-A network. Our scheme is proposed to solve the 

problem of sending the IMSI as a clear text, and hence prevents the mobility management entity 

attack. We will use public key (PK) cryptography to protect the transmitted messages, the RSA 

scheme computation to compute a temporary value to the IMSI, and nonce to generate 

challenge messages toward the opposite side. Our scheme does not need to change the original 

framework and the infrastructure of the LTE-A network, although a ciphered IMSI is 

transmitted. The authentication procedure is performed by the HSS to authenticate the UEs and 

the MME; therefore, the impersonating of the MME and UEs is not possible. Our evaluation 

demonstrates that the proposed scheme is secure and achieves the security requirements of the 

LTE-A subscribers such as privacy, authentication, confidentiality and integrity. In our scheme, 

we try to maintain the problems defined in the previous related works. 
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1. INTRODUCTION 

The Long Term Evolution-Advanced (LTE-A) network is a packet based system specified by the 

Third Generation Partnership Project (3GPP) towards fourth-generation (4G) mobile; in order to 

meet more subscriber needs. Among those communications, LTE-A is the next generation of the 

cellular communication system that meets more subscriber needs, such as: 1) wider bandwidth 

that supports up to 100MHz via aggregation of 20 MHz blocks, 2)Multi Input Multi output 

(MIMO) that allows the use of multiple antennas in the transmitter and the receiver in order to 
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improve the communication performance, 3) coordinate Multiple transmission (CoMP) that 

allows coordinates scheduling, beam-forming and joint processing transmission, 4)Heterogonous 

Network (Het-Net) that supports enhanced inter-cell interference coordinate (eICIC) to deal at the 

interference issues at the cell edge, and 5)relaying capabilities that achieves self-backhauling of 

the radio signal between a base station and User Equipment (UE) [1]. 

The EPS-AKA is the authentication protocol used by the LTE-A network to perform the 

authentication and key agreement security services. EPS-AKA protocol was improved to prevent 

malicious attacks such a redirection, rogue base station, and Man in the middle attacks. A 

malicious attack can be any action intents of acquiring, destroying, modifying or accessing a 

transmitted data without permission. However, the lack of privacy and denial of services attack 

still a big weakness of the EPS-AKA protocol. This LTE-A's security weakness is represented in 

the processes of registration, synchronization failure, and roaming to a new mobility management 

entity (MME), when the MME requests the international mobile subscriber identity (IMSI) of the 

User Equipment (UE). Therefore the IMSI disclosure may incur severe problems [2]. 

Many attacks may violate the vulnerabilities of the authentication in the LTE-A network such as 

[3][4]: 

a) Replay Attack, which attains to perform maliciously or fraudulently repeated or delayed 

transmitted messages in order to increase the flow in the network and therefore, may make 

system toppled [3][4]. 

b) Denial of service (DoS) attack, which attains to make a machine or network resources 

unavailable to legitimate users [3][4]. 

c) Man in the Middle (MITM) attack, which makes independent connection between two 

victims in order to intercept or inject fake messages [3][4]. 

d) Impersonation attack, which attempts to use a fake identity to gain unauthorized access to 

network system through legitimate access identification [3][4]. 

In this paper, a novel scheme is proposed to solve the problem of sending the IMSI as a clear text, 

and hence prevents the mobility management entity attack. In our scheme, we will use three 

levels of security. First, nonce is used to generate challenge messages toward the opposite side. 

Second, PK cryptography is used to protect the transmitted messages.  Third, the RSA scheme 

computation is used to compute a temporary value to the IMSI.  

The remainder of this paper is organized as follows: Section II illustrates the related work. The 

system models, including network, threat, and trust models, are presented in Section 3. In section 

4 the preliminaries are discussed. In section 5, the proposed system, SEPS-AKA, is introduced. In 

sections 5 and 7, the security analysis and performance evaluation are discussed, respectively. In 

section 8, conclusion and future work are provided.  

2. RELATED WORK 

In [5], Park et al., introduce number of possible security risks may be caused due to the open 

nature of the 4G networks. First, a large number of external connectivity points with peer 

operator, third-party applications providers, the public Internet, and with numerous heterogeneous 

technologies accessing the infrastructure, serves as potential security holes if the security 

technologies do not fully interoperability. Second, multiple service providers share the core 

network infrastructure, meaning that compromise of a single provider may result in collapse of 

the entire network infrastructure. Third, service theft and billing fraud can take place if there are 

third-parties masquerading as legitimate ones [5]. New end-user equipment's can also become a 

source of malicious (e.g., DoS) attacks, viruses, worms, spam mails and calls. In particular, the 
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Spam over Internet Telephony (SPIT), the new spam for VoIP [5], becomes a serious problem 

just like the e-mail spam today. For example, SPITs targeting VoIP gateways can consume 

available bandwidth, thereby severely degrading QoS and voice quality. Clearly, the open nature 

of VoIP makes it easy for the attackers to broadcast SPITs similar to the case of spam emails. 

Other possible VoIP threats include: (1) spoofing that misdirects communications, modifies data, 

or even transfers cash from a stolen credit card number, (2) SIP registration hijacking that 

substitutes the IP address of packet header with attacker's own, (3) eavesdropping of private 

conversation that intercepts and crypt-analyzes IP packets, and (4) phishing attacks that steal user 

names, passwords, bank accounts, credit cards, and even social security numbers. 

In [6], Purkhiabani et al. propose a new scheme to preserve the privacy of the IMSI by encrypting 

it using a temporary random number (MSR) during its transmission into the EUTRAN interface. 

In addition, HSS generates only one Authentication Vector (AV) to use in each authentication 

process in order to preserve the bandwidth of the CN. Therefore, the UE sends a message, which 

contains a concatenation of MSR, IMSI, and MSMAC, to the MME, which in turn forwards this 

message to the HSS. The MSR is a random number generated by the UE, and MSMAC= 

f1k(MSR), where f1 is a cryptographic function used to generate 128-bit output using 128-bit 

input key. After receiving the transmitted message, the HSS verifies the IMSI, generates and 

sends back one AV to the MME, and hence, the original authentication and key agreement are 

performed. In this scheme, the use of same framework of the original LTE-A authentication 

scheme, decreases the HSS bandwidth consumption, the protection of the IMSI, and bandwidth 

preserving of the CN. But as the MSR is generated by the UE, this increases the possibility of 

malicious UE and MME. Moreover, the bandwidth consumption is moved from the CN to the 

radio interface. 

In [7], Hamandi et al. propose a scheme to solve the privacy problem in the LTE-A authentication 

scheme to prevent the masquerading of the MME. Authors employ the public key infrastructure 

to provide more powerful MME and HSS elements. MME generates and sends a random number, 

RANDMME, to the UE to compute a vector of parameters, and then returns a message to the 

MME, which in turn adds its identity and digital signature and forwards the message to the HSS. 

At receiving, the HSS verifies the identities of both the MME and IMSI, and then generates a new 

random mobile subscriber identity, RMSI, to concatenate with the AVs. Both AVs and RMSI are 

sent back to the MME in order to complete the original authentication and key agreement 

procedures. In this scheme, a ciphered IMSI is sent, a virtual number (TMSI) is used in the next 

hops instead of the IMSI, and legal MME identity is protected by digital signature. However, 

EUTRAN consumption is increased. In addition, the initiation procedure is started from the 

MME, which also allows the possibility of the presence of malicious MME. Additionally, this 

scheme is not integrated with the original mobility procedures, such as handover and localization 

[7]. 

In [8], Abdo et al. define four security weaknesses in the original LTE AKA protocol: IMSI 

catching, tracking user temporary identity due to linkability and security network authentication. 

In addition, the authors propose two countermeasures to use in order to solve these problems: 

Public Key Infrastructure (PKI) and pseudonyms based approaches. The advantage of this work is 

the security capabilities that are performed using the PKI. However, there is a critical problem 

that is the first hop dependency, where the UE depends on a pre-stored cipher Key (CK) and 

identity Key (IK) to generate the initial pseudonyms. CK and IK are generated by the pre-shared 

cryptographic function using the pre-shared secret key (K) between UE and HSS and a random 

challenge RAND that is generated by the HSS, therefore, the HSS should performs some 

computations before initialization phase, and surely this depends on the IMSI. 
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In [9], Abdo et al. propose a scheme called EPS mutual authentication and Crypt-analyzing (SP-

AKA), which is a self-certified based protocol, in order to solve the positive capturing of the 

IMSI during user identification and key agreement protocols. Authors use the PKI to encrypt the 

transmitted AKA messages. Hence, provide a high security level, but the fake MME is still a 

problem. 

In [10], Lai et al. propose a new scheme for group base communication authentication called a 

secure and efficient group authentication and key agreement protocol for LTE networks (SE-

AKA). This scheme uses the Elliptic curve Diffie-Hellman to achieve the key forward/backward 

secrecy and also adapts asymmetric cryptosystem to protect user privacy. For group 

authentication, SA-AKA uses a group temporary key (GTK), which employs a well-known keys 

generation algorithm, Diffie-Hellman, and also provides a strong security level where subscriber 

must meet the restrictions of the authenticated group, before network authentication. The 

problems of this scheme are the consumption of the MME where the Elliptic curve Diffie-

Hellman consumes time to generate and distribute the public keys between group members, while 

the main role of the MME is to work as a gateway between the HSS and the UEs. Also, the 

proposed group is considered as an uncontrolled area in the network and used to break the 

security of the network since the authentication permissions are invoked to the group authority 

instead of the HSS. 

In [11], Zheng el at. propose a hybrid AKA scheme that uses a trusted model platform and PKC 

to adapt the AKA. This scheme uses a password associated with fingerprint and PKC to achieve 

the authentication between the UE and HSS. 

In our scheme, we try to maintain the problems defined in the previous related works. Our 

proposed scheme does not need to change the original framework and the infrastructure of the 

LTE-A network, although a ciphered IMSI is transmitted. The authentication procedure is 

performed by the HSS to authenticate the UEs and the MME; therefore, there is no possibility for 

any occurrence of fake MME and UEs. 

3. SYSTEM MODEL 

In this section, we describe the system models for the SEPS-AKA including, the network model 

and the threat model. 

3.1. Network Model 

In this subsection, we will explain the LTE-A network architecture and the original authentication 

and key agreement protocol used in the LTE-A network 

3.1.1 LTE-A Network Architecture 

The architecture of the LTE-A network is mainly composed of two components as depicted in 

Figure 1; the Evolved Packet Core (EPC) and Evolved Universal Terrestrial Radio Access 

Network (EUTRAN). [2][16]. 

The EPC represents the wired part in the network, which is responsible for the overall control of 

UEs and the bearer establishment. Each entity in the EPC has a responsibility as follows; 

• MME to manage bearer and connection. 

• HSS to maintain the user subscription data and MME identities. 

• Packet Data Network (PDN) and Packet Data Network Gateway (PGW) to perform mobility 

anchor and internetworking within the 3GPP and non-3GPP technologies respectively. 
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• Policy Control and Charging Rule function (PCRF) to control decision making of flow and 

Quality of Service (QoS). 

EUTRAN is the Radio Access Network (RAN) in the LTE-A system; mainly two components are 

included [2][16]; 

• UE which is the mobile phone handset. 

• Evolved Node B (eNB) presents the Base Transceiver System (BTS) and the Base Station 

Subsystem (BSS) in the non-3GPP technologies. 

 

Figure 1: LTE-A Network Model   

Number of eNBs is interconnected via the EUTRAN to manage multiple cells and to allow the 

interaction between different protocol layers in order to perform the radio resource management, 

header compression, securely capabilities and connectivity functions. 

The security of cellular communication is a very important issue to subscribers. Attacker can 

exploit any security flaw to perform their goals. Telecommunication, video and audio streaming, 

mobile banking, data transmission, commences and etc. are a mobile application that may be 

attacked and hence causes a sophisticated problems. Authentication is the security issue that 

verifies users to the network. The problem in this issue allows unauthorized users to access the 

network. 

Consider the system and the communication models of the LTE-A as depicted in Figure 1, the 

MMEs are the connection link between the HSS and the UEs. In our propose scheme, we do not 

introduce any modification on the original infrastructure of the LTE-A. Only we introduce a soft 

modification on the parameters and algorithms that are adapted in the system entities; such as the 

RSA scheme in the UEs and the HSS, to generate and regenerate parameters, and the certificate 

authority, to distribute PKs to between MMEs and UEs [2][16]. 

3.1.2. LTE-A Authentication Procedure 

EPS-AKA authentication procedure was proposed in the 3GPP release 9 for LTE networks. EPS-

AKA can broadly be divided into two stages: (1) authentication data distribution, and (2) user 

authentication and key agreement. The former enables the home network (HN) of a mobile 

equipment (ME) to distribute authentication data to the serving network (SN) where the ME 

device is visiting. The latter is to establish new session keys between the ME and the SN. The 

EPS-AKA protocol works as follows [10]: 



62 Computer Science & Information Technology (CS & IT) 

 

a) An UE sends an access request message to the MME. 

b) Upon receiving a request, the MME launches an authentication procedure by asking the UEs 

identity (IMSI). 

c) In response to the MME, the UE sends its identity (IMSI). 

d) The MME sends an authentication data request message containing IMSI to the HSS for 

acquiring Authentication Vectors (AVs). 

e) The HSS first generates AVs for the MME, an AV comprising a RAND, XRES, AUTN and 

KASME in steading of IK and CK in UMTS AV. The AV is expressed as AV = 

RAND||XRES||KASME||AUTN, and AUTN = SQN ⨁(AK || AMF || MAC), where ⨁ is a 

simple bitwise XOR and || is a simple concatenation operations. 

f) The HSS sends back an authentication data request message including the generated AV (for 

the corresponding UE), so that the MME is authorized to authenticate the requesting UE. 

g) Upon receipt of authentication vectors, the MME sends RAND and AUTN piggy-backed on 

authentication request to the UE, enabling the ME to verify the correctness of SQN and 

compute the RES. 

h) The UE verifies the correctness of SQN by computing MAC and comparing it with the MAC 

carried in AUTN. If matched, the ME computes and sends the corresponding response RES 

back to the MME in an authentication response message. 

i) Once the MME receives and verifies RES correctly, it chooses the corresponding KASME as 

the session key to protect its communication with the ME. In addition, the ME calculates its 

KASME accordingly. 

3.2. Threat and Trust Model 

The violation of the wireless network systems is a common target of hackers, thus, in this 

subsection; we consider two type of attacks that may violate the security of the LTE-A system 

such as the cyber-attack and the side channel attack [12].  

Cyber-attack is any type of offensive maneuver employed by hackers that targets computer 

information systems, infrastructures, and computer networks by various means of malicious 

actions usually originating from an anonymous source that steals, alters, or destroys a specified 

target by hacking into a susceptible system. Cyber-attacks can range from installing spyware on 

computer systems to attempts to destroy the infrastructure of entire nations. Cyber-attacks have 

become increasingly sophisticated. In the LTE-A system a cyber-attack may be employed as a 

malicious such as, MME, UE, Home eNB (HeNB), and non-3GPP access point, in order to break 

down the system [12].  

A side channel attack may be violate the security of the LTE-A system, since it relies on the 

relationship between information emitted through the side-channel and the secret data depending 

on information gained from the physical implementation of a cryptosystem. In the LTE-A 

network, femto and micro cells are good environments for side channel attack to be efficient 

where a technical knowledge of the internal operation of the system and powerful statistical 

methods are defined [12]. 

The trusted model is a TTP in the PKI that creates the public/private keys [12]. However, a 

meaningful trust model for a PKI must consider the semantic assumption and human cognition of 

trust relationship, such as the legal constricted agreements between participants and how identity 

information is displayed and represented. In our proposed scheme, we use the Pretty Good 

Privacy (PGP) to authenticate UE to the HSS. PGP [12] is a free version commercial encryption 

entity used to authenticate parities, the PGP allows every user to play a role of relaying parity 

where each one can sent certificate to each other. Therefore, PGP defines three methods for users 
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and relaying party to obtain a public key of other users; 1) a secure out-of-band channel, such as 

physical meeting, 2) online trust decision based on introductions of new certificate from 

previously trusted users, and 3) based on discretionary trust decision when receiving a public key 

[12]. 

 

4. PRELIMINARIES 

In this section, both the public key infrastructure and the RSA scheme are presented as our 

preliminaries, since the SEPS-AKA is based on both of them. 

4.1. Public Key (PK) Cryptography 

It is asymmetric cryptography involving the use of two separate keys, unlike symmetric 

encryption, that uses only one key [13][14]. The use of two keys has profound consequences in 

the areas of confidentiality, key distribution, and authentication. Public-Key Cryptography was 

developed to address two key issues. First, key distribution, in how to have secure 

communications in general without having to trust a KDC with your key. Second, digital 

signatures, in how to verify a message comes intact from the claimed sender. Public-key 

cryptography involves the use of two keys. First, Public-key is known to everybody in order to 

use for encrypting messages, and verifying signatures. Second, Private-key, known only to the 

recipient, used to decrypt messages, and sign (create) signatures. Public key cryptography 

applications are classified into three categories: 1) Encryption/decryption; the sender encrypts a 

message with the recipient's public key, 2) Digital signature; the sender signs a message with its 

private key, either to the whole message or to a small block of data that is a function of the 

message, and 3) Key exchange, two sides cooperate to exchange a session key. The main 

advantage of public key cryptography is the asymmetricity since who encrypts message or 

verifies signature cannot decrypt same messages or create same signatures, therefore, it is 

infeasible to determine private key from public [13][14]. 

4.2. The RSA Scheme  

The security principle of the RSA scheme is based on hardness of the factorization problem due 

to the cost of factorizes large numbers [13][14]. Each user generates a public/private key pair by 

selecting two large prime numbers at random: p, q. compute n = p * q and ø(n)=(p-1)(q-1). 

Randomly, the RSA scheme selects an odd number e, where 1< e < ø(n), gcd(e , ø(n)) =1, e*d=1 

mod ø(n), and 0≤ d ≤n. Then publishes their public key PU={e,n} and keeps secret private key 

PR={d,n}. To encrypt a message, M, the sender obtains a public key of the recipient and 

computes the cipher text, C = M
e
 mod n, where 0 ≤ M < n. To decrypt the cipher text C, the 

owner of the message uses their private key, PR={d,n}, and computes M = C
d
 mod n [13][14]. 

5. PROPOSED SCHEME (SEPS-AKA) 

Figure 2 describes the SEPS-AKA proposed scheme, the workflow of the SEPS-AKA is the 

similar to the framework of the original EPS-AKA scheme. The methodology of our proposed 

system uses the two methods explained in the previous section to enhance and adapt the privacy 

of the original LTE-A authentication procedure. First, the infrastructure of the public key 

cryptography is used to encrypt the exchanged data between LTE-A network entities. Second, the 

RSA scheme computation is used to compute the used parameters in the previous section. A pre-

shared secret key K is used as the original LTE-A network where the key was industrially preset 

to the devices and stored physically in the USIM and to the HSS. The workflow of the SEPS-

AKA scheme is described as follows: 
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Figure 2: The SEPS-AKA Scheme  

 

5.1. UE                 MME 

In this stage, UE initiates five parameters; p, q, n, d, and L. these parameters are computed based 

on the RSA scheme computations using the IMSI and k as follows: 

a) Parameter Initiation 

o Select large prime number p.  

p = IMSI + L                                  (1) 

Where L is an integer number computed when the IMSI is not prime as L = 

0, if IMSI is prime, otherwise L is the step value of the next prime after 

IMSI. 

o Set q as a random large prime number 

o Compute n :   

 n = p * q                        

(2) 

o Compute large number d: 

d = e
-1

 mod (p-1) (q-1)                      

(3) 

Where e is an odd number < ( (p-1) *(q-1)) 

b) Parameter Encryption: Encrypts d using a standard encryption algorithm (AES) to provide 

an encrypted parameter, s. 

s = Ek (d)                         

(4) 
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c) Message Building and originating: Concatenates the last parameters p, n, q, s, L and a 

nonce1 together, encrypts the result using the public key of the HSS (PKHSS) and originating 

the encrypted message to the HSS. 

msg1 = EPKHSS
(e || n || s || q || L || nonce1)                                (5) 

5.2. MME                HSS 

Once MME receives msg1, it builds msg2 as illustrated in (6), which is the received message 

from the UE msg1 plus its identity MMEid and originates the message to the HSS 

 msg2 = msg1 || MMEid           (6) 

Where MMEid is the identity of the MME 

5.3. HSS                 MME 

Once the HSS receives msg2 from the MME, it decrypts the message and executes the following: 

o IMSI extraction 

IMSI = (n / q)           (7) 

• Check the primarility of the extracted IMSI, 

If IMSI is prime then 

p = IMSI           (8) 

  Otherwise 

p = IMSI – L           (9) 

Where L is an integer number transmitted from the UE, and was computed 

when the IMSI is not prime in equation (1) as; L = 0, if IMSI is prime, 

otherwise L is the step value of the next prime after IMSI 

o IMSI Verification:  

Compute d’ as illustrated in (10); a large number computed based on the RSA scheme 

computation, in order to verify the IMSI in the HSS side. The IMSI verification in the HSS is 

done as follows; check d’ = d , if true then the IMSI is true; this process is not supported in the 

original EPS-AKA scheme, while the IMSI is verified in the HSS using database query. 

 d’ = (e
-1

) mod (p-1)(q-1)         (10) 

After the IMSI verification is done correctly the remained steps are doing normally as the original 

EPS-AKA scheme.  

6. SECURITY AND PRIVACY ANALYSIS   

In this section, we analyze the security of our scheme to demonstrate that it meets the security 

requirements of the LTE-A systems. In our scheme, three levels of security are used: PKI, the 

RSA scheme computations and nonces. Nonces are random numbers generated by UE, MME and 

HSS to use in generating challenge messages toward the opposite side. A different Nonces are 

used in each authentication procedure, therefore, the reusing of these Nonces are not efficient.  An 

out-of-sync situation will lead to authentication failure.  

Consider a cyber-attack, in which a malicious UE aims to register to the LTE-A network, the 

malicious UE need to gain the computation of the RSA scheme parameters (p, q, s, and n) and to 
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gain the encryption information, which is required to prepare the message before sending from 

the UE. For the malicious MME, at the first registration time, the MME is considered as a 

gateway to route encrypted messages from the UE to HSS, while the MME must concatenate its 

certificate with the routed message in order to prove its authenticity to the HSS. Therefore, we 

consider the presence of the cyber-attack is impossible. 

Consider a legal UE is worked through a femto and micro cells, which are two authorized 

environments uncontrolled by the LTE-A network, IMSI is not sent through the authentication 

message but is computed by the RSA scheme parameters (p and q), which is an NP problem, 

while the side channel attacks need a technical knowledge of the internal operation of the system 

and powerful statistical methods to be efficient.  

In addition, our scheme prevent replay, impersonate attacks, the Man in the Middle, and DoS 

attacks. The replay attack is prevented by using the nonces in the transmitted messages, therefore, 

it is no possibility to use this message again. In addition of using the PK cryptography to encrypts 

the transmitted messages, the IMSI, the legal identity of the UE, is not transmitted in clear text 

over the transmitted messages, therefore, the attack cannot able to impersonate the identity of the 

UE. The MitM and DoS attacks are prevented as; if a member is able to sniff PKI, it still cannot 

computes the IMSI using the RSA scheme computations, although these messages are sent with 

PKI protection therefore, the attacker may not be able to hack this data since PKI is having the 

residency of DoS and MitM attacks. Therefore, the SEPS-AKA scheme attained the security 

requirements such as privacy, confidentiality, authentication, and data integrity. 

Table 1. EPS-AKA Security Requirements 

 

 
Entity mutual 

authentication 
Privacy Confidentiality Data Integrity 

SEPS-AKA Yes Yes Yes Yes 

EC AKA Yes Yes Yes No 

SP AKA Yes No Yes No 

HSK AKA Yes No No No 

EPS-AKA Yes No No No 

Table 1 is a comparison between SEPS-AKA scheme and the other previous EPS-AKA schemes 

in addition to the original EPS-AKA. The SEPS-AKA scheme adopts the same secured 

architecture as the EPS-AKA protocol. Therefore, it has the same security threshold in most 

situations. As illustrated in Table 1, the SEPS-AKA scheme can attain the security requirements 

as follows: 

6.1. Entity mutual authentication 

All schemes attain the entity mutual authentication since a UE is identified to the HSS by its 

IMSI. However, comparing with the SEPS-AKA scheme, where an UE is identified 

mathematically by its IMSI, as mentioned in equations (1), (7), (8), and (9), and the mathematical 

computation were based on the RSA scheme. The original and the EC-AKA schemes, the 

transmission of the IMSI gains the probability to different previous attack. In the SP-AKA and 

the HSK-AKA, the first step is begin from the MME that maintain a high probability of the 

presence of cyber-attack and the side channel attack. 
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6.2 Privacy 

To ensure user privacy, the IMSI should be confidentiality protected. It should never be 

transmitted without protection. The EC-AKA achieves the privacy since an encrypted IMSI is 

transmitted. But the remainder schemes has no privacy since the IMSI is transmitted in clear text. 

But the SEPS-AKA scheme attains a high level of privacy where the IMSI is protected using the 

public key of the HSS.  

6.3 Confidentiality 

Confidentiality includes cipher algorithm agreement, cipher key agreement, confidentiality of 

user data and confidentiality of signaling data. The SEPS-AKA scheme follows the mechanism of 

the EPS-AKA protocol and hence is successful with these demands. 

6.4 Data Integrity 

Data integrity includes integrity algorithm agreement, integrity key agreement, data integrity and 

original authentication of signaling data. As illustrated in table I, No one of the scheme presented 

in table 1 except the SEPS-AKA scheme attain these purposes since no one of these schemes 

provide a level of verification of the IMSI, while in the SEPS-AKA scheme a high level of IMSI 

verification is performed using the IMSI extraction as illustrated in equation (9). 

7. PERFORMANCE EVALUATION 

The evaluation of the performance of the SEPS-AKA scheme is compared to HSK-AKA [7], EC-

AKA [8], SP-AKA [9] and the original EPS-AKA. Therefore, two comparison criteria’s will be 

discussed; bandwidth consumption and computation overhead. 

7.1.Bandwidth consumption 

Measuring the bandwidth consumption requires defining the employed cryptographic algorithm. 

Suppose the RSA scheme with 1024-bit key, therefore, the measuring of cipher text size as 

following [14]: 

o Compute n:  

� = ∑ �����	
�	 �
�
	ℎ �� ��	
�          (11)  

               Where n is the length of the transmitted plaintext in bytes. 

o Divides plaintext into equal blocks (16 byte) 

� = �
��( �
��)           (12) 

             Where S is the integer number of blocks of the plaintext. 

o Compute Ciphertext length c_len as : 

�_�
� = �1 + �����( !"#$%&'($)�)
* + ∗ �          (13) 

 Where  S is the number of blocks 

As shown in the table 2 and figure 3, the SEPS-AKA scheme consumes a bandwidth less than the 

EC-AKA, but comparing with SP-AKA, HSK-AKA and original EPS-AKA schemes, SEPS-

AKA consumes a greater bandwidth. Since SP-AKA is not follow the same framework of the 

original EPS-AKA. HSK-AKA secures the original AKA based on the pseudonyms approach 

without PKI, and there is no security consideration on the original EPS-AKA 
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Table 2. Bandwidth Consumption 

 

Scheme Total bandwidth in bytes 

SEPS-AKA 676 

EC-AKA 816 

SP-AKA 240 

HSK-AKA 336 

EPS-AKA 276 

 

 

Figure 3: Bandwidth Consumption 

7.2.Computation Overhead 

To measure the computational overhead, we use crypto++5.6.0 benchmark which is compiled 

with Microsoft visual C++ 2005 SP1 and runs on Intel core 2 1.83 GHz processor under 

WINDOWS VISTA in 32 bit mode [15].  

As illustrated in table 3 and figure 4, SEPS-AKA preserves the computational overhead compared 

to the EC-AKA scheme, while SP-AKA scheme provide less than computational overhead since, 

it is not recognized based on the original framework of the original EPS-AKA scheme. In 

addition, the original EPS-AKA and HSK-AKA schemes have no security aspects, therefore, 

there is no computational overhead attached with them. 

Table 3. Computational overhead 

Scheme Computational overhead in microsecond 

SEPS-AKA 39540 

EC-AKA 89540 

SP-AKA 2926 
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Figure 4: Computational Overhead 

8. CONCLUSION 

In this paper, we have proposed a secure and efficient EPS-AKA scheme, SEPS-AKA, using PKI 

and the RSA scheme computations in order to maintain the problems in the LTE-A authentication 

and key management. Compared with other authentication protocols, our proposed scheme 

robustly achieves security requirements including; privacy, authentication, confidentiality, and 

data integrity. Moreover, as the major contributions of the paper, extensive security analysis 

shows that the SEPS-AKA scheme is secure against various malicious attacks such as cyber and 

side channel attacks. Furthermore, the SEPS-AKA scheme has a high withstanding to the replay, 

DoS, MitM, and Impersonation attacks. The performance evaluation shows that the SEPS-AKA 

scheme achieves good bandwidth consumption and less computation overhead. 
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ABSTRACT 

 
Portal site is not only providing search engine and e-mail service but also various services 

including blog, news, shopping, and others. The fact that average number of daily login for 

Korean portal site Naver is reaching 300 million suggests that many people are using portal 

sites. One of the most famous social network service, Facebook subscribers to reach 1.2 billion 

30 million people at the time of the February 2014. With the increase in number of users 

followed by the diversity in types of services provided by portal sites and SNS, the attack is also 

increasing. Therefore, the objective of this study lies in analysing whole procedure of password 

authentication system of portal sites, SNS and analysing the security threat that may occur 

accordingly. Also, the security requirement corresponding to analysed security threat was 

extracted and the analysis on implementation of security requirements by portal sites and SNS 

was conducted. 

 

KEYWORDS 

 
Password Authentication System of Web Sites, Threat of Web Sites, Security Requirement of 

Web Sites, Attack Potential of Password Systems  

 

 

1. INTRODUCTION 

 
The dictionary definition of portal is 'entrance' or 'gateway' and the term portal site (hereafter 

referred to as a portal) signifies a site which plays the role of a gateway by collecting and 

organizing enormous quantities of internet data so that users can easily access the particular data 

they require. Although the original format of portals was primarily based around search engines 

and e-mail services, they currently provide widely varied web services such as those related to 

news, shopping, and blogging. Furthermore, the e-mail accounts provided by portals are used as 

IDs for social network services (SNSs), such as Facebook and Twitter, and other web services 

and applications, and even as a way to authenticate users who have forgotten their account 

passwords. As such, portal accounts are increasingly used not merely for e-mail communication 

but are connected to services providing a wide range of web-based activities.     

 

When a portal account is used at another web service or portal, the security strength of both 

services decreases to that of the site with the weakest security based on the principle of 
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minimization, 'since the security is entwined in a chain, the weakest security strength determines 

the security strength of the whole' [1]. Such a chain occurs, for example, when a  user creates a 

Google (www.google.com) account and provides his Naver (www.naver.com) e-mail account 

address as personal information. A Google account requires a minimum password length of 8 

characters but does not require a combination of numbers and upper and lower case letters. Naver, 

on the other hand, requires a minimum password length of only 6 characters and also does not 

require a combination of numbers and upper and lower case letters. However, the weaker 

password requirements of Naver accounts reduce not only the security of Naver accounts, but also 

of any Google account created using a Naver one. Thus, the security of the Google account is 

reduced to that of the Naver one, since both accounts can be hacked after obtaining the Naver 

password, assuming the IDs of the accounts are named the same or the linked account is known 

by some other means. To hack into the Google account, the attacker can simply request a 

password reset and request user authentication through the Naver account. At the moment, 

although the Naver account password is easier to obtain using a complete enumeration survey 

than the Google one, it is trivial for an attacker to access the Google account after acquiring the 

Naver one.  

 

Therefore, an analysis of portal sites’ authentication systems at member registration, login, 

password reset step 1, and password reset step 2, including via SNS, were conducted in this study. 

Security threats that may exist in the authentication procedure of each portal and SNS, and the 

security countermeasures against such threats were clarified. Afterwards, a quantitative analysis 

of attack threats and the implementation by portals of their corresponding countermeasures were 

conducted by applying a standardized set of security criteria to each portal. 

 

2. RELATED WORKS 

 
2.1. Password Authentication Systems  

 
As online services and applications become more sophisticated, users are increasingly required to 

create an account to receive a service. Studies of security of authentication systems undertaken 

until now mainly focus on the security vulnerabilities of ID-password based authentication 

systems and their countermeasures. When users create distinct accounts for a different variety of 

services they often use the same IDs and passwords due to memory limitations and the 

inconvenience of managing multiple accounts differently. In such cases, there is the problem that 

an attacker can access the user’s other accounts by just acquiring the authentication information 

of one [2]. Furthermore, if the account obtained is just a portal, the scale of local damage may be 

small, but severe damage may result when the same user’s accounts at sites related to banking and 

payment, including internet banking and internet shopping malls, amongst others, are also 

obtained. Although an answer to a security question may be requested from users during the user 

authentication procedure for password resets if a user forgets his password, the answers to such 

questions can often be either too easily guessed or too difficult for even the user himself to 

remember. Therefore, in order to resolve such problems, studies were undertaken to improve the 

security of the design and selection of account registration security questions [3]. Afterwards, in 

order to resolve the problem of remembering several IDs, many service providers started utilizing 

the most frequently used e-mail address as ID. Recently, the analysis of the security threat to 

users’ accounts and privacy was conducted in relation to such elements as the password 

management plans of service providers and multiple uses of the same password, and possible 

solutions to their weaknesses proposed [4].   

 

Studies analysing the security of various password authentication systems  have been conducted 

and they recommended security-hardening methods. These included CAPTCHA, after 

consecutive login attempts, that confirm that the login device is human-operated by requiring 
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only human-discernible answers, salting techniques which use random numbers for the 

application of a password into a hash function so the password can be safely encrypted, and key 

strength algorithms which respond to consecutive attempts by lengthening decoding times by 

repeated encryption of the password with a hash function. Also, an algorithm to examine the 

security strength of passwords and effectively perform safer password creation was proposed. 

Entropy-based security assessment is available and entropy was first proposed as a concept for 

measuring the uncertainty and randomness for security by Claude Shannon [5]. In order to 

measure the entropy value of a password, the distribution of password length, text placement, 

numbers of letter types, and contents of the text are set as standards and the sum of all their 

entropies is the total entropy value [6]. Then, the method to quantitatively examine the security of 

passwords was proposed by the creation of a PQI (password quality indicator) which measures 

the security strength of passwords by considering their entropy [7].  

 

Moreover, various methods to promptly and accurately determine password security strength 

were proposed to help users create strongly secure passwords. It was proven that a way to prevent 

successful pre-emptive attacks can be first sorting passwords into those of high and low security 

strength by conducting pattern analysis [8]. Using this method, users are prevented from selecting 

easily guessed passwords at password creation. The security strength of passwords was enhanced 

by comparing the password entered by the user during the password creation procedure against a 

list of those from dictionaries used by attackers in their pre-emptive attacks and disallowing any 

matching passwords [9]. 

 

However, the limitation of previous studies is that they focus on and propose countermeasures for 

the problems of password and ID based authentication by service providers only rather than the 

security threats or attacks on the password authentication system as a whole. The studies focused 

on the security of passwords rather than the password authentication system as a whole. 

Therefore, the objective of this study is to analyse the whole portal password authentication 

system including member registration, login, password reset step 1, and password reset step 2, 

conduct analysis on the security vulnerabilities of the overall system, and determine the security 

requirements for the countermeasures against those vulnerabilities. 

 

2.2. Attack Potential of Common Evaluation Methodology (CEM) 

 
Attack potential refers to a function of expertise, resource and motivation presented by Criteria 

Evaluation Methodology (CEM) in the CC, which consists of elapsed time, expertise, knowledge 

about a target of attack, period of easy exposure to attack and equipment and quantitatively shows 

attack potential of the target of attack by giving values to each element [10].  

 

2.2.1. Elapsed time  

 
Elapsed time is the total amount of time taken by an attacker to identify that a particular potential 

vulnerability may exist in the TOE, to develop an attack method and to sustain effort required to 

mount the attack against the TOE. 

 

2.2.2. Expertise 

 
Expertise refers to the level of generic knowledge of the underlying principles, product type or 

attack methods. The identified levels are as follows: 

 

• Layman: unknowledgeable compared to experts or proficient persons, with no particular 

expertise 
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• Proficient: knowledgeable in that they are familiar with the password attack tools and 

methods 

• Expert: familiar with implementing in password attack tools, operation algorithm of 

password authentication systems.  

 

2.2.3. Knowledge of target of attack 

 

Knowledge of the TOE refers to specific expertise in relation to the TOE. This is distinct from 

generic expertise, but not unrelated to it. Identified levels are as follows: 

 

• Public: information gained from the Internet 

• Restricted: knowledge that is controlled within the developer organisation and shared 

with other organisations under a non-disclosure agreement 

• Sensitive: knowledge that is shared between discreet teams within the developer 

organisation, access to which is constrained only to members of the specified teams 

• Critical: knowledge that is known by only a few individuals, access to which is very 

tightly controlled on a strict need to know basis and individual undertaking 

 

2.2.4. Period of easy exposure to attack 

 
Period (chance) related to elapsed time, when an attacker can approach the target of attack. 

 

• Unnecessary/unlimited access: the attack doesn't need any kind of opportunity to be 

realised because there is no risk of being detected during access to the TOE. 

• Easy: access is required for less than a day  

• Moderate: access is required for less than a month  

• Difficult: access is required for at least a month  

 

2.2.5. Equipment 

 

Equipment refers to the equipment required to identify or exploit a vulnerability [11].  

 

• Standard equipment is readily available to the attacker, either for the identification of a 

vulnerability or for an attack. 

• Specialised equipment is not readily available to the attacker, but could be acquired 

without undue effort. 

• Bespoke equipment is not readily available to the public as it may need to be specially 

produced. 

• Multiple Bespoke is introduced to allow for a situation, where different types of bespoke 

equipment are required for distinct steps of an attack. 

 
Table 1. Password Attack Tools 

 
Tool Equipment Level 

Cain and Abel Standard 

John the Ripper Standard 

SolarWinds Standard 

RainbowCrack Standard 

wfuzz Standard 

Medusa Standard 

THC Hydra Standard 
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Table 2 identifies the factors discussed in the previous and associates numeric values with the 

total value of each factor. 

 
Table 2. Attack Potential of Common Criteria 

 

Factor Value 

Elapsed time 

≤ 1 hour 1 

≤ 1 day 3 

≤ 1 week 5 

≤ 1 month 7 

≤ 6 month 10 

> 6 month 15 

Expertise 

Layman 0 

Proficient 3 

Expert 6 

Multiple expert 8 

Knowledge about target of attack 

Public 0 

Restricted 3 

Sensitive 7 

Critical 11 

Access to object 

Non-Restricted 0 

Easy 1 

Normal 4 

Hard 10 

None * 

Equipment 

None 0 

Standard 4 

Bespoke 7 

Multi bespoke 9 

 

3. ANALYSIS ON AUTHENTICATION SYSTEM  

 
This chapter conducts analysis on authentication system of portals, SNS and examines the 

improvement plan for authentication system. The analysis subjects of this study include Naver 

(www.naver.com), Nate (www.nate.com), and Daum (www.daum.net) for Korean portals and 

Google (www.google.com), Yahoo (www.yahoo.com), and MSN (www.msn.com) for U.S.s 

portals and Facebook (www.facebook.com), Twitter (www.twitter.com) for SNS. Also, 

authentication procedure of portal was divided into 4 steps of member registration, login, 

password reset-phase 1, and password reset- phase 2. 

 

3.1. Member Registration 

 
In order to prevent random account creation with automated registration programs, portals have 

been developing CAPTCHAs, mobile phone authentication and e-mail authentication. Google 

requires the input of a CAPTCHA without provision of e-mail and mobile phone authentication 

as the collection of e-mail addresses and mobile phone numbers is optional. However, if users fail 

to enter the CAPTCHA, mobile phone authentication is provided. MSN requires the input of a 

CAPTCHA and Yahoo only requests mobile phone authentication without CAPTCHA input. All 
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Korean portals including Naver, Nate, and Daum do not require the input of a CAPTCHA and 

prevent automatic registration with mobile phone or e-mail authentication. In the case of Korean 

portals, the number of IDs issuable to a single mobile phone number is limited to 3 to prevent 

random account creation. However, due to a policy restricting the number of IDs issued, attackers 

are stealing currently used accounts for malicious use. Contrastingly, Facebook and Twitter do 

not provide any system preventing automatic registration so attackers abuse the service by 

sending SPAM messages advertising illegal content to normal users. 

 

Also, portals provide an overseas IP block service to block attack attempts from overseas. 

Provision and setting of the overseas IP address block service is under user control. Table 3 

illustrates the result of a survey of the basic service provided by each company when the user has 

not set the overseas IP block service. Google, Naver, and Nate allow login after confirming the 

user through personal information, e-mail, or phone number authentication once a login attempt 

from an overseas IP is detected. Then, an alert e-mail is sent in order to inform users about the 

detection of login attempts from an overseas IP address. Yahoo and Daum allow logins without a 

separate user authentication procedure and send an e-mail alert to the user. However, MSN allows 

login with neither a user authentication procedure nor an alert e-mail.  

 
Table 3. Prevention services of portal from Automatic registration 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

CAPTCHA - - - ○ ○ - - - 

Email  - ◐ ◐ - - - - - 

Mobile Phone ○ ◐ ◐ - - ○ - - 

 

3.2. Login Attempts 

 
3.2.1. IP Address Security  

 
Portals and SNS shall provide overseas IP block service in order to correspond to overseas attack 

attempts. Provision and setting of oversea IP address block service follows the decision of user. 

Table 4 illustrates the result of conducting survey on basic service provided by each company in 

case user did not set overseas IP block service. Google, Naver, and Nate allow login after 

confirming the user through personal information, e-mail, or phone number authentication once 

the login attempt with overseas IP is detected. Then, alert e-mail is sent in order to inform users 

about the detection of login attempts with overseas IP address. Facebook allows login after 

confirming the user through personal information. Yahoo and Daum allow login without separate 

user authentication procedure and send alert e-mail to the user. MSN allows login without user 

authentication procedure and alert e-mail. 

 
Table 4. Status of Overseas IP protection services 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Authentication ○ ○ - ○ - - ○ - 

Email Alarm ○ ○ ○ ○ - ○ - - 
 

 

Below Fig.1 is the screen of Naver and Google to inform users about overseas login attempt. 

Naver conducts authentication with the input of name and date of birth and Google conducts 

authentication with the use of mobile phone authentication, e-mail authentication, and password 

hint & answer. 
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Figure 1 . Block Login attempts from overseas IP – Naver, Google 

 

3.2.2. Consecutive Login Attempts   

 
Attackers use bot for random login attempts to user account. All portals request the input of 

CAPTCHA in case of certain numbers of login failure to correspond to account hacking using the 

bot and request for both password and CAPTCHA when incorrect CAPTCHA value was entered. 

Number of login failures that requires CAPTCHA input differs according to each portal. Google 

requires the input of CAPTCHA with random numbers of failures and other portals request for 

CAPTCHA with fixed number of failures. Details on number and implementation are illustrated 

in Table 5.    

 
Table 5. Threshold of account lock and CAPTCHA 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

CAPTCHA 5Times 5Times 5Times N Times 10Times 5Times - - 

Account 

Lock 
- - ○ ○ ○ ○ ○ ○ 

Failed 

Count 
- - 5Times nTimes 5Times 5Times 20Times 16Times 

Lock Time - - 3Hours 24Hours 24Hours 12Hours 12Hours 1Hours 
 

 

Also, the account shall be locked for certain period of time and additional login attempts shall be 

blocked with the additional login failure after the input of CAPTCHA. The account of user is 

protected from account hacking with the account lock of 24 hours for Google and MSN, 12 hours 

for Yahoo, and 3 hours for Daum. However, Naver, Nate, Facebook and Twitter do not provide 

account lock service. Namely, the attacker can continuously attempt for account hacking in case 

of Naver, Nate. Additionally, Facebook and Twitter do not request for CAPTCHA but provide 

account lock service. Below Fig.2 presents the alert message of Yahoo and Facebook to inform 

users about 12 hours account lock upon detection of consecutive login attempts.  

 

  
Figure 2. Lock Account – Yahoo, Facebook 

 

3.3 Password Reset – Authentication Step 1 

 
If a user requests a password reset, user authentication is conducted through the e-mail address 

registered  at  the  time of  member  registration  or  mobile  phone  SMS.  There are  two ways to  
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authenticate users by e-mail address. The first method is to send the URL of the password reset 

webpage via e-mail. An immediate password reset is available upon login to the e-mail account 

registered by the user and checking the e-mail. The second method is to send an authentication 

code composed of numbers via e-mail. The user conducts user authentication for a password reset 

by entering the authentication code, given in the e-mail, on the web site. The authentication by 

SMS takes the same format as the second method of e-mail authentication except that the 

authentication code is sent via SMS. All portals and SNSs limit the number of inputs to 3 or 5 per 

attempt to block an enumeration survey attack on the authentication code. Also, the number of 

authentication code transmissions per day is restricted to 5 or 10 after which a 24 hour temporary 

account lock occurs.  

 

Since Google does not require a user to enter an e-mail address or mobile phone number at 

member registration, that information may not be available, in which case user authentication is 

conducted through two channel authentication. However, in the case of portals other than Google, 

since they do require either a mobile phone number or an e-mail address, user authentication can 

more easily be conducted just through authentication step 1. 

 

3.4. Password Reset – Authentication Phase 2 

 
Authentication phase 2 is conducted for users who cannot access to authentication code sent via 

e-mail or SMS in authentication phase 1. Fig 5 is the diagram of password reset- authentication 

phase 2 of Korean portals and Fig 6 on the right is the diagram of procedure for U.S. portals.  

 

In the case of Korean portals, user authentication is conducted using the resident registration 

number in step 2. Naver, Nate, and Daum conduct user authentication through the transmission of 

a copy of the identification card (or input of the Resident Registration no.), name, ID, date of 

birth, and sex via e-mail or fax and Nate additionally uses a method to confirm the above 

information via ARS. In case of US portals and Twitter, user information accumulated during 

account use is utilized to confirm the user in step two authentication. The information requested 

during the authentication step 2 of Google, MSN, Facebook and Twitter is as follows. They 

receive a value from the user after subdividing the information below for each step and 

conducting user authentication by examining the consistency between the values input and 

registered information. In the case of Google, the input of a contact e-mail address is requested 

and an e-mail including the password reset URL is sent to that address if the e-mail address input 

by the user matches a previously registered e-mail address, regardless of the consistency of values 

input afterwards. Facebook requests the answer to a security question, such as “In what city or 

town was your mother born?”, and if the user inputs the correct answer, then an e-mail including 

a password reset URL is sent. 

 

� Other passwords used for the account � Date of last login 

� Title of recently sent e-mail � Date of account creation 

� Folders other than default folder � Frequently used e-mail address 

� Receiver of recently sent e-mail � Initial restoration e-mail address  

� Last 5 digits of prepaid card � Last 4 digits of credit card number 

� Name on credit card � Expiration date 

 

The difference in step two authentication of Korean and U.S. portals lies in the fact that there 

exists the means of authentication, resident registration no, in Korea and convenient user 

authentication is available accordingly thus there is no need to go through personal behaviour 

based user authentication procedure of U.S. portals. 
 

 



Computer Science & Information Technology (CS & IT)                                   79 

 

4. ANALYSIS ON SECURITY THREAT AND SECURITY REQUIREMENT 

FOR PASSWORD AUTHENTICATION SYSTEM 
 

The analysis on security threat that may occur during each authentication step of portals and SNS 

analyzed beforehand is conducted in this chapter. Analysis on possible security threat was 

conducted considering the threat that may occur during login procedure, password threat, and 

others.  
 

4.1 Security Threat in Password Authentication System  
 

4.1.1 Security Threat in Member Registration Stage 
 

T1. Automatic Registration 

Attackers make monetary gain through various methods such as sending SPAM mail for 

advertising, the distribution of malicious code to lure people to phishing sites and the posting of 

advertisements. Since more of these activities can be conducted if the attacker has more accounts 

available to him, accounts are created using automatic registration programs.   
 

4.1.2 Security Threat in Login Stage 
 

T2. Consecutive Login Attempts   

The attacker attempts consecutive authentication using methods such as complete enumeration 

survey, password guessing, and others in order to obtain the password of user account. Complete 

enumeration survey is an attack method to obtain correct password by substituting all of possible 

password combinations and password guessing attack is a method to guess possible password by 

gathering information such as name, date of birth, family relations, and others of user. Also, there 

exists an attack method to attempt at authentication by substituting the information such as 

password that is most frequently used by the users.  
 

T3. Phishing 

The attacker outputs phishing site instead of normal site with method same as distribution of 

malicious code when users access to portals [12]. Since it is difficult for general users to 

distinguish phishing site from normal site, they input ID and password as normal and the attacker 

can obtain input ID and password at the moment.  
 

T4. Keylogging 

Keylogging is an attack technique which steals information by intercepting the information input 

with a keyboard, often using a keylogging program [13]. Although normally information input by 

keyboard is displayed on the monitor after processing by the OS, keylogging programs intercept 

the information and save it as a file as it is processed by the OS and subsequently leak that 

information by sending the file to a designated server. The attacker analyses the key sequences, 

and tries to identify those corresponding to portal logins to obtain IDs and passwords. For 

example, a large attack to control portal and SNS accounts using keylogging programs occurred 

in Dec 2013 in which about 2 million users’ information was hacked from 93,000 web sites 

worldwide including 318,000 Facebook, 70,000 Google Gmail and 22,000 Twitter accounts, 

amongst others. The attacker obtains web site login records including web site IDs and passwords 

by installing keylogging programs on users’ computers [14]. 
 

4.1.3 Password Reset- Authentication Phase 1 
 

T5. Consecutive Login Attempts   

By selecting e-mail authentication for user authentication at the password reset stage, the attacker 

may attempt consecutive logins to obtain the passwords of other accounts after gaining access to 

an email account. The difficulty of such an attack is lowered if e-mail account passwords are 
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weak, meaning of low entropy, facilitating the initial email account hacking [15]. In this way, the 

attacker can obtain the password of multiple user accounts using methods such as complete 

enumeration surveys amongst others.  
 

T6. E-mail Sniffing 

Sniffing refers to the tapping of others’ network packets. Portals use e-mail and mobile phone 

authentication for user authentication at password reset step 1. E-mail authentication may send an 

authentication code or password reset URL to an e-mail address registered in advance, 

particularly at member registration. At that moment, if the attacker intercepts the e-mail sent by 

the portals or the password reset page through sniffing, then he can set a new password for the 

victim’s account himself.    
 

T7. Mobile Phone Tapping  

Mobile phone tapping of an attack target is available if the attacker has installed malicious code 

on the victim’s phone in advance. In this situation, when an SMS including the authentication 

code for password reset is sent to the victim, the attacker can obtain the authentication code for 

himself by tapping the victim’s SMS. Thereby, the attacker can obtain authority over the user 

account by setting a new password for the victim’s account.  

 

4.1.4 Password Reset – Authentication Phase 2 

 

T8. User Information Guessing 

In the case of Google and MSN, user authentication is conducted using user account information 

when the user cannot use e-mail or mobile phone authentication. At the moment, information 

requested by portals can include the time of recent login, time of account creation, contact e-mail 

address and folder names. The attacker disguises himself as a target user by entering guessable 

information specific to the target. Particularly, when security questions are used, such as for 

Yahoo, the answers to the questions can be guessed when combining account information 

available from SNS accounts [16]. The attacker who thereby successfully answers security 

questions, often through informed guesses, can reset victims’ passwords himself. 

 

T9. Disguise as User  

In case of Korean portals, user authentication at password reset- step 2 is conducted with the use 

of resident registration no. by receiving either Resident Registration no. or copy of identification 

card. However, frequent spill of personal data including Resident Registration no. makes us doubt 

about the effectiveness of system to conduct user authentication based on consistency of Resident 

Registration no. and name [17]. The attacker who obtained the Resident Registration no. of attack 

target can reset password after sending personal data via e-mail or fax by disguising as the attack 

target.  

 

4.2 Security Requirements for Authentication System of Portals and SNS 

 
Security affecting the security vulnerabilities of portals’ and SNSs’ password authentication 

systems at each stage, as discussed previously, are shown in Table 6.     

R1. CAPTCHA 

 

CAPTCHA is a method used to distinguish whether the user is an actual person or a computer 

program, using something easily distinguished by people but not computers, such as the contents 

of a picture showing intentionally distorted or overlapping letters [16]. Unmanned registration or 

authentication programs are executed automatically by computers rather than people so these 

automated attacks, which may try to create or access accounts, are blocked by CAPTCHAs. A 

complete enumeration survey attack is an attack that obtains the correct password through random 

substitution of the password mainly with the use of a computer program. In order to acquire portal 
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accounts, the attacker can execute a complete enumeration survey program for consecutive login 

attempts. Therefore, the attack using complete enumeration survey program cannot be blocked in 

case of requesting the input of CAPTCHA at login. 

 
Table 6. Security requirements that accommodate security threats 
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R1. CAPTCHA × × 
  

× 
    

R2. Password with Enhanced 

Security Strength  
× 
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R3. Two channel authentication  
 

× 
 

× × 
    

R4. Anti-Keyboard Hacking 

Program    
× 

     

R5. Virtual Keyboard 
   

× 
     

R6. Login IP Address 

Identification  
× × 

 
× 

    

R7. Overseas IP Address Block 
 

× × 
      

R8. Anti-phishing and 

Countermeasures   
× 

 
× 

    

R9. Account Lock 
 

× 
       

R10. Encrypted communication 
  

× 
 

× × 
   

R11. Strength of Security 

Questions for Password Reset        
× × 

R12. Installation of Vaccine 

Program (User)       
× 

  
 

R2. Password with Enhanced Security Strength 

 

The time it takes to crack a password and the difficulty of a complete enumeration survey attack 

is related to the user’s password strength. For a user to create a password secure enough for a 

complete enumeration survey attack, the password should satisfy the following conditions [19]. 

 

• The inclusion of both upper and lower case letters, numbers, and special characters 

• A minimum of 8 characters 

• The prohibition of passwords based on guessable personal data such as the names of 

family members, phone numbers, etc.   

• The prohibition of passwords which are the same as for other web sites  

 

R3. Two channel authentication 

Two channel authentication improves on the weak security of single channel authentication using 

a combination of two different authentication channels chosen from three sources: information 

possessed by the user, unique information or known information. The most common method is to 
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combine knowable information such as a password with possessed information such as OTPs, 

security tokens or smart phones. This approach can avoid the damage caused by ID theft through 

remote access. 

 

R4. Anti-Keyboard Hacking Program 

Keylogging refers to intercepting and recording the contents of users’ input on either PCs or 

smart phones and its various methods may be based either in hardware or software, and include 

electronic or even acoustic technology [20]. Keylogging programs, hereafter referred to as 

keyloggers, are difficult to detect and delete once installed so users should take care not to install 

malicious programs. Vaccine programs and anti-keyboard hacking programs block the attacker 

from obtaining the ID and password of the user based on keyboard input. One method is to install 

a special security keyboard driver which outputs special characters, including '*' amongst others, 

to a security input window connected to the keyboard security driver and thereby transmits null 

values into the previous keyboard input stream so that no meaningful keyboard input can be 

intercepted. The second method is for a user to transmit an encrypted value from a separately 

installed keyboard security driver every time the user enters values into an input window with a 

new encryption key being created each time the user selects an input window. In this case, even if 

the attacker obtains the keyboard input values, he cannot know which value is associated with 

which true keyboard value as the stream is encrypted. The last method of evading keyloggers is 

instructing users to click input values with a mouse in a virtual keyboard window on the PC 

screen in case a keylogger is currently running. By installing these software-based technologies, 

users can block keyboard hacking programs.  

 

R5. Virtual Keyboard 

A virtual keyboard is a keyboard presented on screen for the input of passwords for public key 

certificates, and account passwords, amongst others, and is mainly used for banking transactions. 

Users enter input values through the on screen keyboard with a mouse click or touch in the case 

of smart phones or tablets. Since the keyboard structure of a virtual keyboard is created randomly, 

the actual value entered is not exposed even when the coordinate values are known. Thus, the 

attacker cannot easily obtain the actual value input from the encrypted format transmitted. Thus, 

password exposure can be prevented with this method even if the attacker attempts to obtain user 

passwords by installing a keylogger.   

 

R6. Login IP Address Identification 

User authentication is requested if the login IP deviates from the range of IP addresses saved from 

previous logins or if the IP addresses are different from the one of the last login. Users who 

succeed in user authentication are recognized as normal users and allowed account access while 

others are considered as attackers and denied account access.  

 

R7. Overseas IP Address Block 

SPAM mail is mostly sent from China and the account hacking of normal users in a given region 

is normally done from servers in that same region [21]. Therefore, portals should respond to 

related possible attack attempts by allowing the access of normal users through user 

authentication stages and then informing them of overseas login attempts from countries that they 

have not registered.  

 

R8. Anti-phishing and Countermeasures 

Anti-phishing methods include blocking sites presumed to be used for phishing after their 

detection and training users to distinguish phishing sites from normal ones. Phishing site 

detection methods are largely divided into searches for similar domains and HTTP traffic 

analysis. Phishing site detection through domain similarity can be classified into blacklist and 

whitelist techniques. Blacklist-based detection techniques register the addresses of servers known  
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to be phishing sites and do not trust those addresses included. Whitelist-based detection 

techniques, on the other hand, register the addresses of legal servers and trust those included. 

HTTP traffic analysis detects sites which are disguised using links of pictures and postings from 

normal ones by monitoring and analyzing the HTTP traffic corresponding to requests for postings 

and pictures from normal sites referred to by the phishing ones. 

 

R9. Account Lock 

When an attacker conducts consecutive login attempts using a complete enumeration survey, user 

accounts will be obtained eventually if there is no restriction on the number of authentication 

attempts. Therefore, the acquisition of user accounts can be prevented by limiting the number of 

authentication attempts. 

 

R10. Encrypted Communication  

Encrypted communication refers to the transmission of content encrypted by means of a shared 

key in order to block the tapping or interception of unencrypted content by third parties. Since 

users who do not possess the key cannot access the plaintext, data spill can be prevented even 

when the packets themselves are exposed. Therefore, portals should provide encrypted 

communication for confidentiality, integrity, and user authentication of communications between 

entities.   

 

R11. Strength of Security Questions for Password Reset 

The types of security questions provided in the past were either easy for attackers to guess so 

insecure, such as "What is the name of your mother?" or difficult to remember so inconvenient, 

such as "What is your dream job?" [22]. Thus, service providers should improve user 

authentication security questions. Additionally, multiple security questions should be asked rather 

than just one, and a real person should be distinguished from an attacker by the percentage of 

correct answers given. Also, to improve user convenience the questions should be based on their 

experiences and behaviors when using their accounts so that, rather than having to actively 

remember the answers, a real user would just know them as a matter of course.  

 

R12. Installation of Vaccine Program (User) 

Secure smart phone use is possible when users install vaccine programs on smart phones which 

conduct regular inspection to pre-empt problems such as mobile phone tapping and data leakage, 

amongst others, which are caused by attackers using malicious programs.  

 

5. MEASUREMENT OF THE POSSIBILITY OF SUCCESSFUL ATTACKS BY 

PORTAL SITE AND COMPARISON OF THE SAFETY 

 
This chapter measures the possibility of successful attacks on the steps of the password 

authentication systems of each portal site based on the possibility indicators of successful attacks 

based on the common criteria mentioned in 2.2 and compares and analyzes their safety.   

 

5.1. Measurement of the possibility of successful attacks by portal and SNS 
This section measures the possibility of successful attacks on each portal site based on attack 

threats on the portal sites’ password authentication systems and the security requirements created 

earlier.  
  
5.1.1. Member registration 

At the member registration stage, account creation using automatic member registration programs 

is the main attack threat. At the member registration stage, attack scenarios are similar across all 

portal sites because their security threats and countermeasures are similar. It takes less than one 



84 Computer Science & Information Technology (CS & IT) 

 

hour to create an account using automatic member registration programs. Furthermore, the 

general public can operate such programs because they do not require a deep knowledge of 

security. To prevent such attacks CAPTCHA and cell phone authentication is used. This policy is 

the information which was already opened. Automatic member registration programs which can 

overcome CAPTCHAs are classified as ‘professional equipment’ because they are available to 

only a small number of people in specific internet communities.   

 

There are differences between Korean and overseas portal sites in terms of vulnerability to attack. 

It is impossible to continually create accounts on Korean portal sites, even when using automatic 

member registration programs, because users are restricted to three accounts per cell phone. 

However, overseas portal site registrations lack this restriction.   

 
Table 7. Attack Potential of Membership Registration 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed Time 1 1 1 1 1 1 1 1 

Expertise 0 0 0 0 0 0 0 0 

Knowledge of Object 0 0 0 0 0 0 0 0 

Access to Object 1 1 1 0 0 0 0 0 

Tools 7 7 7 7 7 7 7 7 

Total 9 9 9 8 8 8 8 8 
 

 

5.1.2. Log-in  

 
Possible attack methods at the log-in stage include consecutive authentication attempts, phishing, 

and key logging. Attack methods are classified by attack technique when measuring the 

possibility of successful attacks. Since a system’s overall vulnerability to attack is based on its 

weakest point, the overall possibility of a successful attack at each log-in stage is based on the 

attack technique with the minimum score.  

 

5.1.2.1. Consecutive authentication attempts  

 
The total time required for consecutive authentication attempts to be successful are calculated 

based on each portal site’s password strength:   

 
Table 8. Elapsed time for brute force attack 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed 

Time 
13 mins 

1 hour 

32 mins 

6 days 4 

hours 

6 days 4 

hours 

82 days 

21 hours 

17 years 

130 days 
13 mins 13 mins 

 

 

In Table 10 above, the time measurement was calculated supposing that the ‘John the Ripper’, 

attack tool, is run on an attacker’s PC with a 3.4GHz Intel Core i7-2600K  and assumes the use of 

the simplest password allowed. Naver, Facebook and Twitter take less time to attack because they 

use only 6-digit passwords and do not provide an account lock service. Yahoo takes the longest 

time because it makes use of a compulsory combination of upper and lower case letters as well as 

numbers. Naver and Nate were easier targets than other portal sites because they do not provide 

an account lock service.  
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Attack tools for consecutive authentication attempts are shown in Table 9. Everybody can obtain 

them because they are easily available on the internet and experts with enough knowledge about 

security can use them.  

 
Table 9. Attack Potential of Consecutive Authentication Attempts 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed Time 1 3 5 5 10 15 1 1 

Expertise 6 6 6 6 6 6 6 6 

Knowledge of Object 0 0 0 0 0 0 0 0 

Access to Object 1 1 4 4 4 4 4 4 

Tools 4 4 4 4 4 4 4 4 

Total 12 14 19 19 24 29 15 15 
 

 

5.1.2.2. Phishing 

 
Phishing’s probability of success depends on the similarity between the original sites and the 

special phishing sites built by attackers. If the source code of the log-in screen of a portal site is 

exposed, anybody can build the phishing site simply by copying the code. Otherwise, the phishing 

sites need to be built with web site building tools so as to be as similar as possible to the original. 

This process takes more time but usually only requires basic web knowledge. Google, MSN, 

Facebook and Twitter, take longer to attack than other portals because the source code of their 

log-in pages is not exposed. Because sites built by coping page sources are more similar to the 

original sites, attackers can obtain the passwords of more targets. Naver, Google, and MSN are 

applying anti-phishing technologies which give warnings about phishing or malware sites to not 

only tool bars, such as MSN Tool Bar-phishing filter and Naver anti phishing Toolbar, but also to 

browsers, such as Google Chrome. In addition, Yahoo provides a security seal service which is a 

phishing prevention technology that allows users to recognize that they are accessing the real site 

because pictures chosen by themselves in advance are presented at the log-in stage. Therefore, 

attacks on Naver, Google, MSN, or Yahoo are more difficult to create than those on Nate or 

Daum, when users take advantage of their anti-phishing technologies.  

 
Table 10. Attack Potential of Phishing 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed Time 3 3 3 5 5 3 5 5 

Expertise 3 3 3 6 6 3 3 3 

Knowledge of Object 0 0 0 3 3 0 3 3 

Access to Object 4 1 1 4 4 4 1 1 

Tools 4 4 4 4 4 4 4 4 

Total 14 11 11 22 22 17 16 16 
 

 

5.1.2.3. Key logging 

 
All the portal sites have the same likelihood of successful attacks by key logging because it is 

controlled by users’ browsing environments rather than a portal’s security policies. User accounts 

can be obtained if users allow key logger programs access to run on their PCs and harvest and 

interpret ID and password values. The time required for key logging attacks depends on time 

needed to interpret the key values entered, and would usually be less than one day. Key logger 

programs are openly available on the internet and using them attackers can easily access the 

accounts of targets who read the malicious texts or spam mails which disseminate keyloggers. 
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Table 11. Attack Potential of Keystroke Logging 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed Time 3 3 3 3 3 3 3 3 

Expertise 3 3 3 3 3 3 3 3 

Knowledge of Object 0 0 0 0 0 0 0 0 

Access to Object 1 1 1 1 1 1 1 1 

Tools 4 4 4 4 4 4 4 4 

Total 11 11 11 11 11 11 11 11 
 

 

The result showed that key logging’s possibility of successful attacks is the lowest. Furthermore, 

all portal sites have the same vulnerability to this type of attack at the log-in stage.  

 

5.1.3. Password reset - Phase 1 

 

If users request a password reset, attackers can obtain their accounts by three methods, SMS 

wiretapping, complete enumeration surveys, and access via other e-mail accounts. Therefore, the 

possibility of successful attacks in the password reset step 1 of each portal site is based on the 

attack technique with the minimum score since security can only be as strong as its point of 

weakest defence. 

 

 5.1.3.1. SMS wiretapping  

 
SMS wiretapping obtains authentication numbers as they are delivered to users’ cell phones by 

installing wiretapping applications when users inadvertently install them during regular cell 

phone use. This method is effective when attacks are specifically targeted.  

 

Malicious wiretapping applications can be created or purchased by attackers and ordinary people 

can easily use them. Because the authentication numbers transmitted to users by SMS for 

authentication via cell phone are valid for three minutes, attacks can be successful only if the 

authentication numbers can be obtained and the passwords reset within this time limit. 

Information about cell phones’ weak points is considered to be openly available information 

because it can be obtained through on-line searches. As the success of these attacks is determined 

by the functionality of the malicious applications installed on users’ cell phones, portals’ 

vulnerabilities to such attacks are unaffected by their security policies. Thus, for all portal sites, 

the probability of this attack type being successful is the same. 

 
Table 12. Attack Potential SMS Eavesdropping attacks 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed Time 1 1 1 1 1 1 1 1 

Expertise 0 0 0 0 0 0 0 0 

Knowledge of Object 0 0 0 0 0 0 0 0 

Access to Object 4 4 4 4 4 4 4 4 

Tools 4 4 4 4 4 4 4 4 

Total 9 9 9 9 9 9 9 9 
 

 

5.1.3.2. Complete enumeration surveys of authentication numbers 

 
It takes less time to conduct complete enumeration surveys as the number of cases is less because 

authentication numbers consist of 6-digit numbers. Portal sites provide account lock services if 

users fail in consecutive authentication of authentication numbers to respond to the complete 
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enumeration surveys. The detailed contents are shown in Table 13. However, the accessibility to 

authentication numbers is difficult because there are the only five to ten chances to enter them in 

one million 6-digit numbers of cases as they are randomly transmitted in request repeat unlike the 

fixed passwords. And it can be found that it takes more than 6 months to attack authentication 

numbers.  

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Input 5 times 5 times 5 times 3 times 3 times 3 times 3 times 3 times 

Transmission 10 times 10 times 10 times 5 times 5 times 5 times 5 times 5 times 

Account Lock 24 hours 24 hours 24 hours 24 hours 24 hours 24 hours 
24 

hours 

24 

hours 
 

 

Although the tools, knowledge levels, and skill required for complete enumeration survey attacks 

on authentication numbers are the same as for consecutive authentication attempts, the time limit 

and targets of attacks depend on the policies of particular portal sites regarding the authentication 

number and its input or transmission. 

 
Table 13. Attack Potential of Bruteforce Validation Code 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed Time 15 15 15 15 15 15 15 15 

Expertise 3 3 3 3 3 3 3 3 

Knowledge of Object 0 0 0 0 0 0 0 0 

Access to Object 10 10 10 10 10 10 10 10 

Tools 4 4 4 4 4 4 4 4 

Total 32 32 32 32 32 32 32 32 
 

 

5.1.3.3. Accessibility to other e-mail accounts 

 

Access via other e-mail accounts is a possible attack method if users choose to identify 

themselves for the purpose of password resets through e-mail authentication. Each portal site uses 

e-mail authentication methods like Table 17. Yahoo is immune to this attack because it only 

accepts cell phone authentication so email authentication is impossible. 

 
Table 14. E-mail Authentication 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Authentication 
Method 

Code URL Code URL Code - URL URL 

Open 
1st 

character 
All 

1st 

character 

1st 

character 
All - 1st character 2 characters 

 

 

The time required for attacks through access via other e-mail accounts depends on portal sites’ 

distribution of information to other accounts. Log-in attempts on the accounts used for this type 

of attack have the same possibility of success as normal log-in attacks on these sites. Because 

Nate and MSN make available the information of other accounts which transmit emails to them 

for identification, and it takes a short time to attack these portals, accessibility to other accounts is 

easier through them as attackers can attempt attacks on related accounts without assumption. 

Furthermore, for attacks via other accounts the attackers can use information they have obtained 

by themselves directly rather than though specific tools, so specialized security knowledge is not 

required.      
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Table 15. Attack Potential of E-mail Account attack 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed Time 3 1 3 3 1 - 3 3 

Expertise 0 0 0 0 0 - 0 0 

Knowledge of Object 0 0 0 0 0 - 0 0 

Access to Object 4 1 4 4 1  4 4 

Tools 0 0 0 0 0 - 0 0 

Total 7 2 7 7 2 - 7 7 
 

 

From the previous analysis of the possibility of successful attacks during password reset Step 1, it 

can be concluded that the possibility of successful attacks using accessibility from other e-mail 

accounts is higher than the other methods. Therefore, the possibility of successful attacks in 

password reset step 1 is the same as the possibility of successful attacks exploiting the 

accessibility from other e-mail accounts.  

 

5.2.4. Password reset – Step 2 

 
Until August 2013 korean portal sites had provided for identification processes that utilize social 

security numbers. However, they had not provided phase 2 authentication services. To compare 

the safety of Korean and overseas portal sites, this paper measured the possibility of successful 

attacks on identification processes through the collection of social security numbers or 

information to answer social security questions.  

 

Social security numbers are available to only a small number of people through distributors. The 

attackers who have obtained the social security numbers of attack targets can obtain their account 

information and receive their passwords from portal sites by forging or using them. It takes less 

than one week to attack targets, including searching for their IDs and checking their social 

security numbers and, furthermore, this attack can be easily carried out without specialist security 

knowledge.   

 

The overseas portal sites verify users through questions based on their experiences or behavior 

during account use. Although attackers can guess the answers after collating information about 

users readily available on the internet, it takes experts about one week to collect and analyze the 

information. Special tools for the attacks are not required. However, the answers to the questions 

are considered important information because it is information which is remembered and known 

without special effort. 

 
Table 16. Attack Potential of Password Reset-2nd Phase 

 

 
Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Elapsed Time 5 5 5 5 5 5 5 5 

Expertise 0 0 0 3 3 3 3 3 

Knowledge of Object 3 3 3 11 11 11 11 11 

Access to Object 4 4 4 4 4 4 4 4 

Tools 0 0 0 0 0 0 0 0 

Total 12 12 12 23 23 23 23 23 
 

 

5.2. Comparison and analysis of password authentication systems of portal sites 

based on the possibility of successful attacks  

 
The safety of password authentication systems of portal sites is compared and analyzed based on 

the possibility of successful attacks measured in the previous section. The table which finally 
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analyzed the possibility of successful attacks by step is as follow. Comparison of the safety by 

step of password authentication systems was analyzed that the safety of password reset Step 1 is 

lowest. It’s because the vulnerability in the log-in stage is frequently used in attacks while 

attackers can more easily obtain passwords when it is actually done. 

 
Table 17 Attack Score of Password Authentication Systems 

 
 Naver Nate Daum Google MSN Yahoo Facebook Twitter 

Membership 

Registration 
9 9 9 8 8 8 8 8 

Login 11 11 11 11 11 11 11 11 

Authentication 

phase 1 
7 2 7 7 2 9 7 7 

Authentication 

phase 2 
12 12 12 23 23 23 23 23 

 

A method to compare the safety of the Korean and overseas portal sites by step and strengthen 

them is as follow. The member registration stage can be found that the Korean portal sites are 

safer than the overseas ones because they limit the number of IDs. The possibility of successful 

attacks about attack scenarios of consecutive authentication attempts, key logging, and phishing 

was measured in the log-in stage. Key logging was analyzed to be all the same values in all the 

portal sites. The Korean portal sites and two of SNSs have found to be vulnerable to key logging 

attacks because they do not provide the methods which can respond to key logging attacks. The 

overseas portal sites can be found to be more vulnerable to consecutive authentication attempts 

than the Korean ones. It’s because Facebook, Twitter, Naver and Nate do not provide account 

lock services and their password strength is lower than that of the overseas portal sites. They 

should improve their password strength and provide the account lock services to complement this. 

Phishing attacks of Naver, Google, MSN, and Yahoo have found to be safer than Nate, Daum, 

Facebook and Twitter because they provide the technologies to respond to them. However, the 

Korean portal sites and Yahoo were analyzed that phishing sites can easily be built because their 

source codes are exposed. They need to make their source codes’ interpretation difficult to 

complement them and Naver and Daum should provide their own anti-phishing technologies.  

 

Because possible SMS wiretapping attacks in password resent step 1 are related to the safety of 

user smart phones, users can be safe from the applicable attacks as it is recommended to install 

vaccine in them. Complete enumeration attacks of authentication numbers could be found to be 

safe because the Korean and overseas portal sites all limit the number of input and transmission 

of authentication numbers. If specific users are targets of attacks, attackers can more easily obtain 

passwords than the log-in stage by utilizing the accessibility to them through other e-mail 

accounts of the authentication stage through the e-mails in password reset step 1. If other 

accounts registered by users are exposed, the time required can be more reduced than the cases 

that they are not opened. And if password strength of the registered accounts is lower than that of 

the accounts that users try to reissue, the attack level of difficulty get to be lower if attackers 

attack the applicable accounts. Therefore, Nate and MSN that other account information is 

exposed should improve the safety just by exposing the partial accounts.   

 

For the password reset step 2 service of the Korean portal sites, the authentication method which 

use social security numbers before Aug. 2014 was analyzed. As personal information leaks 

frequently occurred, the social security numbers are circulating the market. And attackers can 

easily obtain them. Therefore, password reset by attackers disguised as users had no major 

difficulties. The overseas portal sites are safer than the Korean ones as it is difficult for attackers 

to guess right answers because the information contents of users are not opened because they are 

based on the experiences that they just know.    
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6. CONCLUSION 

 
This paper analyzed the authentication systems of Naver, Nate, Daum, Google, MSN, and Yahoo, 

the main Korean and overseas portal sites, and clarified existing security threats and the security 

improvements necessary to remedy them, and analyzed the application of the security 

requirements which were drawn in each portal site to them. From the analysis of the password 

authentication systems of the Korean and overseas portal sites it was found that the Korean 

portals Naver and Nate are more vulnerable to complete enumeration attacks than the overseas 

ones because they do not provide account lock services. However, it was also found that the 

foreign portals did not provide a service blocking logins or the identification services from 

overseas, except Google. This may be because for users with malicious intent, the creation of new 

accounts is preferred over attempts to seize existing users’ accounts because the number of 

multiple IDs which can be created has no limit. However, because the motivation for attacks 

seizing users’ accounts is not only their acquisition for sending spam mails but also accessing the 

private user information they contain, protection against this should be improved. Furthermore it 

has been found that both Korean and overseas portal sites do not force users to make safe 

passwords. Because exploiting weak passwords is an attack method not only at log-in but also 

password reset step 1, all the portal sites should make creating safe passwords compulsory. The 

Korean portals should also improve the convenience of users who do not use their cell phones for 

authentication at password reset step 2 by using user behavior-based authentication methods or 

develop new methods as the overseas portal sites have done.    

  

This paper analyzed the entire process of password authentication on Korean and overseas portal 

sites, explained their potential security vulnerabilities, and proposed security-hardening solutions 

for each process. Moreover, it quantitatively compared and analyzed the safety of the password 

authentication systems of the major Korean and overseas portal sites by the creation and use of a 

standardized set of criteria to express the possibility of successful attacks. 
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ABSTRACT 

 
As the use of smart phones and tablet PCs has exploded in recent years, there are many 

occasions where such devices are used for treating sensitive data such as financial transactions. 

Naturally, many types of attacks have evolved that target these devices. An attacker can capture 

a password by direct observation without using any skills in cracking. This is referred to as 

shoulder surfing and is one of the most effective methods. There is currently only a crude 

definition of shoulder surfing. For example, the Common Evaluation Methodology (CEM) 

attack potential of Common Criteria (CC), an international standard, does not quantitatively 

express the strength of an authentication method against shoulder surfing. In this paper, we 

introduce a shoulder surfing risk calculation method that supplements CC. Risk is calculated 

first by checking vulnerability conditions one by one and the method of the CC attack potential 

is applied for quantitative expression. We present a case study for security-enhanced qwerty-

keypad and numeric-keypad input methods, and the commercially used mobile banking 

applications are analyzed for shoulder surfing risks. 

 

KEYWORDS 

 
Shoulder surfing attack, Attack potential, Security keypad   

 

1. INTRODUCTION 
 

As technologies such as the Internet, mobile, and wireless communications developed 

internationally, mobile devices became gradually smaller, and communications became faster. 

Accordingly, mobile devices evolved into the era of the smart phone, and users came to be able to 

develop various applications using open SDK (Software Development Kit) and then to use 

various contents. Referring to BOK (Bank of Korea) data, with the continued increase in the use 

of smart phones since the end of 2009, there were 37 million subscribers in South Korea by 

January 2014, and this growth has continued [1]. In addition to smart phones, the use of tablet 

PCs, too, has consistently increased, and there were about 650,000 subscribers as of January 2014 

[2]. As a result, as smart phones and tablet PCs with mobility, portability, and convenience 

become distributed smoothly and there is much usage, more people enter or process important 

information using the relevant smart devices. Accordingly, virus infection through spyware 

created in the PC environment, malware installation through illegal file downloads, MITM (man 

in the middle attack) that intercepts user information, keystroke logging attack, and attack using 

social engineering techniques have all moved to smart devices. These attack techniques mostly 

aim at financial applications that may cause an economic loss, and attacks mostly target a user's 

important password such as a certificate password or account transfer password. The number and 
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value of uses of mobile banking in the first quarter of 2014 were 27.6 million and 1.6634 trillion 

won, respectively, which were increases of nine thousand and about four hundred billion won 

respectively from the first quarter of 2013, and because it appears that usage will continue to 

increase consistently, careful attention among users is necessary [1]. In addition, in spite of an 

attempt to express shoulder surfing attack quantitatively by applying attack potential, it is 

erroneous to judge or measure the rating of attack potential in detail based on the elements of 

attack potential of existing CEM (Common Evaluation Methodology). This is because existing 

methodology does not include attack elements reflecting the characteristics of shoulder surfing 

attack. So there currently exists no standard by which the tolerance to shoulder surfing attack on 

the password input scheme can be judged. 

 

Thus, this study proposes an attack potential that adds the attack elements through which attack 

potential of shoulder surfing attack can be judged to existing elements of attack potential on the 

password input scheme. In addition, as cases of the application of the proposed attack potential, 

with the password input scheme of the mobile banking applications provided in the market as 

subjects of analysis, this study analyzes the status of safety to determine whether the security 

keypads of mobile banking applications are safe from shoulder surfing attack. 

 

2. RELATED WORK 

 
2.1. Shoulder Surfing Attack and Password Input Scheme 

 
Shoulder surfing attack refers to peeping around a user who is logging in or looking at sensitive 

information, without their awareness, when the user uses specific devices (smart phones, laptops, 

or PDAs) at an office, crowded shopping mall, airport, or coffee shop [3]. Thus, shoulder surfing 

attack is a powerful and effective means of attack for clearly observing the user password. In 

response to this, studies have been carried out in order either to develop an input scheme that 

allows users to enter their password behind their smart phones so that they are safer from 

shoulder surfing attack than with the existing password entry methods or to design and implement 

a method using a CoverPad to prevent information leak by attacks such as peeping when the users 

enter their password by the touch screen method [27][31]. In particular, the study that after 

standardized modeling of the shoulder surfing attack that is difficult to express by 

standardization, using a method like CPM-GOMS model, which can express it quantitatively and 

reviewed and tested the usability and safety of the qwerty keypad is one of the standardized 

studies related to shoulder surfing attack [26].  Xiaoyuan Suo et al. proposed that a password that 

a Web or smart phone user should enter for user authentication can be divided into a text-based 

one and a picture-based one [4]. The text-based password refers to an alphanumeric one 

consisting of numbers and characters while a picture-based password is divided into a perception-

based one in which a user selects or passes one of the sets of passwords selected and registered in 

the procedure of password registration and a memory-based one in which a user is asked to copy 

or reproduce the picture created or selected by the user from among sets of pictures following the 

procedure of password registration. Both types of passwords aim to generate a password that the 

user can memorize easily and that has high security. While password generation in terms of 

security and usefulness is important, existing studies that analyzed the qwerty keypads used by 

current mobile banking applications report that the current qwerty keypads are exposed to the 

problem of the possibility of abuse by keystroke logging drawing random layouts through 

stochastic analysis [18], and thus the password security is under threat. Most studies suggest as 

alternatives to this to propose the use of a type of picture-based password as a substitute for the 

current security keypad [24]. Focusing on human memory and security, the picture-based 

password aims to increase the memorability of the password and, at the same time, increase 

security. Picture-based passwords can be concretely divided into three types: memory-based, 

perception-based, and memory-based with a clue. These picture-based passwords satisfy both 
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usefulness and security and are intended for a design safe from several password attacks [25]. 

However, even if one uses the picture-based password, because of the characteristics of picture-

based passwords, there are both safe and unsafe passwords in the case of shoulder surfing attack. 

First, Sobrade and Birget and Man et al., who proposed a graphical password as one of the types 

of perception-based picture passwords, argued that the graphical password would be safe from 

shoulder surfing attack since it is more difficult for an attacker to be able to recognize it as 

compared with existing text-based passwords [5][6], and Real User Corporation proposed that the 

Passface password, in which a user registers pictures of four faces in advance and chooses those 

four pictures from among nine pictures of faces for user authentication, would be safer than 

existing text-based passwords from shoulder surfing attack [7]. However, the above picture-based 

password has suitability problems when it comes to the essential characteristics of a password, 

which must be easy for the user to remember: e.g., one deficiency is that the user has to remember 

the character string value given to the image or has to memorize the pictures of the four pre-

registered faces. Secondly, in a memory-based picture password, Jermyn et al. proposed the 

Draw-A-Secret (DAS) method of authentication in which a user draws simple pictures on a 2D 

grid, saves them in order, and then draws them in the same order for successful authentication [8]. 

And Goldberg et al. proposed the Passdoodle technique, in which a user draws pictures or writes 

characters randomly on a touch screen [9], and Blonder designed a scheme in which a password is 

generated by a user clicking on several positions of an image and proposed the Passlogix 

password technique of authentication by clicking on several positions in the same way to receive 

authentication [10]. All three password techniques were designed to possess greater resistance 

capacity against shoulder surfing attack than existing text-based passwords, but DAS, when used 

on a device with a large screen, may be vulnerable to peeping just as with existing shoulder 

surfing attack, and Passdoodle and Passlogix are not suitable for easy recall of password, as was 

the problem with perception-based picture passwords. So these might all lead to problems with 

users not being able to remember their password. In addition, both types of picture-based 

passwords were designed to be safe from shoulder surfing attack, but in user feedback, when 

checking whether the password a real user entered by drawing a picture was entered correctly, the 

process for validating the password entered before coding or the process of drawing a picture 

slowly because of unfamiliarity with password input may be exposed to shoulder surfing attack, 

and this has a weak point similar to that of existing text-based password schemes. Table 1 can be 

expressed as the schemes described above are features of the password entry.  

 

Consequently, studies to increase security of password schemes, to design safe passwords, and to 

facilitate a user in remembering the password have consistently been carried out, but developing a 

password scheme to maintain the balance between safety and usability has been lacking, and there 

is the problem of vulnerability to shoulder surfing attack. Also, most studies of password schemes 

until now have depended simply on the password itself without mentioning detailed attack 

elements regarding shoulder surfing attack. To supplement and improve these points, criteria for 

judging the status of safety from shoulder surfing attack of password input schemes that have not 

been presented in existing studies are necessary, and for this purpose, the methodology of attack 

potential to be introduced in the following will be used. 

 

2.2. Attack Potential 

 
To draw safety criteria for the password input scheme from shoulder surfing attack, this section 

will follow the methodology of attack potential in the CC (Common Criteria) that previously 

presented standards so that the status of attack on specific targets such as smart cards or H/W 

devices can be quantitatively recognized. Attack potential refers to a function of expertise, 

resource, and motivation presented by CEM in the CC and consists of elapsed time, expertise, 

knowledge about a target of attack, period of easy exposure to attack, and equipment, and 
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quantitatively demonstrates the attack potential of the target of attack by assigning values to each 

element [23]. 

 
Table 1. Password input scheme and possible attacks [11] 

 

Password input scheme Input Method User Usability Possible Attacks 

Text-

based 

password 

Alphanumeric 

password 

Input text and 

number using 

keyboard 

Problem that 

making a password 

easy to remember 

reduces security 

Brute force 

attack, Dictionary 

attack Guessing, 

Malicious 

program, 

Shoulder surfing 

attack 

Picture-

based 

password 

Graphical 

password 

Click a specific 

position of the picture 

registered in advance 

or enter a specific 

code passing a few 

pictures 

Problem that it is 

difficult to 

remember when 

there are many 

other pictures 

presented together 

Brute force 

attack, Guessing, 

Malicious 

program 

Passface 

Register 4 pictures of 

face and select in 

authentication 

Problem that 

pictures like face 

with characteristics 

are easy to 

remember, but they 

are predictable 

Dictionary attack, 

Brute force 

attack, Guessing, 

Shoulder surfing 

attack 

Draw-A-Secret 

(DAS) 

Draw and register 

simple pictures on a 

2D grid, and draw 

them again in order in 

authentication 

Problem that it is 

difficult for the user 

to remember the 

order of drawing 

Guessing, 

Dictionary attack, 

Shoulder surfing 

attack 

Passdoodle 

Draw a picture 

randomly using a 

stylus on the touch 

screen or enter a text 

Easy or difficult to 

remember 

depending on what 

pictures the user 

draws 

Guessing, 

Dictionary attack, 

Shoulder surfing 

attack 

Passlogix 

Touch specific parts 

of a picture in the 

assigned order for 

authentication 

Problem that it is 

difficult to 

remember perfectly 

Guessing, 

Brute force 

attack, Shoulder 

surfing attack 

 
The range of the sum of the calculated attack potential values can be expressed using the sub-

ranges  “0–20,” “20–30,” “30–34,” “over 34,”  with higher knowledge about the target of attack 

being accumulated, and with high attack potential, the attacker has high attack potential.  By 

contrast, lower values mean that the attacker has lower attack potential for the target of attack and 

has lower attack potential. 
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Table 2. Attack potential using CEM 

 
Attack Potential 

Elements Description Standard Value 

Elapsed time 

The sum of time taken for an attacker to 

detect and develop a weak point that may 

exist in a target of attack and make an effort 

required for the attack of the target 

Within 1 day 0 

Within 1 week 1 

Within 2 weeks 2 

Within 1 month 4 

Within 2 month 7 

Within 3 month 10 

Within 4 month 13 

Within 5 month 15 

Within 6 month 17 

Over 6 months 19 

Expertise 
General level knowledge about the type of 

product or attack method 

Layman 0 

Proficient 3 

Expert 6 

Multiple expert 8 

Knowledge 

about target of 

attack 

Detailed specialized knowledge related to 

the target of attack 

Public information 0 

Restricted information 3 

Sensitive information 7 

Critical information 11 

Period of easy 

exposure to 

attack 

Period (chance) related to elapsed time, 

when an attacker can approach the target of 

attack 

Unnecessary/Unlimited 

access 
0 

Easy access 1 

Moderate access 4 

Difficult access 10 

Equipment 

An attacker can use equipment to detect or 

take advantage of vulnerability of the target 

of attack, which is related to specialized 

knowledge, so the attacker with high 

specialized knowledge can use equipment 

with high attack potential. 

Standard equipment 0 

Specialized equipment 4 

Customized equipment 7 

Complex customized 

equipment 
9 

 

However, the attack potential presented in CEM has limitations in that it does not include or meet 

attack elements necessary to quantify shoulder surfing attack, one of the attack methods for the 

password input scheme, nor does it judge the status of safety, and so it is not suitable for 

evaluating shoulder surfing attack. For this reason, existing attack potential possesses two 

problems: difficulty in judging the status of safety from shoulder surfing attack in a password 

input scheme and lack of reasonable criteria for calculating the attack potential of shoulder 

surfing attack. 
Table 3. Vulnerability level of attack potential 

 
Range of value Attack potential 

0–20 Low 

20–30 Medium 

30–34 High 

Over 34 Very High 
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3. SHOULDER SURFING ATTACK MODELING 

 
3.1. Necessity of Formalized Attack Modeling 

 
Various attack techniques on passwords have been presented in various ways. Table 1 shows the 

methods of attack and user usability possible for the above-mentioned picture-based password 

and text-based password. Various password-related attack methods have continued to be 

developed and executed until now. These include a) a keystroke logging attack that obtains 

coordinate information when the password the user enters is transferred to the server by inducing 

the user to install a malicious program to detect the password, b) an exhaustive search attack to 

detect user password by attempting all possible combinations of password, or c) a dictionary 

attack that can detect the key at considerably high probability when applied to a real situation by 

creating values that may be user key as a huge  dictionary.  Of them, shoulder surfing attack is 

possible with all password input schemes, as can be seen in the details presented in Table 1 [11]. 

This is because shoulder surfing attack can obtain relevant information by obtaining user 

information directly through peeping. 

 

However, since shoulder surfing attack is one of the ergonomic aspects such as human 

perception, cognition, viewing angle, and memory, unlike with the other attack methods 

mentioned, there has been difficulty in quantitative expression. However, if quantitative 

expression is made possible through formalized modeling of threats and attack environments of 

attack conditions of shoulder surfing attack, a value of attack potential can be set for a shoulder 

surfing attack on a particular password input scheme so as to quantify that, and through the 

corresponding figures, whether the shoulder surfing attack on the password input scheme is safe 

can be determined. As seen in the cases of analysis applying attack potential to a specific target 

such as a smart card, ATM device, POI, or H/W device, the status of the attack potential can be 

judged by presenting the attack target's attack potential rating as scores [28][29][30]. However, in 

the above cases, as mentioned, there is a critical point in that it is difficult to present the attack 

elements in shoulder surfing attack using the elements of existing attack potential, so the 

following requirements should be drawn. 

 

3.2. Drawing and Analyzing Requirements for Formalized Attack Modeling 

 
This section lists the following attack elements to present standards for showing attack potential 

of shoulder surfing attack on the password input scheme and suggests standard values. Each 

standard value presented in each element was estimated, reflecting the characteristics that can be 

adjusted according to the type of technology and specific environment as described in the CEM 

document [23]. The attack potential of each element was classified into four values (1, 4, 7, 10), 

as with the CEM values, and the intervals of 3 points are differential values according to the 

characteristics described in the below attack elements, which aim to give distinction to the 

impacts of each element on shoulder surfing attack. This is a result of the use of the 

characteristics of attack potential that may be estimated differently according to the environment 

of the assessor who judges the tolerance of shoulder surfing attack on the password input scheme 

as well as the state of possible abuse. 

 

3.2.1 Perception and recognition 

 
In general, people go through processes of perceiving and recognizing texts (characters and 

numbers). As these processes are necessary and important elements in peeping over the shoulders 

at a user's important information, an attacker needs the ability to perceive and recognize the user's 

entering motions fast and accurately. The processes have a few common characteristics: first, 

recognition of a certain amount of texts in a given time. An English user can usually read and 
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recognize sentences at a speed of 360 words per minute on average; that is, 6 words per second, 

which takes approximately 50 milliseconds [19]. Second, the sensory organs necessary for 

perception and recognition and the storing capacity for remembering this. One should remember 

the texts obtained through the processes of perception and recognition for a short time, which is 

called short-term memory and refers to memory that keeps one's experiences in one’s 

consciousness for several seconds. Miller argued that the memory capacity of humans is 7 ± 2 

items [32], and in a later study, he insisted that they memorize things in chunks, for example, they 

memorize  about seven numbers, about six characters, and about five words as a chunk and 

immediately memorize what they need, dividing this into detail [33]. Since short-term memory 

carries out storing, perceived information can be said to be an important part of success in 

shoulder surfing attack, and so the capacity of short-term memory in an attack should be 

considered sufficiently. Lastly, the items stored in the above-described short-term memory may 

last for a short time or not be moved to long-term memory simply because of the lapsing of time 

and be forgotten within a short time. At this time, the recall rate for the items presented first may 

exhibit a high recency effect, which may act as important elements of how efficiently the attacker 

recalls the information peeped over the shoulder [12].  

 

Consequently, when the user enters the password through the security keypad, the shoulder 

surfing attacker may obtain the user password through processes of perception and recognition 

only by his or her own sensory organs. Thus, the time taken for the attacker's perception and 

recognition should be shorter than that taken by the user between the input of the first password 

and that of the last one for a successful shoulder surfing attack. The existing GOMS-based model 

was used for user interface modeling and assumes perception, recognition, and behavior 

manipulations and predicts the run time through the critical path. As shown in the STM-GOMS 

study that applied this to shoulder surfing attack, the time, including the standby time such as that 

for the movement of an eye and a finger, is approximately 5.8 sec (5,840 msec.) while the total 

time of the input is approximately 5.3 sec (5,280 msec.). Regarding this, the time taken for the 

attacker's perception and recognition, including the movement of the eye that looks at the key the 

user presses, is 180 msec., the total time the attacker waits for the user's input during the total 

execution time is approximately 2.5 sec (2,510 msec.), and the time of the attacker's actual attack 

is approximately 2.8 sec (2,820 msec.) [19]. In this way, if the attacker's actual attack time is 

shorter than the total time of the user's input of password, shoulder surfing attack can be 

successful, and attack potential may appear, depending on the attacker's time of actual attack. 

 
Table 4. Attack potential about perception and recognition 

 
Perception and Recognition Time Value 

Over 5.8 sec. 1 

4.8–5.8 sec. 4 

3.8–4.8 sec. 7 

2.8–3.8 sec. 10 

 

3.2.2 Screen angle 

 
People generally gaze at the screen of a smart phone reflected by light or from a looming and 

invisible angle. The angle from which they can see the contents of the screen best is when the 

screen is located horizontally and forms a 90° angle with the user's gaze—when the user is 

located as in Fig. 1—and the range of a total of 270°, excluding 315 to 45° hidden by the body, is 

the angle from which he or she can peep at the information on the screen through shoulder surfing 

attack [13]. 
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Figure 1. Horizontal angle of screen 

 
A total of 270° can be said to be the angles from which the attacker can peep best. The 360° 

around the user are divided by 45°, and the angles in bilateral symmetry are evaluated as the same 

from 180°. In the horizontal angle between 0 and 45° (315 and 360°), from which the user looks 

at the screen, the screen is hidden by the user, so the attacker cannot see the screen, and thus it is 

judged that there is no attack potential. In the angle between 45 and 90° (270 and 315°), though 

oblique, the attacker can see the screen from an angle almost similar to that of the user, so he or 

she can see the character or number entered in the correct direction. Thus, at this time, there is the 

highest attack potential, and in the angle between 90 and 135° (225 and 270°), the attacker 

recognizes the character or number entered on the screen inclined 90° or more in the opposite 

direction, so it is more difficult for him or her to recognize the character or number as compared 

with at 45°. Thus, there is moderate attack potential in the relevant angle. Lastly, in the angle 

between 135 and 180° (180 and 225°), everything looks upside down when the attacker sees the 

screen, so it is difficult to judge the information entered within a short time, and thus this angle is 

judged to have the lowest attack potential. 

 
Table 5. Attack potential about angle of screen 

 
Screen Angle Value 

0–45 (315–360) degrees 1 

135–180 (180–225) degrees 4 

90–135 (225–270) degrees 7 

45–90 (270–315) degrees 10 

 

3.2.3 Field of view  

 
The maximum bevel angle from which a person can see the contents displayed on the screen by 

looking normally is called the FOV (field of view) [14]. Human eyes have an FOV of 0º in the 

direction of the nose, 95º in the outer direction, 0º in the upper direction, and 75º in the downward 

direction; and more specifically, they can be expressed by horizontal vision and vertical sight. 

First, horizontal vision can be shown as in Fig. 2, and the central vision, the very middle part, is 

called binocular vision. The FOV of binocular vision is about 0º in both the left and right 

directions, and since reading skills tend to decrease if it exceeds the relevant angles, one should 

form the FOV within in the angle of binocular vision to read texts or symbols accurately. 

The image cannot be display ed. Your computer may  not hav e enough memory  to open the image, or the image may  hav e been corrupted. Restart y our computer, and then open the file again. If the red x still appears, y ou may  hav e to delete  
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Figure 2. Horizontal FOV as seen by a man 

 
Vertical sight can be shown as in Fig. 3, and in a seated and comfortable position for seeing, 

while relieving eye tension, about 15º becomes the plain sight downward, and in a standing 

position, 10º downward is the general sight. A total of 120 degrees, up to a maximum angle of 50º 

upward and up to 70º downward, are the upper and lower FOVs, respectively [15].  

 

 
 

Figure 3.  Vertical FOV as seen by a man 

 
As such, a person's vision can decipher texts and symbols within the FOV range of the horizontal 

plane and the vertical plane. The optimal FOV is when 50 to 60º on the horizontal plane and 10 to 

15º downward on the vertical plane are formed, and at this time, a sight most efficiently viewed 

by shoulder surfing attack is formed. Attack potential values can be shown as follows: 

 
Table 6. Attack potential about the FOV 

 

FOV (Field of View) 

Horizontal FOV Vertical FOV Value 

Over 104 degrees Over 70 degrees 1 

30–104 degrees 30–70 degrees 4 

0–30 degrees 15–30 degrees 7 

0–5 degrees 0–15 degrees 10 

 

3.2.4 Space and distance with legibility 

 
The attacker should keep an appropriate distance from the target of attack and at the same time 

maintain the optimum distance possible for shoulder surfing attack. This should be done 

considering personal space and ability to recognize characters (their legibility). 

 

3.2.4.1 Personal space 

 
A personal space refers to the one that a person considers unconsciously to be his or her own 

domain. Most people give value to their own personal space, and when someone encroaches on it, 

they feel psychological discomfort, get angry, or alert the other person. This personal space 

includes intimate distance, personal distance, social distance, and public distance, shown as Fig. 4 

below [16]. The intimate distance refers to the one between lovers, children, and parents; the 
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personal distance, to the relationship between close friends; social distance, to the practical 

human relationship; and public distance, to the one in speeches or lectures. In shoulder surfing 

attack, the most important position and distance between the user and the attacker are determined 

within the range of the personal space that the user recognizes.  

 

 
 

Figure 4. Personal space 

 
Thus, when the user and the attacker are in the intimate distance (the closest distance), text 

legibility becomes optimum and the highest attack potential can be formed. In contrast, if they are 

located at the farthest distance (the public distance) the lowest attack potential may be formed, 

and the value of attack potential can be given accordingly. 

 
Table 7. Attack potential about personal space 

 
Personal space Value 

Public distance 1 

Social distance 4 

Personal distance 7 

Intimate distance 10 

 

3.2.4.2 Text legibility 

 
People fix their eyes, looking at a particular thing or object for a short time, and recognize or 

perceive the form through that. The measure of recognition of a letter or character is called 

legibility, and they have the ability to read legible characters or numbers through their gaze. A 

monitor is usually farther than the normal reading distance (30–35 cm), so the size of characters 

should be larger. It should be at least 10 pt., and from 11 pt. to 14 pt. is the size that the user can 

read comfortably [17]. Even the same font may have different legibility and preference depending 

on its size, and physical conditions such as sight may affect it, so text legibility should consider 

various complex factors. Other factors that may affect legibility include font, text size, 

background color, text color, method of presentation, illuminance, sight, age, and text interval 

[20]. Of these, the minimum size of a character according to sight distance is shown in Table 8, 

and when it meets the minimum size at each distance, inconvenience of legibility reaches the 

minimum. With regard to text size depending on sight, as shown in a comparative study of 

legibility in which there was the biggest difference in the minimum text size about 15 pt when 

there is a difference about 4 times, the sight distance is one of the most important factors 

impacting legibility [21], and the sight distance may be determined within the range of the above-

presented personal space. Moreover, it turned out that numbers were more legible than characters 

and that under bright light, the minimum legible text size was a little smaller than under dull light 

[22].  

 

The image cannot be display ed. Your computer may  not hav e enough memory  to open the image, or the image may  hav e been corrupted. Restart y our computer, and then open the file again. If the red x still appears, y ou may  hav e to delete the image and then 

insert it again.



Computer Science & Information Technology (CS & IT)                                   103 

 

Table 8. Minimum text size according to sight distance 

 

Sight Distance Minimum Size of Character 

20cm 1.4mm 

30cm 2.1mm 

40cm 2.8mm 

 

In addition, the younger the subject was, the better the legibility of characters and numbers was, 

and when the sight distance was 50 cm and 200 cm, appropriate legible characters were 8 pt. to 

22 pt. for those in their 20s and 14 pt. to 32 pt. for those in their 60s [20]. The font size was 

related to the screen size, and when it is assumed that the font size of the qwerty keypad provided 

in the current mobile banking applications is approximately 9 to 10 pt, characters in the same font 

size looked larger in proportion to the screen size in the following order: Galaxy Note3 (5.68 

inch), Galaxy S5 (5.1 inch), Galaxy S4 (4.99 inch), and iPhone 5S (4 inch). This means that fonts 

on smart phones with a larger screen size looked larger than the same ones on smaller smart 

phones, which led to better legibility. This also means that the font size that has the greatest 

impact on legibility may differ depending on the smart phone device the user uses, and at the 

same time, using a smart phone with a larger screen size leads to better legibility, although it may 

be more vulnerable to shoulder surfing attack. Consequently, attack potential for legibility can be 

shown according to the screen size of the smart phone the user uses.  

 
Table 9. Attack potential about legibility 

 
Legibility Value 

Screen size 

4–4.5 inches 1 

4.5–5 inches 4 

5–5.5 inches 7 

5.5–6 inches 10 

 

3.3. Proposed Attack Potential 

 
The proposed method adds the points of shoulder surfing attack to the existing attack potential 

measurement matrix since the existing measurement methods do not consider it. Thus, the 

classification of the rating of attack potential followed the system of the existing CEM as much as 

possible, as described below in this paper. The proposed attack potential can be shown as in Table 

10. This added the condition of attack elements that can judge the attack potential tolerance of 

shoulder surfing attack to the existing attack elements. By doing so, the existing attack potential, 

which was not able to judge the attack potential tolerance of the shoulder surfing attack on the 

password input scheme, could be improved and supplemented. Moreover, it added shoulder 

surfing attack to the attack potential of attacks on several existing password input schemes, 

allowing us to demonstrate the attack potential rating of shoulder surfing attack. 

 

This can be shown through the sum of the elements as low (0–30), medium (30–45), high (45–

60), and very high (over 60), and as the sum of these values is high, the conditions that can make 

shoulder surfing attack succeed are met to the maximum. Using this, it can be judged that when 

attack potential of shoulder surfing attack falls within the “low” range at 0 to 30 points, it 

indicates that the probability of success in shoulder surfing attack is the lowest, while in contrast, 

when attack potential is over 60 points, in the range of “high or above,” it can be judged that the 

probability of success in shoulder surfing attack is the highest. This reflects the relative difference 

in vulnerability to shoulder surfing attack according to attack elements, which may be changed by 

the assessor, depending on the specific environment or conditions used in the attack. 
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Table 10. Proposed attack potential 

 
Attack potential 

Elements Value 

Elapsed time 

Within 1 day 0 

Within 1 week 1 

Within 2 weeks 2 

Within 1 month 4 

Within 2 months 7 

Within 3 months 10 

Within 4 months 13 

Within 5 months 15 

Within 6 months 17 

Over 6 months 19 

Specialized knowledge 

Layman 0 

Proficient 3 

Expert 6 

Complex expert 8 

Knowledge about target of attack 

Public information 0 

Restricted information 3 

Sensitive information 7 

Critical information 11 

Period of easy exposure to attack 

Unnecessary/Limitless access 0 

Easy access 1 

Moderate access 4 

Difficult access 10 

Equipment 

Standard equipment 0 

Specialized equipment 4 

Customized equipment 7 

Complex customized equipment 9 

Perception and Recognition Time 

More than 5.8 sec. 1 

4.8–5.8 sec. 4 

3.8–4.8 sec. 7 

2.8–3.8 sec. 10 

Screen Angle 

0–45 (315–360) degrees 1 

135–180 (180–225) degrees 4 

90–135 (225–270) degrees 7 

45–90 (270–315) degrees 10 

Field of View 

Over 104 degrees Over 70 degrees 1 

30–104 degrees 30–70 degrees 4 

0–30 degrees 15–30 degrees 7 

0–5 degrees 0–15 degrees 10 

Personal space 

Public distance 1 

Social distance 4 

Personal distance 7 

Intimate distance 10 

Legibility 

4–4.5 inches 1 

4.5–5 inches 4 

5–5.5 inches 7 

5.5–6 inches 10 

 

As a result, through the proposed attack potential, the attack potential rating to which shoulder 

surfing attack has been added can be judged along with the existing general password attack 

potential rating. If the proposed attack potential is applied to the qwerty keypad of the mobile 

banking applications in the market, the attack potential of shoulder surfing attack can be 

quantitatively known and accordingly, the attack potential rating can be known. Through relevant 

rating, the fact that the mobile banking applications of financial institutions are relatively more 

vulnerable to shoulder surfing attack can be understood. For this, the parts vulnerable to shoulder 

surfing attack, such as user feedback and the feedback offer time dealt with in the following 
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section, should be supplemented and improved upon or a picture-based password with excellent 

user convenience and security should be developed so that users can be safe from several types of 

password attack including shoulder surfing attack. In addition, the security of the applications that 

can perform finance-related operations, such as mobile banking applications, should be higher 

than for other applications, and as well, their users' security consciousness should be higher. For 

this, the attack techniques that could not be expressed quantitatively, such as shoulder surfing 

attack, can be shown using exact figures, through which users can understand which security 

keypads provided by mobile banking applications of financial institutions are safe from shoulder 

surfing attack, and thus security consciousness about shoulder surfing attack can be perceived and 

improved. 
Table 11. Vulnerability rating of the proposed attack potential 

 
Range of Value Attack Potential 

0–30 Low 

30–45 Medium 

45–60 High 

Over 60 Very high 

 

4. ANALYSIS OF VULNERABILITY BY SECURITY KEYPAD 

 
4.1 Analysis of Secure Keypad Vulnerability 

 
This section will analyze the safety of security keypads—the qwerty keypad and the number 

keypad—provided by current mobile banking applications in South Korea, and determine and 

analyze weak points that facilitate shoulder surfing attack. Currently, most major financial 

institutions (banks, securities, insurance companies) ask the user to enter a password for an 

account and certificate or important information such as a security care number whenever he or 

she carries out financial tasks using a mobile banking application. Both the qwerty keypad and 

number keypad attempt to achieve security through random keypad layout, but random layout 

with small probability values and user feedback for confirming the password the user entered 

have security problems vulnerable to shoulder surfing attack. 

 

4.1.1 Random Layout 

 
4.1.1.1 Random layout of qwerty keypad 

 

 
 

Figure 5. Qwerty keypads provided by the mobile banking applications of financial institutions in the 

Republic of Korea 

 
In entering the certificate password on mobile banking applications, the user uses a security 

keypad, the qwerty keypad, and they generate 1 to 2 blanks randomly on each line of the qwerty 

keypad for safe input. But the number of cases of the positions in which a blank may be generated 

can be calculated, so the randomness of the blanks can be analyzed in terms of probability.  
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Table 12. The values of probability for the key layout of a qwerty keypad [18] 

 

 
� � � � � � � � � � � 

First 
1 100 1 10 2 20 3 30 4 40 5 50 6 60 7 70 8 80 9 90 0 100 

 
2 90 3 80 4 70 5 60 6 50 7 40 8 30 9 30 0 10 

 

Second 
q 100 q 10 w 20 e 30 r 40 t 50 y 60 u 70 i 80 0 90 p 100 

 
w 90 c 80 r 70 t 60 y 50 u 40 i 30 o 20 p 10 

 

Third 

a 100 a 20 a 2.2 s 6.6 d 13.3 f 22.2 j 13.3 k 6.6 l 2.2 l 20 l 100 

 
s 80 s 35.6 d 46.7 f 22.2 g 55.6 h 53.4 j 46.7 k 35.6 k 80 

 

  
d 62.2 f 46.7 g 33.3 h 22.2 g 33.3 h 46.7 j 62.2 

  

Fourth 
z 100 z 14.3 x 28.6 c 42.9 b 42.9 n 28.6 m 14.3 m 100 

   

 
x 85.7 c 71.4 v 57.1 v 57.1 b 71.4 n 85.7 

    
 

As in Fig. 5, a keypad layout consisting of a total of 11 blanks on each line may be generated. 

Lines 1, 2, and 4 consist of 10 keys and 1 blank: 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10; q, w, e, r, t, y, u, i, 

o, and p; and z, x, c, v, b, n, and m. Line 3 consists of 9 keys and 2 blanks: a, s, d, f, g, h, j, k, and 

l. The attacker can calculate the values of the key distribution in which each key may be located 

through probability analysis [18], and using the relevant probability values, he or she can infer the 

key in the position of the observed input by probability and learn the qwerty keypad layout to 

carry out a shoulder surfing attack. 

 

4.1.1.2 Random layout of number keypad 

 
The number keypad used mainly to enter an account password or security card number consists of 

a random configuration of 10 number keys so that it can be safe from attacks such as keystroke 

logging. Also, numbers are encrypted with an asterisk (*), so even if an attacker intercepts it 

midway through, he or she will not be able to recognize them since they will have been 

encrypted. Unlike the qwerty keypad analyzed above, the number keypad possesses high 

randomness, so it is difficult to infer 10 digits that consistently change. 

 

 
 

Figure 6. Random number keypad 

 
As a result, the number keypad is designed with high security in mind, but the 10 number keys 

are completely randomly mixed, so the user has to find the right number to press, which leads to 

the inconvenience of the process taking a longer time. This deteriorates the user convenience but  

improves safety for attack models such as keystroke logging and MITM attack. But just like when 

using 4 digits, which are short and vulnerable to peeping, it is useless for preventing attacks such 

as shoulder surfing attack, which obtains passwords by observing the user's direct input. 
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4.1.2 User feedback and time of feedback 

 

 
 

Figure 7. User feedback provided by qwerty keypads 

 
In mobile banking applications in South Korea, security keypads have feedback processes to 

confirm the password the user entered, and in the processes, there are security weak points that 

encourage  shoulder surfing attack. Both qwerty keypads and number keypads code passwords so 

that the keys entered are not seized by an attacker in the middle of a transmission to the server 

when the user touches the keypad to enter a password (that is masked using an asterisk), which is 

displayed before coding in order to check whether he or she entered it correctly. At this time, the 

suggested feedback time should consider convenience so that the user does not have any 

difficulty in entering and confirming his or her password, and at the same time, its security should 

be balanced so that it is safe from attack techniques such as shoulder surfing attack. However, 

since several of the security keypads of mobile banking applications continue displaying the text 

that the previous user entered without any time limit when they provide feedback about the values 

entered, the user's convenience increases, but there exists the problem that the attacker can see the 

text the user entered in plain text by just looking at the text provided as feedback without having 

to look at the key the user presses, resulting in lowering security. 

 
Table 13. Time and method of user feedback for the mobile banking applications provided by each 

financial institution 

 

 
Financial 

Institution 

Password input 

keypad 
Encryption 

Feedback 

Method 

Feedback 

Time 

Shoulder 

Surfing Attack 

Mobile 

Banking 

Application 

Bank A 
qwerty keypad/ 

number keypad 
O 

Keep the last 

letter in plain 

language 

Unlimited 

Possible during 

plain language 

feedback 

Bank B 
qwerty keypad/ 

number keypad 
O 

Keep the last 

letter in plain 

language 

Unlimited 

Possible during 

plain language 

feedback 

Bank C 
qwerty keypad/ 

number keypad 
O 

Keep the last 

letter in plain 

language 

Unlimited 

Possible during 

plain language 

feedback 

Bank D 
qwerty keypad/ 

number keypad 
O 

Keep the last 

letter in plain 

language 

Limited 

Possible during 

plain language 

feedback 

Bank E 
qwerty keypad/ 

number keypad 
O 

Keep the last 

letter in plain 

language 

Limited 

Possible during 

plain language 

feedback 

Bank F 
qwerty keypad/ 

number keypad 
O None None 

Possible while 

entering 

password 
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4.2 Application and Analysis of Attack Potential for Mobile Banking Security 

Keypad 

 
To determine the amount of the attack potential current mobile banking security keypads have for 

shoulder surfing attack, based on the following attack scenario, attack potential of the above 

proposed shoulder surfing attack is drawn . The proposed attack scenario is composed assuming 

the conditions under which shoulder surfing attack can be most powerfully carried out and 

successful. 

 ◇ Attack Scenario (1) 

The user and the attacker located at a close distance. 

The user using Galaxy Note3. 

The attacker is presumed to be the user’s close acquaintance. 

The attacker in a low age group. 

The attacker having learned random layout of qwerty keypad. ◇ Attack Scenario (2) 

The user and the attacker located at a personal distance. 

The user using Galaxy S5. 

The attacker is presumed to be the user’s close acquaintance. 

The attacker in a low age group. 

The attacker having learned random layout of qwerty keypad. ◇ Attack Scenario (3) 

The user and the attacker located at a close distance. 

The user using Galaxy S5. 

The attacker is presumed to be the user’s close acquaintance. 

The attacker in a low age group. 

The attacker having learned random layout of qwerty keypad. 

 
The user does not have great apprehension about an acquaintance's approach to an adjacent 

position, so the attacker can attain the position and distance with the best legibility, and also, the 

user uses Galaxy Note3 with the largest screen size, so in terms of legibility, there is the optimum 

condition for shoulder surfing attack. In addition, through learning random layout, the attacker is 

familiar with the key layout, so the attacker easily recognizes and perceives them when the user 

uses 8 digits, the minimum requirement for a password. If values of the proposed attack potential 

apply, vulnerability to shoulder surfing attack can be demonstrated quantitatively. Attack 

potential values for mobile banking applications for each financial institution are provided in 

Table 14.  

 

This is a setting of the values of attack potential according to attack scenario, and there were no 

differences in the values for elapsed time, specialized knowledge, knowledge about the attack 

target, and period to easily be exposed to attack and equipment, which are the existing elements 

of attack potential. And this is because the elements that might greatly affect shoulder surfing 

attack, such as one using a recording device, were not taken into account. However, if an attacker 

invests much time (elapsed time) in an attack to increase the success rate of his or her shoulder 

surfing attack, acquires the characteristics of the mobile banking keypad of each bank, and builds 

on specialized knowledge, the scores of the existing elements of attack potential may occur in 

several forms. So the existing elements of attack potential, also, should not be omitted.  

 

In the proposed elements of attack potential, most attack potentials obtained the same scores, but 

for perception and recognition elements, there were differences in the scores, so the points were 
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measured differently. This is because the attacker did not have any difficulty in perceiving and 

recognizing the text entered by the attacker, as A, B, and C Bank's mobile banking application 

security keypads kept providing user feedback without any time limits. In contrast, the mobile 

banking security keypads of D Bank and E Bank providing user feedback for about 2 seconds and 

that of F Bank not providing any user feedback created more difficulty in perception and 

recognition than other banks that keep providing feedback.  

 

Thus, the real attack time of the attacker may be longer than the total time the user takes to enter 

the password, greatly reducing the likelihood that a shoulder surfing attack will be successful. 

Consequently, scores of perception and recognition were measured to be lower than those of other 

financial institutions. Accordingly, the attack potential value of F Bank’s mobile banking 

application was 45 points, according to attack scenario (1). It had lower attack potential than other 

financial institutions, so it is relatively safer. Attack Scenario (2) showed the difference by 

lowering personal space and legibility, the elements greatly affecting shoulder surfing attack, by 

one step each from Attack Scenario (1). As a result, as shown in Table 15, the values of attack 

potential of all banks decreased by 9 points each from the results of Attack Scenario (1), and for 

example, in F Bank, the rating of attack potential went down one step. Along with this, Attack 

Scenario (3) could lead to the result shown in Table 16, with the same personal space as Scenario 

(1), but with legibility lowered one step, demonstrating the importance of legibility elements in 

shoulder surfing attack. Thus, to compare Attack Scenarios (1) and (2), even if legibility, the most 

important attack element of a shoulder surfing attacker, is altered, the difference in recognition 

and perception by the user attack provided by the mobile banking application of each bank is an 

important element that determines the rating of attack potential.  

 

As a result, for mobile banking applications to have a relatively lower attack potential from 

shoulder surfing attack, it is necessary to provide user feedback—which is currently provided for 

an infinite time—for a finite time or develop a new security keypad that provides feedback 

through another method to maintain usefulness and achieve security at the same time. 

 
Table 14. Attack potential of mobile banking application for each financial company  

according to attack scenario(1) 

 
Attack  

Elements 
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Bank A 0 0 0 1 0 10 10 10 10 10 51 

Bank B 0 0 0 1 0 10 10 10 10 10 51 

Bank C 0 0 0 1 0 10 10 10 10 10 51 

Bank D 0 0 0 1 0 7 10 10 10 10 48 

Bank E 0 0 0 1 0 7 10 10 10 10 48 

Bank F 0 0 0 1 0 4 10 10 10 10 45 
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Table 15. Attack potential of mobile banking application for each financial company  

according to attack scenario(2) 
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Bank A 0 0 0 1 0 10 7 10 7 7 42 

Bank B 0 0 0 1 0 10 7 10 7 7 42 

Bank C 0 0 0 1 0 10 7 10 7 7 42 

Bank D 0 0 0 1 0 7 7 10 7 7 39 

Bank E 0 0 0 1 0 7 7 10 7 7 39 

Bank F 0 0 0 1 0 4 7 10 7 7 36 

 
Table 16. Attack potential of mobile banking application for each financial company  

according to attack scenario(3) 
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Bank A 0 0 0 1 0 10 10 10 10 7 48 

Bank B 0 0 0 1 0 10 10 10 10 7 48 

Bank C 0 0 0 1 0 10 10 10 10 7 48 

Bank D 0 0 0 1 0 7 10 10 10 7 45 

Bank E 0 0 0 1 0 7 10 10 10 7 45 

Bank F 0 0 0 1 0 4 10 10 10 7 42 

 

5. CONCLUSION 

 
In this study, we revealed attack modeling conditions appropriate for shoulder surfing attack in 

order to improve critical points that attack potential in the CEM cannot quantitatively express 

with relation to shoulder surfing attack on password input scheme. In doing so, we were able 

quantify and express the shoulder surfing attack that could not be quantitatively expressed by the 

existing attack potential.  

 

Also, we analyzed whether qwerty keypads and number keypads, used in current mobile banking 

applications, would be safe from shoulder surfing attack. We carried out the analysis using 

existing studies and their weak points and found that providing the keyboards with a less random 

layout and user feedback for unlimited time would be effective in preventing shoulder surfing 

attack.  Through this, we were able to determine concrete values and situations for the listed 

attack conditions of shoulder surfing attack in which shoulder surfing attack could most 

successfully be facilitated.  

 

As a result, we found that the security keypad of mobile banking applications was safest from 

shoulder surfing attack when the vulnerability rating registered “low”; and so existing 
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commercial security keypads should be designed and implemented to have a minimum 

vulnerability rating of “low” for the proposed attack potential. Future studies should inquire into 

the attack potential of other password attack techniques in addition to the attack potential of 

security keypads of mobile banking applications by shoulder surfing attack. 
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ABSTRACT 
 
Internet middleboxes such as VPNs, firewalls, and proxies can significantly change handling of 

traffic streams. They play an increasingly important role in various types of IP networks. If end 

hosts can detect them, these hosts can make beneficial, and in some cases, crucial improvements 

in security and performance But because middleboxes have widely varying behavior and effects 

on the traffic they handle, no single technique has been discovered that can detect all of them.  

 

Devising a detection mechanism to detect any particular type of middlebox interference involves 

many design decisions and has numerous dimensions. One approach to assist with the 

complexity of this process is to provide a set of systematic guidelines. This paper is the first 

attempt to introduce a set of general guidelines (as well as the rationale behind them) to assist 

researchers with devising methodologies for end-hosts to detect middleboxes by the end-hosts.  

 

The guidelines presented here take some inspiration from the previous work of other 

researchers using various and often ad hoc approaches. These guidelines, however, are mainly 

based on our own experience with research on the detection of  middleboxes. To assist 

researchers in using these guidelines, we also provide an example of how to bring them into 

play for detection of network compression.  

 

KEYWORDS 
 
Detection, Middlebox, Guidelines 

 

1. INTRODUCTION 

 
Abstractly, we often assume that the Internet follows the end-to-end principle, with smart 

endpoints and a dumb network. However, this general picture is very different from the 

capabilities of the latest technologies and the actual Internet is far more complex, with the 

emergence and rapidly growing prevalence of middleboxes deployed at various points in the 

network. 

 

Middleboxes are defined as intermediary devices which take actions other than the normal, 

standard functions of an IP router on the datagram path between a source host and destination 

host [1]. They manipulate traffic for purposes other than simple packet forwarding. In addition to 

routing the traffic, middleboxes can make serious changes to network flows from altering the 
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user-data to more transparent effects such as imposing additional delay on the traffic. These 

influences by third party middleboxes could be for malicious, security, or performance reasons.  

 

A wide variety of middleboxes have been proposed, implemented, and deployed during the last 

decade [2,27,28]. Today's enterprise networks rely on a wide spectrum of specialized applications 

of middleboxes. Middleboxes come in many forms such as proxies, firewalls, IDS, WAN 

optimizers, NATs, and application gateways, and are used for various purposes including 

performance and security improvement and compliance. They are an integral part of today's 

Internet and play an important role in providing high levels of service for many applications. 

Recent papers have shed light on the deployment of these middleboxes [2, 3] to show their 

prevalence. And a recent study [4] shows that the number of different middleboxes in an 

enterprise network often exceeds the number of routers. Trends such as proliferation of 

smartphones and wireless video are set to further expand the range of middlebox applications [5]. 

 

In some cases, middleboxes do indeed exert a real influence on traffic.  In others, they merely act 

as if they are simple routers.  Knowing the presence of middleboxes is most critical in the former 

case, when they are actually doing something to the traffic.  This is also the easier case to detect, 

since a middlebox that does nothing leaves no traces of its presence.  We concentrate on this more 

important case. 

 

Knowing the existence of the influence of middleboxes could be beneficial to the end-hosts. 

Sometimes the end-hosts would behave differently based on what they sense is happening to their 

traffic. In such cases, an accurate detection of what is happening to that traffic is the first step. 

Here, to illustrate this idea, we present a number of scenarios from different categories.  

 

Scenario I 
 
Assume a sender is about to send sensitive data, making encryption necessary. In this case, the 

sender will check to determine if a strong end-to-end encryption (VPN) on the path is deployed. If 

he detects that strong encryption is already in place, to save energy and resources, he might 

choose not to encrypt the traffic stream, since encryption is a relatively expensive operation.  

 

Scenario II 

 
The sender detects that the receiver is using a wireless connection, but is unsure if that connection 

is secure. If he detects that the last link is unencrypted, he would either refrain from sending 

sensitive information or would apply end-to-end encryption to the channel. For example, Amazon 

does not provide end-to-end SSL encryption to its users who are not logged in and does not 

require them to log in until they are about to make the payment. This is perhaps due to lack of 

available resources required to encrypt all users' contents for all users. Amazon servers, to use 

their resources effectively while protecting users' privacy from profiling, could first sense whether 

the user is using a secure wireless connection or not, and then apply end-to-end encryption only if 

the user needs that protection. Conversely, the receiver would mark the incoming data as 

untrusted if he detects that the sender's wireless link is insecure.  

 

Scenario III 

 
An Internet user in an oppressive country might detect Internet censorship imposed by his ISP 

and then chooses to use a proxy to bypass it. In a different scenario, an Internet user detects 

wiretapping on his network and uses evasive techniques such as Tor or a VPN. 

Devising a detection mechanism for middleboxes can be difficult. For instance, detecting a third 

party middlebox that does not alter the user data, from the end hosts’ point of view, is particularly 
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challenging, since the effect of middleboxes of this class seems transparent to the end hosts. This 

is true if either the third party undoes the changes made to the data before passing it to the 

receiver (e.g., VPN gateways or link-layer compression) or it does not alter the data at all and 

affects the traffic stream similarly to normal network variation (e.g., the delay-attack [6] by a 

compromised node in sensor networks or the Shrew attack [7] that selectively drops packets).  

 

There have been numerous efforts to detect various types of middleboxes in the past [8, 9, 10, 

11]. However, the proposed approaches are ad hoc and mostly designed to detect only specific 

types of middleboxes. Despite these differences, nevertheless, there are common elements in the 

process leading to the design of such methods. These common elements could be identified and 

summarized into general guidelines.  

 

The ultimate objective of this paper is to assist researchers who intend to conduct research 

focused on detection of the interference of middleboxes and introduce them to the potential 

challenges they might face in the process. In addition, we present some recommendations on how 

to overcome those challenges in certain situations.  In other words, the desirable outcome we seek 

here is to assist with devising an accurate detection mechanism in an efficient manner with the 

help of systematic guidelines that have been drawn from past experiences. To the best of our 

knowledge this is the first attempt to devise systematic guidelines for the purpose of assisting 

other researchers. 

 

While introducing the phases and steps of our proposed guidelines, we demonstrate each by 

applying it to an example: end-to-end detection of network compression on the path. The network 

compression detection approach and the corresponding results have been presented in [12] as part 

of our prior work on this subject. 
 

Detecting Network Compression: A Case Study  

 
One way to increase network throughput is to compress data that is being transmitted. Network 

compression may happen at different network layers and in different forms: application layer, 

TCP/IP header [13], IP payload [14], and link layer [15, 16].  

 

Except for application-layer compression, compression happens at intermediate nodes, often 

without the knowledge of end-users. For example, in January 2013, a researcher discovered that 

Nokia had been applying compression to its users' data without their knowledge [16]. In this case, 

the intermediary was surreptitiously decrypting and re-encrypting user packets in order to 

effectively apply compression. Users surely would have preferred to know that this was 

happening, both because of the security risk and because it would render their own application-

level compression unnecessary. 

 

However, performing compression and decompression requires many resources at the 

intermediate nodes, and the resulting overhead can overload the intermediary’s queue, causing 

delay and packet losses. Further, not all commercial routers come with compression capabilities 

[17]. Thus, some intermediaries apply compression, some do not, and generally they do not tell 

end-users whether they do. While managing resources effectively at end-hosts is not as crucial as 

it is at routers, it is still beneficial—particularly for mobile devices where resources are limited. 

Wasting these resources on redundant compression is undesirable. End-hosts can benefit from 

recognizing when compression has already being applied on a network connection. 

Ideally, end-hosts and intermediaries should coordinate their compression decision, but practical 

problems make that ideal unlikely. Therefore, since the end-hosts have the greatest interest in 

proper compression choices for their data, they could detect if intermediate compression is 

present and adjust their behavior accordingly. An end-to-end approach to detect compression by 
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intermediaries can help to save end-host’s resources by not compressing data when intermediaries 

are already doing so. 

 

The remainder of the paper is organized as follows: Section 2 presents the guidelines for a 

detection methodology, followed by related work in Section 3. Section 4 concludes the paper. 

 

 
 

Figure 1: Phases and steps in the guideline. 

 

2. GUIDELINES ON A DETECTION METHODOLOGY 

 
In this section; we present the guidelines for a detection methodology. Later in this section, we 

show that a careful completion of the preliminary phase will lead to a significant reduction of the 

complexity in the design phase. 

 

Our proposed guidelines consists of phases in a sequential order. Figure 1 illustrates the overview 

of the phases. The phases introduced in this guideline are: 

 

• Phase 1: Problem Definition Phase 

• Phase 2: Preliminary Phase 

• Phase 3: Design Phase 

• Phase 4: Evaluation Phase 

 

In the problem definition phase we clearly define the problem and its scope by setting the 

assumptions. The preliminary phase consists of five steps to be followed in the presented order.   

The design phase in this process is when, with the help of information obtained in the preliminary 

phase, the detection algorithm is developed. The evaluation takes place when we validate the 

proposed detection mechanism devised in the design phase.  

 

2.1 Problem Definition Phase 

 
2.1.1 What is it that we want to detect? 

 
What it is that we want to detect should be clearly stated. For instance, the running example we 

use in this paper is that we want to detect the presence of network compression on the path 

between two end-hosts.  
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2.1.2 Assumptions 

 
The scope of the general detection problem is very broad. Many variations of the problem can be 

formulated based on constraints and limitations imposed on the problem: e.g., the method used 

for detection and the degree of detection for the problem. Before we begin with the design of any 

detection mechanism, we should prepare a list of assumptions we make in order to define the 

scope of the problem we aim to solve. 

 

2.1.2.1 Degree of detection 

 
A problem can be formulated to only answer an existential question about whether the network 

flow is influenced by some third-party or not. An instance of this problem can attempt to further 

characterize the influence to discover exactly what the third party is doing to the network flow. 

 

2.1.2.2 Locating the third-party node/link 

 
The problem statement can be phrased in several ways from determining whether the path is 

influenced or not to precisely locating the third-party on the path or the link(s) influenced by it.  

 

2.1.2.3 Method of detection 

 
There are essentially two methods of network measurements for detection available to the end-

hosts: active and passive measurements. Passive measurements have the goal of minimally 

affecting the measured network, by merely monitoring traffic on the network and inferring 

measurements from the observed traffic. Active measurements involve interacting with the 

network to make measurements, usually by sending probe packets. In active measurements, we 

refer to the two end-hosts as the sender and the receiver. Based on how the receiver cooperates (if 

it does) in the detection process, we present three variations to this problem: 

 

A. Receiver is uncooperative 
The receiver does not respond to the sender's requests that are beyond their primary 

purpose of communication. For examples, most web servers expect only HTTP requests 

and responses.  

 

B. Receiver is responsive 
The receiver responds to the sender's requests beyond their primary purpose of 

communication as long as it does not require any changes on the receiver's machine. For 

example, the receiver responds to the sender's ICMP requests. 

 

C. Receiver is cooperative 
The receiver is willing to make necessary changes on its machine or system to fully 

cooperate with the sender in the detection process. 

 

2.1.2.4 Assistance from intermediaries or other parties 

 
If all or some intermediaries on the path are responsive, active measures can also be used to get 

intermediaries to respond with valuable information. In another instance of the problem, the end-

hosts assume that the intermediaries are uncooperative. Another instance of the problem is where 

the end-hosts make use of help from volunteer nodes on the network that are not on the path. 

 

 



118 Computer Science & Information Technology (CS & IT) 

 

2.1.2.5 Detection by comparing to unperturbed channel 

 
One instance of the problem is when end-hosts have a model of the channel in the absence of a 

third-party's influence (perhaps captured in the past). In this case, the presence of the third party 

could be determined by comparing the current network behavior to the model. The other instance 

of this problem, however, is when the end-hosts do not have access to such information. 

 

2.1.2.6 Static vs. dynamic third-party middleboxes 

 
The last instance we address here is whether the middlebox is static or dynamic. In other words 

does its behavior remains unchanged at the time that an end-host is trying to detect it or does the 

third party middlebox notices the end-host’s detection attempt, and hence, evades detection by 

changing its behavior during the detection period. In the latter case, only a stealth detection 

mechanism might be effective. 

 
For our running example, end-to-end detection of network compression, we choose the following 

assumptions, to define the scope of the problem: 

 

Regarding the degree of detection, we only seek to detect the presence of the intentional influence 

on the network flow. This problem is not about specifically locating the third-party or the 

influenced link on the path connecting the end-hosts. We assume end-hosts are fully cooperative 

and can use active measures for detection. However, due to the end-to-end nature of our problem 

definition, we exclude the scenario where the intermediaries are cooperative. For instance, the 

end-hosts should not rely on responses from pings sent to the intermediate routers. For the same 

reason, we exclude the instance where the end-hosts use help from volunteer nodes on the 

network that are not on the path. Furthermore, our proposed problem assumes that the end-hosts 

do not have any model of the unperturbed channel (i.e., in absence of the third party) between the 

end-hosts. We also assume that the end-hosts are not just normal network users and will use their 

resources to any required level (with some limitation on the available resources) in the detection 

process. And lastly, we base our detection methodology on detecting only static middleboxes. 

 

2.2 Preliminary Phase 

 
We believe that when starting on the design of a detection mechanism, it is necessary to carefully 

find answers to the following questions before offering any detection mechanism. In this phase, 

answering the five questions stated below will defines the steps to complete this phase.  

 

In every step of this phase, we ensure that in addition to clearly addressing the question, and the 

scope of it, we also address the following questions about it: (1) Why is having an answer for this 

particular question important, or at least useful in the detection process? (2) What are the 

potential challenges in the process of answering it?  

 

Some of the steps in this phase require a thorough understanding of the current state of 

technology and available tools; some others require careful analysis and examination, and some 

require extensive experimentation. Here, we leave the technical details out of these steps and limit 

ourselves to the high level presentation of the sub-problem and the expected outcome. Clearly, if 

a step requires experimentation that means that even more questions must be answered–such as 

how exactly to implement it, what would be a suitable environment to run it on, or how to prepare 

the experiment environment. 
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1)  The Path Property Step “P”: What important pieces of information about the 

network path properties are available to typical end-hosts? 

 
Similar to any detection process in the real world, special tools are needed to observe and to look 

for signs leading to detection. Hence, it is crucial to know what information and tools are 

available that are observable and measurable, by the end-hosts, in order to utilize them effectively 

for the detection process.  

 

For instance, some network properties such as RTT, packet delay variation, available bandwidth, 

and hop count (leaving out the discussion on the measurement accuracy) can be measured by the 

end-hosts. On the other hand, other invaluable information such as the queue size of the routers 

on the path is normally not available to typical end-hosts. Technically, we are only interested in 

standard methods and tools available for standard computers with standard equipment. For 

instance, we assume that in an end-host, processing time and packet arrival time can be measured 

and its TCP congestion control mechanism's behavior is observable. On the other hand, we 

exclude using irregular methods to obtain some information. For instance, we do not consider 

using measuring electromagnetic emissions to detect the queue size of a router.  

 

Throughout this paper, we refer to the set of all available network properties about the path as P. 

 

Challenges: 

 
• Understanding exactly how well the properties in P can be measured and how the 

existing tools' imprecision and potential inaccuracy in measurements would affect the 

accuracy of the detection mechanism. 

 

Detecting Network Compression: The receiver can measure the arrival time of packets with 

precision on the order of at least micro-seconds.  

 

2) The Influence Characteristics Step “I”: What are the characteristics of the 

influence I? 

 
To detect the presence of I, we must have a way to distinguish I from other types of influences. 

Therefore, it is necessary to find unique, indicative, and distinguishing characteristics of I. 

This step requires gathering and understanding all, if any, publicly available and known 

information about the internal design of the influence in question. A thorough and perhaps 

creative analysis is necessary to find subtle unique characteristics about I that can be used to 

detect it. These characteristics of I will then be exploited to help detect the middlebox. 

Technically, we are mainly interested in observable and measurable effects on elements of P and 

not interested in hidden or non-measurable effects of I. For instance, one characteristic of 

gateway VPNs is the relatively constant delay they impose on every packet due to the 

encryption/decryption time. 

 

Challenges: 

 
• These characteristics are not always obvious and might require a thorough and careful 

examination to find them.  

 

Detecting Network Compression: If compression is placed on the bottleneck of the path, then end-

hosts would potentially sense a higher bandwidth when data with lower entropy is sent. In 

practice, this is the primary, if not the only, objective of employing network compression.  

 



120 Computer Science & Information Technology (CS & IT) 

 

3) The Determinant Factors Step “D”: What elements in P are impacted by I (and to 

what extent)? 

 
The values of P, by definition, are all that the end-hosts can know. Therefore, the only way to 

detect I, is by examining the path properties, and by looking at the changes in their values in the 

presence and absence of I.  

 

This is an important step in identifying the factors involved in detecting I. We define D as the set 

of all indicative elements of P in detecting I (D ⊆ P). Intuitively, if the value of a path property 

remains constant in the presence or absence of I, then it is not a helpful piece of information in 

the detection process. It is also important to determine which of these elements are more 

indicative than the others in detecting I. Furthermore, any interdependency relationship between 

members of D must be investigated.  

 

Theoretical analysis could lead to a hypothesis on D, where further experiments could verify it.  

Another approach to this step could be the use of network simulations. One could simulate the 

effects of I in a clean environment (i.e., in the absence of network variation and any types of 

traffic other than the one generated by the detection probes) and look for changes in values of 

various path properties in P. 

 

Challenges: 

 

• How exactly to assess the relative level of importance of d ∈ D in detecting I? 

• How do inaccuracies in measurements influence our findings? 

• How exactly to derive the interdependency relationship between members of D? 

 

Detecting Network Compression: Network compression is designed to improve, and hence should 

affect, the available bandwidth. Therefore, the available bandwidth is a strong candidate as a 

determinant factor that is potentially influenced by network compression. 

 

4) The Normal Network Step “N”: What are the sufficient, yet unavoidable, 

assumptions about the normal network behavior, in the particular network 

environment, required to make any comments on detectability of I feasible? 

 
Even if we make the assumption that the end-hosts have no access to information on the 

unperturbed channel, for any detection mechanism to work, there should be a precise definition 

for the notion of normal behavior to use as a reference point. This is where we define the specific 

network environment (either in high level properties or low level). For instance, if it is multi-hop 

wireless network, then we expect a higher rate packet loss, whereas in a wired network, random 

losses are rare events. Another approach is to impose an upper-bound on the value of RTT. 

 

These are conditions, assumptions, and constraints on the elements of D. But only those that are 

in D are significant, because P - D, by definition, is expected to remain relatively constant. 

Hence, there is no need to check whether they have deviated from normal behavior.  

 

Basically, the violation of assumptions on the elements of D would be used to indicate the 

existence of deviations from normal network behavior. 

 

Challenges: 

 
• What is precisely “normal” and how do we define it? 
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• It is crucial to come up with not only correct, but tight assumptions about normal network 

behavior. Failing to arrive at correct assumptions would lead to false positives. On the 

other hand, loose assumptions almost certainly lead to undesirable false negatives.  

 

Detecting Network Compression: In a normal network (i.e., in the absence of compression on the 

path), all packets of the same size are treated equally regardless of the data entropy of the content 

of their payloads. 

 

5) The Network Variation Step “V”: Does normal network variations (e.g., network 

congestion, load balancing effects, link failures, and dynamic routing effects) 

influence the end-to-end detection of I? 

 
Any proposed detection mechanism should work in a real network. An approach that only works 

in a controlled and isolated environment is not very useful.  

 

If the answer is “no” to the question posed in this step, then we can completely skip this step. For 

instance, detecting a third party that sends out spoofed control packets is not affected by normal 

network variation. 

 

However, if the answer is “yes” (which is the case for all delay and loss-based influences), then 

we proceed to the following questions. 

 

• What is the specific set of normal network variation that we care about in the detection 

process, V?  For instance, one could focus only on network congestion due to its 

popularity. 

• How well is I distinguishable from effects of V? 

 

Note that it is generally true that congestion usually hinders the detectability of loss or delay-

based influences.  Clearly, if congestion, in some cases, helps the detection process, one could 

impose network congestion to makes detectability easier. 

 

Challenges: 

 
• Network variations that resemble normal loss and delay in the network are particularly 

challenging. This is because intentional and normal loss or delay in those cases are 

perhaps not easily distinguishable. This leads to another issue: how is I distinguishable 

from V? 

• Active probing used for the detection process may contribute to network congestion. 

 

Detecting Network Compression: Congestion influences the available bandwidth. 

 

2.3 Design Phase 

 
This is a crucial phase in the process where we use the information obtained in the preliminary 

phase to produce the detection algorithm. The design phase requires creativity and knowledge of 

the subject to use the information gathered in the previous phases. We recommend testing the 

initial approach in a simulated environment to verify the approach. Then information from Step V 

could be incorporated to produce an approach that works well in real networks. Again, we 

emphasize that the goal is to detect the middlebox’s interference or influence on the traffic flow 

and if it is not interfering with the network, whether it is detectable or not is not an objective of 

this paper. Also, note that ∀d ∈ D is used in the detection mechanism, and inaccuracies involved 

in measuring each element d must be taken into consideration. 
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Using the example of detecting network compression we show how the information obtained 

from the previous phases could lead to the design of an approach that to detects this particular 

influence.  

 

Detecting Network Compression: To detect if compression is provided on the network we exploit 

the unique effects of compression on network flows. Assuming the original packets are of the 

same size, compressed low entropy data packets are expected to be considerably smaller than 

compressed packets containing high entropy data (the sensed bandwidth is vastly different), 

which in turn leads to a shorter transmission delay. Based on these facts, the sketch of our 

approach is as follows: 

 

Send a train of fixed-size packets back-to-back with payloads consisting of only low entropy data. 

Then send a similar train of packets, except these payloads contain high entropy data instead. The 

receiver then measures the arrival times of the first and the last packet in the train, independently 

for low entropy (
1Lt and 

NLt , where N is the number of packets in a single train) and high 

entropy (
1Ht and 

NHt  ) packet trains. Note from step P of the preliminary phase that the typical 

machines are capable of measuring the arrival time of packets with a precision on the order of at 

least micro-seconds. Since the number of packets in the two trains is known, and all of the 

packets have the same uncompressed size, the following inequality will hold if some kind of a 

network compression is performed on the path: 

                                                                                     
Lt∆ =

NLt 1Lt− < Ht∆ =
NHt 1Ht−

 

 

This inequality suggests that the total set of highly compressible low entropy packets gets to the 

destination faster than the set of less compressible high entropy packets since the available 

bandwidth is better utilized by compression. Conversely, if the packets are not being compressed 

by any intermediary, then the two sides of the inequality should be almost equal. This suggests 

that a threshold should be specified to distinguish effects of compression from normal Internet 

variabilities:  

                                                                                  Ht∆ Lt∆− τ>
 

 

The underlying rationale behind this approach is that because of the presence of network 

compression on the bottleneck link, the receiving party should sense a relatively higher 

bandwidth when the train of low entropy data is sent. This is because the same amount of data is 

received in both cases, but in a significantly shorter period of time when low entropy data is used. 

 

2.4 Evaluation Phase: 

 
Any proposed detection mechanism must be not only validated, but also evaluated under certain 

or all network conditions to confirm that it successfully detects the influence in question. This 

requires answers for questions such as: 

 

1)  How can we validate/evaluate our proposed detection algorithm? 

2) How confident are we in the results of the evaluation system? 

3) What metrics should we use to evaluate our detection mechanism?   

4) Does the testbed used to validate our proposed detection mechanism have any 

shortcomings that would impact the accuracy of evaluation of our detection mechanism? 

 

As an example, let’s examine perhaps the most popular testbed used in the research community 

for Internet measurements: PlanetLab [18]. PlanetLab is widely used by the research community 
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and is generally a suitable candidate for such purposes. For every researcher working on 

PlanetLab there is a need to know what bias the system introduces in the collected experiment 

results. For instance, one should keep in mind that PlanetLab is not completely representative of 

the current Internet. This testbed is all about small, long running services in specific locations. 

There are also some shortcomings associated in the use of PlanetLab as well. For instance, we 

normally have very little, if any at all, control over the actual path between the chosen sender and 

receiver. Depending on the nature of the experiment, this could make PlanetLab somewhat 

ineffective. 

 

Challenges: 

 
• Find a platform to test the proposed detection mechanism on a global testbed, specifically 

one that allows us to possibly overload its nodes, if needed. It is highly desirable that the 

chosen testbed gives us some control over or information about the path between the 

nodes. Known as the ground truth problem, this is a fundamental challenge in validating 

detection mechanisms and the majority of previous research has acknowledged this 

problem to some extent. For instance, how are we going to evaluate our compression 

detection mechanism if we do not know whether link compression exists on the path 

between two nodes of the testbed? 

• What metrics should be used in the evaluation process and how do we accurately measure 

them: e.g., false positive rate, detection rate, performance overhead, and packet delivery 

rate? 

• Is there a need for a general evaluation system that applies to detecting all influences? 

How feasible is this idea? 

• Recent studies, suggests that testbed results for Internet systems do not always extend to 

the targeted deployment. For example, Ledie et al. [19] and Agarwal et al. [20] show that 

network positioning systems perform much worse “in the wild” than in PlanetLab 

deployment. Identifying such inconsistencies to avoid false claims is not trivial.  

 

3. RELATED WORK 

 
While our work is the first attempt to introduce general guidelines for devising detecting 

methodologies for middleboxes, there has been much work in the past that proposed various 

approaches to detect middleboxes’ interference on traffic flows. In this section, we briefly present 

some of that work that has mainly security applications or implications.  

 

Very few and even more specific works focused on detecting intentional delaying and dropping 

of selective packets for malicious reasons. Song et al. [5] propose two different approaches to 

detect and further accommodate delay attacks in wireless sensor networks. Kuzmanovic et al. [21] 

identify TCP victims (as the first step to detect the attacker) by monitoring their drop rates to help 

mitigate low-rate TCP-targeted attacks. 

 

Other approaches introduced methodologies to detect middleboxes that send spoofed control 

packets on behalf of the other party. BTTest [22] focuses on detecting BitTorrent traffic blocking 

by ISPs that use forged TCP RST packets. Weaver et al. [23] also introduce a method to detect 

connection disruptions via forged TCP RST packets, but they focused only on detecting the 

method that China's Great Firewall uses.  

 

FireCracker [24] proposes a framework that, through tailored probes, could be used to blindly 

discover a firewall policy remotely as a blackbox and without prior knowledge about the network 

configuration.  In a more recent work, SymNet [25] proposes a static analysis technique that can 

model stateful middleboxes such as stateful firewalls and IDSs. There basis also been work on 
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detecting middleboxes that modify TCP Fields. Tracebox [26] detects middleboxes that modify 

TCP sequence and acknowledgement numbers, as well as TCP MSS option. Glasnost [11], on the 

other hand, detects modified TCP advertised window size. Detecting traffic discrimination has 

drawn more research attention than detecting other types of middleboxes. The majority of such 

detection mechanisms [8, 9, 11] use the relative discrimination technique, where they test each 

application (the measured flow) against a flow that is assumed to be non-discriminated (the 

baseline flow).  

 

4. CONCLUDING REMARKS 

 
In this paper we present a set of general guidelines to assist researchers with devising end-to-end 

detection methodologies for detecting middleboxes. More detailed, low-level guidelines could 

provide support for more specific design decisions. While more detailed guidelines arise left for 

future work, we still need to be careful not to lose the generality of the guidelines here. For 

instance, the evaluation phase might be generalized into a general evaluation methodology that 

can be used to validate all methodologies for detecting middleboxes. 

 

We have presented a detailed case study using our proposed guidelines for detecting network 

compression. Evaluating the outcome of this work is difficult because it is rather a qualitative 

assessment. While the results are encouraging, more case studies will help to assess the 

effectiveness of this guideline. 
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ABSTRACT 

 
In Wireless sensor networks (WSNs), All communications between different nodes are sent out 

in a broadcast fashion. These networks are used in a variety of applications including military, 

environmental, and smart spaces. Sensors are susceptible to various types of attack, such as 

data modification, data insertion and deletion, or even physical capture and sensor 

replacement. Hence security becomes important issue in WSNs.  However given the fact that 

sensors are resources constrained, hence the traditional intensive security algorithms are not 

well suited for WSNs. This makes traditional security techniques, based on data encryption, not 

very suitable for WSNs. This paper proposes Linear Kolmogorov watermarking technique for 

secure data communication in WSNs.  We provide a security analysis to show the robustness of 

the proposed techniques against various types of attacks. This technique is robust against data 

deletion, packet replication and Sybil attacks 
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1. INTRODUCTION 

 
Wireless Sensor Networks (WSNs) have the capability for sensing, processing and wireless 

communication all built into a tiny embedded device [1]. This type of network has drawn 

increasing interest in the research community over the last few years. This is driven by theoretical 

and practical problems in embedded operating systems, network protocols, wireless 

communications and distributed signal processing. The primary function of WSNs is to collect 

and disseminate critical data that characterize the physical phenomena within the target area. 

 

We know that WSN nodes have low power supply and limited computational capability because 

they operate on batteries. Given their limited power supply it becomes challenges to use store for 

ensuring security. There are numerous security dimensions like authenticity, integrity, copyright 

data protection. Watermarking techniques are been investigated for addressing some of these 

issues like tampering, data authentication, copyright and detection etc. Watermarking algorithms 

are shown to be less energy demanding and the recent literature shows that incorporate 
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watermarking in WSN is feasible. Hence the research in the area of watermarking and WSN is 

becoming increasingly important. Watermarking technique is a lightweight technique that was 

used traditionally for providing copyright protection for multimedia data like images and video 

clips. Watermarking algorithms are much lighter and require less battery power and processing 

capabilities than cryptographic-based algorithms. Another advantage for the watermarking-based 

algorithms is that the watermark is embedded directly into the sensor data; there is no increase in 

the payload. While cryptography provides no protection after the content is decrypted, 

watermarking provides protection in secrecy at all times because the watermark is an inseparable 

constituent part of the host media [6-8]. Hence the research in the area of watermarking and WSN 

is becoming increasingly important.  With the concept of cyber physical system, i.e., on web of 

things this research is becoming main stream and the importance of this research has become 

even more significant.  The objective of this paper we present on secure data trnasmittion in 

WSNs using watermarking technique. 

 

2. RELATED WORKS 

 
In the last few years, there are many researches who studies on digital watermarking technique 

for normal data types for example texts, images, audios, videos. and even relational databases [2-

4]  But there are only a few research works on digital watermarking techniques for WNSs [5] [6, 

7]. Feng, J.P et.al [5] developed the first system of watermarking technique to embed crypto 

logically encoded authorship signatures into data and information acquired by wireless embedded 

sensor networks. Sion et.al  [6]  provided copyright protection to data stream owners and 

authorized users. Consider the case where a stream is generated and safely transmitted from the 

sensors to the base station. A watermark is applied to the stream at the base station. The data are 

then transmitted to an authorized user. The owner and authorized users need a way to show that 

the data were generated by them and they want to prove that the stream was illegally obtained by 

the attacker. One commonly accepted way to prove ownership is the use of embedded 

watermarks. This technique works by embedding a watermark bit into major extremes, which are 

extremes that will survive any uniform sampling. F. Koushanfar et.al [8] present an active 

watermarking technique that can be used on the data that is processing during the common sensor 

fusion application from sensor of different modalities. Xiaoet.al [9]proposed a watermarking 

technique for protecting copyright by taking advantage of the characteristic of the sending time. 

Based on digital watermarking, Zhang, W, et.al [10] proposed an end-to-end, watermark 

statistical approach for data authentication that provides inherent support for in-network 

processing. In this technique authentication information is modulated as watermark and then is 

embedded to the sensory data at the sensor nodes. Communication protocol for WSN is 

introduced by Xuejun R et.al [11] for sensitive data transmission.  The technique use sensitive 

information as watermark. The watermark is then embedded into sensory data in the sensor 

nodes. A threshold is used for avoiding the alteration of the lowest to make a big influence to 

sensory data’s precision. Kamel et.al [12] introduced a technique for providing data integrity. 

This technique based on distortion free watermarking embeds the watermark in the order the data 

element so that it does not cause distortion to the data.  

 

Usually there are two main purposes for watermarking. One of is to protect the copyright of the 

author. The other is to provide data integrity and to do authentication by using user’s identity as 

watermark information. Compared with authentication schemes based on public key ciphers, the 

watermarking based authentication has the advantages of lower computational complexity and 

being invisible to adversaries. In fact, besides these purposes, watermarking technique can also be 

used to transmit some secret information through unsecure channels without encryption. The 

table1 shows their approach and their purpose many researchers who work on the watermarking 

technique for WSNs. 
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Although some research works attempted to apply digital watermarking technique into wireless 

sensor networks for copyright protection, authentication and integrity purposes, most of existing 

studies were only limited to secure data communication. No watermarking based secure data 

communication method has been found in related works. Therefore the purpose of this paper is 

that it presents secure data transmission in WSNs using watermarking technique 

 

Table 1 Watermark embedding approaches and their purpose  

 
Author Watermark embedding technique  

 

Purpose 

Feng et al. [5] Adding watermark constraint to processing step during network 

operation 

Copyright 

protection 

Sion et al.  [6] Selection criteria using MSB Copyright 

protection 

Koushanfar et 

al. [8] 

Adding watermark constraint to processing step during network 

operation 

Copyright 

protection 

Xiao et al.  [9] By modification the embedding bit of each packet.  LSB Copyright 

protection 

Zhang  et al. 

[10] 

The watermark sensory data, d(x,y) = w(x,y)+o(x,y), w(x,y) is 

the watermark for sensor node and O(x,y) is sensory data

Authentication 

Xuejun et al. 

[11] 

IIS = input integer stream, IBs=input binary stream. T = 

Threshold,   If  IIS ≥T 

“IBS=1” become “IBS=0” 

Else   “IBS=0” become “IBS=0” 

Authentication 

Kamel et al. 

[13] 

Concatenation of the current group hash value group gi and 

next group hash value group gi+1. Wi = HASH (K || gi || SN) 

SN = serial number 

Integrity 

 

3. AN OVERVIEW OF DIGITAL WATERMARK 

 
Watermarking technique is the process of embedding information which allows an individual to 

add hidden copyright notices or other verification messages to digital audio, video, or image 

signals and documents object [14-16]. Such hidden message is a group of bits describing 

information pertaining to the signal or to the author of the signal. The signal may be audio, 

pictures or video, for example, if the signal is copied, then the information is also carried in the 

copy. Watermarking seeks to embed a unique piece of data into the cover medium.  The specific 

requirements of each watermarking technique may vary with the applications and there is no 

universal watermarking technique that satisfies all the requirements completely for all 

application.  

 

Watermarking system as a communication task consists of three main stages: watermark 

generation process, watermark embedding process that including information transmission and 

possible attacks through the communication channel and detecting process that watermark 

retrieval 

 

3.1 Watermark generation process 

 
Generation process is the first step and a very critical of the process. The requirements of 

watermark generation process are unique and complexity. The watermark message contains 

information that must be unique such as simple text [5] [8] The key embedding is also unique in 

order to make a secrecy key such as binary stream [13] [17] [18] [9] [19] and  pseudorandom 

sequence [10].  Both the watermark message and the key embedding are as input and they then 

are processed in the watermark generator to produce a watermark signal. Examples of the 
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watermark generator are Hash function [13] [5] [8] [17] [18] [19] and product function  . The 

watermark signal is a kind of signal or pattern that can be embedded into cover medium. There 

two types of watermark signal, i.e., meaningful and meaningless watermark. Examples of the 

watermark meaningful are logo 

 

3.2 Watermark embedding Process 

 
Embedding process is the second step of the watermarking system. This process is undertaken by 

an embedder and can be done in the transform domain such as Discrete Cosine Transform (DCT), 

Discrete Fourier Transform (DFT), Fast Fourier Transform (FFT) and Discrete Wavelet 

Transform (DWT).  The embedder combines the cover medium, the watermark signal, the sensed 

data and key embedding and it then creates watermarked cover medium. Examples of the cover 

medium are packed data, text, image, audio signal and video. The watermarked cover medium is 

perceptually identical to the cover medium. The watermarked cover medium is then transmitted 

by the sender through the unsecure communication channel such as wireless and radio channel. 

During transmission, there is anything that interfere in the communication process such noise, 

decreasing the quality of transmitting and a watermarked cover medium dropped. The other thing 

is that watermark attacks such as cropping, compression, and filtering, the aim of this attack is 

removed the watermark signal from the watermarked cover medium 

 

3.3 Detecting and Extracting Process  

 
The end of the watermarking system detects or extracts process that is a crucial part because the 

sender can identify and provide information to the intended receiver. The detecting or extracting 

is undertaken by a detector. The detecting process consists of an extraction unit to first extract the 

watermark signal and later compare it with the cover medium or not inserted. The extracting 

process can be divided into two phases, locating the watermark and recovering the watermark 

information.  There are two types detection: Informed detection and blind detection according 

whether the cover medium is needed or not in the detection process. For informed detection 

which means the cover medium such as a packet data, original image and original signal, the 

watermarking system is called private watermarking. For the blind detection that does not need 

the cover medium is used for detection, the watermarking system is called a public watermarking. 

 

4. PROBLEM DESCRIPTION 

 
In application the wireless sensor networks, all communication between different nodes are send 

in broadcast fashion through communication channel where any node become attack target with 

external and internal security risk including eavesdropping, leak, temper, disrupt and other.  In the 

special application fields, if the data transmission is not reliable, the security of the whole 

networks will be affected. Secure data transmission between sensors nodes have become 

important issue because an attacker can easily eavesdrop on, inject and manipulate a sensor node. 

Secure data sensor networks use many cryptographic algorithms. These techniques need 

thousands or even millions of multiplication instructions in order to perform operations [20-24].  

The essence of the public key encryption for WSNs is keeping information the plain packet data 

secret namely securing communication in the presence of attackers, verifying authenticity of 

trusted parties and maintaining transaction integrity. In the previous section, we conducted an in-

depth literature survey of watermarking approach in WSNs solution and their purposes and we 

identified that only limited presented. a solution to the address of issues. This gives us the 

rationale to present our solution secure data transmission model based on watermarking technique 
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5. PROPOSED MODEL WATERMARKING TECHNIQUE 

 
In this section, we give a general overview of our solution watermarking technique to protect the 

reliability of data transmissions. The secure data communication model based on watermarking is 

illustrated in Figure 1. According to the model, this model consists of four steps : (a) cover 

medium process (b) Watermark generator process (c) Embedder  process (d) Detecting or 

extracting process. The cover medium process is the process to generate a cover medium by using 

an atomic trilateration process. The watermark generator process is to create watermark constraint 

and message sensed data. This process requires a sensed data whereas the data through the LFSR 

process, partitioned process and Kolmogorof rule process. The embedder process is the process to 

generate a cover medium watermarked and the process of detecting is to detect the watermark 

signal 

 
 

Figure 1 secure data transmission model based on watermarking 

 
We next explain the four steps, we begin cover medium process 
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5.1 Generate Cover medium  

 
In this section, we explain the process of generating cover medium by using atomic trilateration 

process (Pseudocode 1) With respect to a two-dimensional sensor networks, atomic trilateration is  

a well-known procedure  by which a sensor node in a networks can determine its position by 

using the position of and distances to at least three other sensor nodes of know location. From 

these distance and position, a sensor node which is trying to determine its location can generate a 

nonlinear system programming. 

 
Pseudocode  1. Generate Cover Medium  

Input  : ( ) ),(,, ByBxAyAx , ( ),, cC yx cT , ,DAt ,DBt ,DCt
 

        
( )DD yx ,

 , tε , DAε , DBε , DCε
21

,δδ , 
3

δ
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Steps :   

1. Compute cTsV 6.04.331 +=  

2. Compute DAtsVDAd *= , DBtsVDBd *= , DCtsVDCd *= .   Where DAd DBd  and DCd
is 

between node D and the sensor nodes are then measured using 

TDoA. 

3. Append tε  error of measurement time to step (2)  

4. Append DAε , DBε , and DCε errors of measurement distance to step 

(2).  

5. Compute 2)(2)( AyDyAxDxDAd −+−= 2)(2)( ByDyBxDxDBd −+−=  

2)(2)( CyDyCxDxDAd −+−=  

6. Append 
21

,δδ and  
3

δ  errors between the Euclidean distances step 

(3) 

7. Replacing ,DAd DBd  and DCd  from step (2) to step (3)and then 

compute them.  

8. Print cover medium 

 

5.2 Watermark generation process 

 
Generation process is the first step and a very critical of the process. The requirements of 

watermark generation process are unique and complexity. The watermark message contains 

information that must be unique such as text and sensed data. The watermark key is also unique 

in order to make a secrecy key such as binary stream, integer and amplitude.  Both the watermark 

message and the watermark key generator are as input and they then are processed in the 

watermark generator to produce a watermark signal. The process of generate watermark signal 

consists of five steps: (1) converting sensitive data into binary sequence, (2) Linear Feedback 

Shift Register ( LFSR ) to create watermark signal, (3) Kolmogorof rule to produce watermark 

constraints, (4) Partitioning and convert to decimal number from watermark signal to produce 

message sensed data and. Let we explain each of steps 

Eq (1) 
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5.2.1 Converting Sensitive data into binary sequence  

 
The first step is that converting sensitive data into binary sequence. Any data of which the 

compromise with respect to confidentiality, integrity, and/or availability could have a material 

adverse effect on coventry interest, the conduct of agency programs. This data is called a sensitive 

data. The sensitive data is directly proportional to the materiality of a compromise of the data 

with respect to these criteria. Shih, F et.al [25] present finding sensitive data and privacy issue of 

applications in Body Sensor Networks(BSN). In BSN, the applications collect sensitive 

physiological data of the user and send to other parties for further analyses. The sensitive data are 

heart rate and Blood Pressure. These data are required to be protected and then these data will be 

converted scalar data into binary stream.  WSN has gathered a blood pressure patient. The patient 

blood pressure is 120 so the digit sequence of 120 padded with zeros so that it is of total length 8. 

d= dec2bin([120],8) = 01111000 

 

5.2.2 Generating watermark signal using LFSR 

 

One method of forming a binary sequence for generating watermark is to apply a LFSR whose 

characteristic polynomial is primitive [26, 27]. LFSR is a shift register whose input bit is a linear 

function of its previous state. The only linear function of single bits is exclusive-or (xor), 

therefore it is a shift register whose input bit is driven by xor of some bits of the overall shift 

register value.  

 

LFSR can be defined by a recurrence relation:  

 

.1such that  constantsbinary  are   the

and 
1

0
 ,0  where, 1

=
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, Eq (2) 

 

associated with such a recurrence relation is a binary polynomial 

 
kk

k xxcxccxf ++++= −

−

1

110 ...)(
,            Eq (3) 

 

called the characteristic polynomial of the LFSR. The coefficient ci  are feedback constants. Such 

sequence can be mechanized by using a LFSR whose tap setting are defined by the feedback 

constants. 

 

We implemented (pseudocode 2) to generate a watermark signal, we use the sensory data as the 

initial state of LFSR , i.e., “01111000” and  the binary polynomial  765
1)( xxxxxf ++++=  . 

This binary polynomial is written by [ 1 2 5 6 ] as  key embedding .  We then get the 28 binary 

sequence is 00011110 000011011100 1100 0111 .This binary sequence  is called a watermark 

signal. 

 
Pseudocode 2. Generate watermark  signal  

Input  : Sensed data, coefficients ci  of the binary  polynomial 

as watermark key 
 

Output :  28 bits watermark signal   
 

Steps  :   

1. Convert sensed data into binary sequence. 
2. Use the coefficients ci of the binary polynomial )(xf  as 

watermark key  
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3. Generate an infinite binary sequence using the coefficient ci 
into a LFSR ( nKs + ).   

4. The infinite binary sequence cut from 1 to 28 as watermark 

signal.  

5. Print 28 bits watermark signal 

 

5.2.3 Kolmogorov rule to create watermark constraints 

 

Andrew nikolaevich Kolmogorov [28]  states that complexity of an object is the length of shortest 

computer program that can reproduce the object. The Kolmogorov complexity is defined a 

probability distribution under which worst-case and average-case running time are the same.  We 

know that kolmogorof rule is the short description length of overall description interpreted by 

computer. The three papers [5, 29, 30] used the kolmogorov rule for numbering the variables of 

linear combination in the optimization objective function and a set of constrains. We also use the 

kolmogorov  rule. This rule can be seen in Table 2 

 
Table 2 the kolmogorov  rule 

 
1 2 3 4 5 6 7 

tε  DAε  DBε  
DCε  1δ  2δ  

3δ  

We number ( pseudocode 3) these variables by using kolmogorov rule. 

 
Pseudocode3. Generate watermark  constraints   

Input : 28 bits watermark signal   
 

Output: Watermark constraints   
 

Steps   

1. Group  28 bits watermark signal into group of 7 bits each. 
2. Match the bit number with corresponding variable number from 

table 2.  

3. If a bit one is assigned a variable with in a group that 

variable is included in the linear 

4. Else a bit zero is assigned a variable with in a group that 
variable is not included in the linear. 

5. Go to 2 
6. Print watermark constraints 
 

5.2.4 Partitioned and convert to create message sensed data 

 

In this section, we explain how a message sensed data created. To create this message sensed data 

( pseudocode 4), 28 bits watermark binary that resulting from generating watermark signal is 

used.  

 
Pseudocode 4. Generate create message data    

Input : 28 bits watermark signal   
 

Output: message sensed data   
 

Steps:   

1. Group 28 bits watermark signal into group of 4 bits each. 
2. Convert each of group into decimal number to get weight 

factors.  

3. Print message sensed data  
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5.3 Watermark Embedding  process 
 

Embedding process is the second step of the watermarking system that  is undertaken by an 

watermark  embedder. The embedder combines the cover medium, the watermark constraints and  

the message sensed data and it then creates watermarked cover medium. The watermarked cover 

medium is perceptually identical to the cover medium. The figure 2 shows the watermark 

embedding process.  The watermark signal is converted to become watermark constraints by 

using kolmogorov rule. The watermark constraints consist of four constraints that will be added 

into the Equation 1. The message sensed data is also inserted into the coefficient objective of 

Equation 1. This message sensed data is a weight factors that obtained by partitioning the 

watermark signal into 7 sections. The watermark signal is converted to become watermark 

constraints by using kolmogorov rule. The watermark constraints consist of four constraints that 

will be added into the Equation 1. This message sensed data is a weight factors that obtained by 

partitioning the watermark signal into 7 sections. The redundant constraints are added into the 

Equation 1. The watermarking embedding process ( Pseudocode 5) can be shown in Figure 2.   
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Figure 2 Watermark Embedding Process 

 
Pseudocode 5. The process of embedding     

Input:  cover medium, Watermark constraints, message sensed data. 

Output: ( )DD yx ,
,

 tε , DAε , DBε , DCε
21

,δδ , 
3

δ
 

 
and min f 

 
Steps :   

1. Generate ( ) ),(,, ByBxAyAx and ( ),, cC yx  using uniform distribution on 

interval  [0,1]. 

2. Generate ,DAt ,DBt and  DCt
 
using uniform distribution on interval 

[0.02,0.1]. 

3. Generate 
21

,δδ and 
3

δ  using gauss distribution on interval  

[0,1]. 
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4. Generate 31 ,2, τττ and 4τ  using gauss distribution on interval  [0,1], 

So that these value do not harm to the feasibility of the 

solution of the  cover medium  

5. Generate cT  using gauss distribution on interval  [0,1]. 

6. Change coefficient objective f to weight factor of message 

sensed data respectively.  

7. Append watermark constraints into cover medium 

8. Compute and print ( )DD yx ,
,

 tε , DAε , DBε , DCε
21

,δδ , 
3

δ
 
and min f 

 

5.4 Watermark detecting and extracting process 

 
The process of detecting watermark  into has not yet explained in  Feng Jasica P et.al  [5]  and F. 

Koushanfar et.al  [8].  Both of them are only explain the process of embedding watermark.  To 

verify the presence of the watermark, we adopt the concept of Cox et al [31].  Cox draw parallels 

between their technology and spread-spectrum communication since the watermark is spread over 

a set of visually important frequency components Let X be the error  from the optimal  solution 

without watermark  and X’ be the error form the optimal solution with watermark. For detecting 

the watermark, a correlation value or similarity measure is used in most of these methods. Here to 

verify the presence of the watermark constraints, the similarity measure between the normalized 

difference error from the optimal solution between the watermarked solution and the solution 

obtained without watermarked XXC −= ''
. Adding the message sensed data into the Equation 1 is 

called the equation without watermark constraints. Adding the message sensed data and the 

watermark constraints are called the Equation 1with watermark. The similarity measure is given 

by the normalized correlation coefficient
'

.
'

'.
'

)
'

,
'

(

XX

XC
XCsim = . Subsequently, since the expected 

result is dyadic (i.e. the cover medium  ‘is ’ or ‘is not ’ watermark), some kind of threshold is 

needed. The watermarking detecting process can be shown in Figure 3. This process (Pseudocode 

6)  is also can be used to obtain  the value of threshold. This threshold is extracted by statistical 

rules and usually has a strong mathematical formulation. There are two kinds of errors in such 

schemes. False-positive corresponds to the case of detection of non-existing watermarks signal. 

False-mark   
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Figure 3 Watermark detecting process 

 
stands for the case that the watermark signal exists but cannot be detected. Although well-

reasoned, the existing thresholds many times lead to false-negative errors. We use False-negative 

to determine the watermark signal presents or not. 

 
'

1        NNH ≠=    the cover medium is watermarked   

'       0 NNH ==    the cover medium is not watermarked 

 

Pseudocode 6. The process of detecting    

Input : x=[ tε , DAε , DBε , DCε
21

,δδ , 
3

δ ],  x’=[ '
tε , '

DAε , '
DBε , '

DCε , '
2

'
1,δδ , '

3δ ] and x”=[ "
tε , "

DA
ε , 

"
DBε , "

DCε , "
2

"
1 ,δδ , "

3δ ] 

Output :  Watermark signal robust or not robust  

Steps :   

1. Compute  N = | [ tε , DAε , DBε , DCε
21

,δδ ,
3

δ ]| , N’ = | [ '
tε , '

DAε , '
DBε , '

DCε , '
2

'
1,δδ , '

3δ ]| and 

N’’ = | [ "
tε , "

DA
ε , "

DBε , "
DCε , "

2
"
1 ,δδ , "

3δ ]| 

2. Compute c=x’-x and c’=x”-x 
3. Compute normalized correlation the results of error the cover 

medium without watermark constraints 
'.'

'.

XX

XC
treshold = )  

4. Compute normalized correlation the results of error the cover 

medium with watermark constraints
'

.
'

'.
'

)
'

,
'

(

XX

XC
XCsim = . 

5. If i
NN ≠  watermark signal exits  
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6. If  i
NN = watermark signal does not exist 

7. If threshold  ),(
''

XCsimtreshold < watermark signal is robust go to 9  

8. If threshold  ),( ''
XCsimtreshold < watermark signal is not robust  

9. Algorithm the process of extracting message sensed data 
 

The extracting process (Pseudocode 7) is also undertaken in the watermark detector, we want to 

recovery the message sensed data from the cover medium. Based on the statistical rule of false-

negative, we accept H1 that means the cover medium is watermarked.  

 

We then can do the process of extracting a watermark message sensed data into sensed data as 

shown in Figure 4. By using the pseudo code 7 the value of errors the cover medium with 

watermark constraints, we check whether these watermark constraints do not change or not. If 

these constraints do not change, we can do the process of extracting watermark signal. In this 

case, the coefficients objective function form the cover medium are  1    14     0    13    12    12 

and 7.  
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Figure 4 Watermark extracting Process  

 
Pseudocode 7. The process of extracting sensed data     

Input : tε , DAε , DBε ,   DCε  
21

,δδ , 
3

δ  watermark key 

Output : Sensed data   
 

Steps :   

1. Compute the value of the objective f using tε , DAε , DBε ,   DCε  
21

,δδ , and 

3
δ     

2. If the value of the objective do not change go to 3 
3. Else the value of the objective change goes to step 1.   
4. Take the coefficients of objective f.  
5. Convert the coefficient of objective f into 4 bits each. 
6. Merge all of these 4 bits to 28 bits 
7. Use reverse LFSR with watermark key to get  sensed data.   
 

6. EXPERIMENT SETUP 

 
In this section, we describe the experiment setup for testing the purpose of the secure data 

transmission model, based on watermarking technique. We used TOMLAB which  is a general 

purpose development environment in MATLAB for research and practical solution of 

optimization problems. TOMLAB has grown out of the need for advanced, robust and reliable 
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tools to be used in the development of algorithms and software for the solution of many different 

types of applied optimization problems. 

 

6.1 NETWORK SETUP 
 
In this section, the scenario of the atomic trilateration process is used as  shown in Figure 4 
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Figure 4 Atomic trilateration 

 
With respect to a two-dimensional sensor networks, atomic trilateration is the means by which a 

sensor node in a networks can be used to  determine its position by using the position of and 

distances to at least three other multimedia sensor nodes of know location. From these distance 

and position, a multimedia sensor node which is trying to determine its location can generate a 

nonlinear system equation.  A typical scenario of atomic trilateration can be shown in Figure 4.  

Sensor node D trilaterates with another three sensor nodes A, B, and C which have coordinates  

( ) ),(,, BBAA yxyx , and ( )
C

y
C

x , . The distance is computed using time differences of arrival 

(TDoA) between acoustic signals simultaneously, which are emitted from a sensor nodes and 

received at the node D and radio frequency (RF). The sensor node D turns on a timer upon 

receiving the RF signal from the sensor node to measure the difference between the arrival of the 

RF and acoustic signals from that sensor node. The time measurements have an error. The speed 

of the acoustic signal is a function of the temperature of the propagation media. The relationship 

between the speed of the acoustic signal Vs (m/s) and the temperature cT  is as follows:  

 

cTsV 6.04.331 +=
          Eq.(4) 

 

By using the pseudocode 1, we find that the objective function is to minimize the overall error in 

the system, and can be stated as shown in Equation (1) 

 

6.2 PERFORMANCE METRICS 

 
The existing performance of the watermarking technique for secure data transmitting is evaluated 

against the following performance metrics:  
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Table 3 Performance Metrics secure data transmitting  

 

Parameter explain Metric  Value 
Node Sensor  Number of sensor node  Integer 100 

( )
nji

yx ji

,...2,1

,,

==
 

Position of two-dimensional sensor 

networks 

Coordinate  ix =115,5693 

iy =273,2856 

cT  the temperature of the propagation media Degree  cT =36 

,DAt DBt DCt
 

 

time transmission between node D to A, D 

to B and D to C 

second =DAt 0,771625 

=DBt 0,106793 

=DCt 0,09282 

Vs  Speed acoustic signal  (m/s) ≥sV 331.4 

tε  the error in the measurement of the 

temperature  

- tε =0 

DAε , DBε ,  

DCε  

the  error in the measurement of the timer 

from   D to A , D to B and    D to C 

-   0.0473=DAε  

-0.0141=DBε , 

0=DCε  

21
,δδ , 

3
δ  the error in the measurement between the 

Euclidean measurement and the measured 

using time differences of optimal D to A, 

D to B and D to C. 

- 0,0
21

== δδ  0
3

=δ  

 

31 ,2, τττ  4τ  the values are selected such that the 

feasibility of the solution space of  the 

optimization problem is not harmed  

- 
1τ  =0.16947616 

2τ  = 0.16947616,  

 3τ  = 0.24915965 

4τ = 0.992920660 

Sensed data  Data sensed by a sensor node  Bit  01111000 

Watermark 

signal  

Result from LFSR Bit  00011110 

000011011100 1100 

Message 

sensed data  

Result from pseudo code 4 Integer 1 14 0 13 12 12 7  

treshold  normalized correlation the results of error 

the cover medium with watermark 

constraints 

- 0.799153536405721 

)','( XCsim  normalized correlation the results of error 

the cover medium with watermark 

constraints attack 

- 0.2.154207742903002 

 

7. EXPERIMENT AND RESULTS FOR SECURE DATA TRANSMITTING 

 
WSNs have an additionally vulnerability because node are often placed in a hostile environment 

where they are not physically protected. An attack is considered successful if it is not detected by 

the receiver. In this section we discuss various types of attacks that can be launched in the WSNs 

scenario   and how the proposed security scheme can be used to thwart these attacks.  

 

We consider in detail the corresponding weakness for this model watermarking technique that 

could be used by the attacker. Assume that the watermarks constraints are estimated by the 

attacker that should be change, modify and remove. The corresponding attacks are: 

 
7.1 False data insertion attack 

 
A number of different watermarks constraints that are generated by the LFSR, hoping to find the 

new results of error the cover medium that will map into existing solution.  



Computer Science & Information Technology (CS & IT)                                 141 

 

 

 
 

We get the results of the error of the cover medium by false insertion watermark constraints: 

tε =2.154233085444387, DAε = 0.007135532211399, DBε =- -0.000927368803587, DCε = 

0.001724459319967, 0
21

== δδ and 
3

δ = 0.  

 

Implementing a pseudo-code 6, we conclude that the value of similarity is greater than the value 

of threshold: the value of similarity = 2.154207742903002e+002>the value of threshold = 

0.799153536405721. This means that the watermark signal is not robust to false data insertion  

attack. 

 

7.2 Data modification attack 

 

Data modification attack makes impersonation of different watermarks constraints that are 

generated by the LFSR, hoping also to find the new results of error the cover medium that will 

map into existing solution.  

 

 
 

We get the results of the error of the cover medium by modification  watermark constraints: 

tε =0.100170911928198, DAε = 1.118559233568045, DBε =- -0.167216683069220, DCε = 

0.000000000000137, 0
21

== δδ and 
3

δ = 0.145088180096586 

 

Implementing a pseudo-code 6, we conclude that the value of similarity is greater than the value 

of threshold: the value of similarity =0.923139703988680 > the value of threshold = 

0.799153536405721. This means that the watermark signal is  not robust enough to modification  

the attack. 
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7.3 Data Deletion Attack 

 
Data deletion attack is similar to the spoofed data attack in the sense that deleting watermark 

constraints make the error results of the cover medium invalid Delete a number of watermarks 

constraints hope to find new results of error the cover medium. 

 

 
 

We get the results of the error of the cover medium by deleting watermark constraints: tε =0, 

DAε = 0.931857673282008, DBε =- 0.870667531648967, DCε = 0.145088180096586, 

0
21

== δδ and 
3

δ = 0.   

 

Implementing a pseudo-code 7, we conclude that the value of similarity is greater than the value 

of threshold: the value of similarity = 0.352844500181367< the value of threshold = 

0.799153536405721. This means that the watermark signal is robust enough to delete the attack. 

 

7.4 Replication Attack 

 
Data replication attack is quite simple: an attacker seeks to add new constraints to the cover 

medium by replicating the new constraints with the existing constraints. New constraints 

replicated in this fashion can severely disrupt this solution of the cover medium’s performance. 

Data replication attack hopes to find the new results of error the cover medium that will map into 

existing solution.  

 
 

We get the results of the error of the cover medium by replication watermark constraints: 

tε =0.122299414900832, DAε = 0.428473573865247, DBε =- 0.500740473660944, DCε = 0, 

0
21

== δδ and 
3

δ = 0.145088180096586.   
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Implementing a pseudo-code 7, we conclude that the value of similarity is greater than the value 

of threshold: the value of similarity = 0.285586856097203< the value of threshold = 

0.799153536405721. This means that the watermark signal is robust to  Replication Attack. 

 

7.5 Sybil attack 

 

A Sybil attack data occurs when the attacker creates multiple identities and exploits them in order 

to manipulate a reputation score. The Sybil attack data is defined as a malicious device 

illegitimately taking on multiple data identities., The Sybil attack data in communication channel 

watermarking is an attack wherein a reputation network system is subverted by forging more than 

one identity constraints in the cover medium A Sybil hopes  to find aresults of error the cover 

medium.  

 

 
 

We get the results of the error of the cover medium by Sybil  watermark constraints: tε = 

0.100170911928198, DAε = 0.118559233568045, DBε =- 0.013888456874134, DCε = 

0.000000000000137, 0
21

== δδ and 
3

δ = 0.   

 

Implementing a pseudo-code 7, we conclude that the value of similarity is greater than the value 

of threshold: the value of similarity =  0.103640805769825    < the value of threshold = 

0.799153536405721. This means that the watermark signal is robust enough to Sybil attack the 

attack. 

 

The results of these experiments have been shown in Table 3.    

 
Table 3  The robustness of a watermark constraints, and watermark signal 

 
No. Kind of attacks Watermark constraints Watermark Signal 

1. False data insertion  Change  Not robust  

2. Data modification attack Change  Not robust 

3. Data deletion Not change  Robust  

4. Packet replication. Not change  Robust  

5. Sybil attack Not change  Robust  

 

 

8. PERFORMANCE EVALUATION 
 
In this section, we perform a comparative analysis of our technique with other techniques 

proposed by different researchers. The results of this comparative analysis are given in Table 4 
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Table 4  Comparative analysis  with other approach 

 
 

 

Kind of attacks 

Feng 

et al. 

[5] 

Sion 

et al.  

[6] 

Koushan

far et al. 

[8] 

Zhang  

et al. 

[10] 

Xiao 

et al.  

[9] 

Xuejun 

et al. [11] 

Kamel 

et al. 

[13] 

Harjito 

B 

False data 

insertion  

X X X √ X X √ X 

data modification 

attack 

X X X √ X X √ X 

Data deletion X X X X X X √ √ 

Packet replication. X X X X X X X √ 

Sybil attack X X X X X X X √ 

 

  √  provide secure data communication and robust x not provide secure data communication 

 

We then do many experiments of these attacks above to test the performance of the model of 

secure data communication in WSNs. The results of these experiments can be shown in Table 3.   

  

In this works, we compare 8 approaches in term of false data insertion, data modification attack, 

data deletion, packet replication, and Sybil attack. The [5], [6],  [8], [9] approaches do not provide 

secure data communication against 6 attack. But [10] provide data for copy right protection and  

[13] provide for data integrity against these attacks.  Our approach provides secure data 

communication against data deletion, packet replication and Sybil attacks. However our approach 

does not provide secure communication against false data insertion, and modification data 

 

9. CONCLUSIONS 

 
In this paper, we propose a watermarking technique for secure data transmitting in WSNs. Our 

strategy aims to protect data transmitting between sensor nodes in WSNs against these attacks. 

We verify our technique by brute force attacks. We can make secure data from data deletion, 

packet replication and Sybil attacks. However we cannot protect secure data from false data 

insertion, and modification data. Therefore, we still need to improve our technique under the 

circumstance that attacker launch different attack for the future work. 
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ABSTRACT 
 
Key-Policy Attribute Based Encryption (KP-ABE) has always been criticized for its inefficiency 

drawbacks. Based on the cloud computing technology, computation outsourcing is one of the 

effective solution to this problem. Some papers have proposed their schemes; however, 

adversaries in their attack models were divided into two categories and they are assumed not to 

communicate with each other, which is obviously unrealistic. In this paper, we first proved there 

exist severe security vulnerabilities in these schemes for such an assumption, and then proposed 

a security enhanced Chosen Ciphertext Attack (SE-CCA) model, which eliminates the improper 

limitations. By utilizing Proxy Re-Encryption (PRE) and one-time signature technology, we also 

constructed a concrete KP-ABE outsourcing scheme (O-KP-ABE) and proved its security under 

SE-CCA model. Comparisons with existing schemes show that our constructions have obvious 

comprehensive advantages in security and efficiency. 

 

KEYWORDS 
 
KP-ABE, computation outsourcing, CCA, security model, proxy re-encryption, one-time 

signature 

 

1. INTRODUCTION 

 
With the development of Internet, the data storing service of third-party is increasingly popular. 

However, the data, in such a case, will be out of its owner’s control and is managed by Cloud 

Storage Providers (CSPs). Then the confidentiality of the data becomes a problem. At present, 

encryption is the primary mechanism to implement data protection. However, traditional 

encryption schemes are not suitable in such a situation for their lack of ability in access control 

and huge overhead of key management. Sahai and Waters [1] addressed this issue by introducing 

the notion of attribute-based encryption (ABE), a new kind of public key based one-to-many 

encryption scheme which can achieve fine-grained access control on ciphertexts. In such a 

cryptosystem, private keys and ciphertexts are associated with an attribute group or an access 

policy respectively. A user is able to decrypt a ciphertext if and only if the attribute group 

satisfies the access policy. ABE can be classified as KP-ABE [2] and Ciphertext-Policy Attribute 

Based Encryption (CP-ABE) [3]-[5]. In KP-ABE, user’s private key is associated with an access 

policy and ciphertexts are associated with a group of attributes. CP-ABE is just the opposite. 

They are suitable for different application scenarios. The former is data-centred with data 

attributes; the latter is user-centred with user attributes. 
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Although ABE is promising in implementing fine-grained access control on ciphertexts, it is 

being criticized for its inefficiency, which is first reflected in the process of decryption. The 

decryption of ABE is based on time-consuming bilinear pairings of which the number is in 

proportion to the complexity of the access policy. While conventional desktop computers would 

be able to handle such a task, it presents a significant challenge for users that manage and view 

private data on mobile devices. The inefficiency is also reflected in key-issuing. In applications 

that use ABE, the user groups are dynamically changed and the attribute universes of the user are 

usually very large. Hence, the heavy work of key generating during the initialization and user 

revocation will make Public Key Generator (PKG) a bo/ttleneck of the whole system. As the key 

is bundled with the policy in KP-ABE, more tasks will be needed in key generating a key and it 

will be more difficult to recognize the users affected by one revocation. Thus the inefficiency 

problem of key-issuing is more serious to KP-ABE. 

 

The main solution to solve the problems above is outsourcing, by which we can outsource the 

heavy computation tasks to a third party who has strong computing power. And, the rise of cloud 

computing has provided techniques and application fundamentals for this. Cloud Service 

Providers (CSPs) could provide users the pay-on-demand computing services, such as Amazon’s 

EC2 and Microsoft’s Windows Azure. Based on this idea, Green et al. [6] firstly proposed the 

concrete ABE outsourcing schemes. In these schemes, all of the pairings in decryption are 

outsourced to a third party and cleartexts can be recovered by a simple ElGamal decryption 

without leaking any useful information of cleartexts and user private keys. We henceforth refer to 

this paper as Green11 [6]. 

 

However, Green11 cannot solve the inefficiency problem of key-issuing. Li et al. [7] extended the 

outsourcing idea to key-issuing of KP-ABE and proposed a new scheme model called Outsourced 

ABE (OABE). In OABE, there are three CSPs:  S-CSP, D-CSP and KG-CSP, and they provide 

services of ciphertexts storing, decrypting and key generating respectively. We henceforth refer to 

this paper as LCLJ13. LCLJ13 can outsource both decryption and key-issuing. However, two 

pairings are still needed in the decryption phase. The authors of another paper [8] whose target is 

the checkability of outsourced results have improved the decryption efficiency by adopting the 

key-blinding technique. But the key-blinding work is done by PKG, thus it hasn’t eased the 

PKG’s burden compared to the traditional non-outsourcing KP-ABE. We refer to this paper as 

LHLC13. 

 

Although the aforementioned schemes have alleviated the inefficiency problem of ABE to some 

degree, all of them fall short on the security, especially for LCLJ13 and LHLC13. Green11 can 

resist the Replayable Chosen Ciphertext Attack (RCCA) [9], which lies between Chosen Plaintext 

Attack and Chosen Ciphertext Attack. And we will explain RCCA in more detail in Section 6. 

LCLJ13 and LHLC13 share the same attack model, in which the adversaries are classified into 

two types: a curious user colluding with D-CSP and a curious KG-CSP. And they both assumed 

that the two types of adversaries cannot collude. However, in the real OABE system, all CSPs 

cannot be completely trusted. Thus, such an assumption is unrealistic. Actually, in their schemes, 

a curious user can decrypt any ciphertext by colluding with KG-CSP. We will give the proof in 

Section 4.1. Therefore, it is very important to construct a more secure KP-ABE outsourcing 

scheme which can outsource both key-issuing and decryption. 

 

Our contributions. This paper focus on the KP-ABE outsourcing scheme which can outsource 

both key-issuing and decryption. Although LCLJ13 and LHLC13 can do this, they still have 

much space in improving efficiency and security, especially the security. We will firstly prove the 

security vulnerabilities in LCLJ13 and LHLC13 for their assumption of no collusion between 

curious users and KP-CSP. We further propose a security enhanced CCA (SE-CCA) model based 

on the analysis of environment with Chosen Ciphertext Attack, all CSPs are suspect and curious 

users may collude with any CSP. Then by utilizing the technique of PRE and one-time signature, 
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we construct a new concrete KP-ABE outsourcing scheme (O-KP-ABE) with proved security 

under SE-CCA. 

 

Organization. The rest of the paper is organized as follows. In Section 2, we introduce the 

related work. Next, we give necessary background information in Section 3. In Section 4, we first 

give a detailed security analysis of existing schemes and then we describe our new KP-ABE 

outsourcing model and security enhanced CCA (SE-CCA) model. We present a concrete 

construction of a new KP-ABE outsourcing scheme (O-KP-ABE) and prove its security under 

SE-CCA in Section 5. In Section 6, we compare our scheme with all relative schemes in security 

and efficiency and analyse the results. Finally, we conclude our work. 

 

2. RELATED WORK 

 
ABE Outsourcing. This idea was firstly proposed by Green et al. [6] in their work. They have 

also constructed concrete schemes which can outsource the decryption based on this idea. Later, 

Zhou et al. [10] proposed a different ABE scheme with outsourced encryption and decryption. 

Zhou11 and Green11 both utilized the key-blinding technique to outsource decryption, in which 

the user firstly chooses a value randomly as the blind factor, and then runs exponentiations on the 

original key components with the blind factor. However, both of them haven’t considered the 

computation overhead at PKG. Li et al. [7] firstly constructed a KP-ABE outsourcing scheme 

which can outsource both key-issuing and decryption. And the technique they adopted was 

different, of which the core idea is using a default attribute. This default attribute will be 

appended to each data’s attribute group and each user’s access policy. Besides, there are also 

papers [8], [11] researching on the verification of outsourcing results. And the main means is to 

append a redundancy to the ciphertext. 

 

Proxy Re-Encryption (PRE). The notion of PRE was firstly proposed by Blaze et al. [12]. They 

also constructed a simple concrete scheme. PRE can be represented by the formula 

( ( ( , ), ), )
A A B B

D E m e d mπ
→

∏ = , which means the ciphertext encrypted by A’s public key 
A

e   

after being re-encrypted by proxy key 
A B

π
→

 can be decrypted by B’s secret key 
B

d  . 
A B

π
→

 is 

public and the re-encryption work can be done by an untrusted proxy server without fearing the 

leakage of the message m, and user secret keys
A

d , 
B

d . Then Ateniese et al. [13] have made a 

further research on PRE, and they have concluded the features of a PRE scheme. Besides, they 

have also put forward an improved PRE scheme. There are also some papers [14] make research 

on the more secure PRE schemes. 

 

One-Time Signature. There are several techniques to construct a CCA secure scheme from a 

CPA secure one. One-time signature is one of them. Canetti et al. [15] proposed this technique 

and utilized it to construct a CCA secure public key encryption scheme based on Identity-Based 

Encryption (IBE) [15]. Then Cheung and Newport [16] applied the similar technique to CP-ABE 

and constructed a CCA secure CP-ABE scheme from the CPA secure one. One-time signature 

contains a pair of keys (sk, vk) in which the former is used for signing and the latter is used for 

verifying and its length in binary bits is constant. In the scheme of Cheung et al., every bit in vk is 

defined as an attribute, thus there are two attributes corresponding to each bit. Each user secret 

key contains two components for both occurrences of each bit except for ABE components. For 

encryption, the encryptor chooses a pair (sk, vk) and encrypts the message with vk in addition to 

other attributes. The whole ciphertext is then signed with sk. And the decryptor will first verify 

the signature before decryption. We will take advantage of this technique to construct the scheme 

of O-KP-ABE and prove its CCA security under SE-CCA model. 
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3. PRELIMINARIES 

 
3.1. Bilinear Maps 

 

Let G and 
T

G  be two multiplicative cyclic groups of prime order p  and  g  is a generator of G .   

: Te × →G G G  is a bilinear map with the properties: 

� Bilinearity: for all ,u v ∈G  and , pa b Z∈  , we have ( , ) ( , )a b ab
e u v e u v= . 

� Non-degeneracy: ( , ) 1e g g ≠ . 

 

We say that G  is a bilinear group if the group operation in G  and the bilinear map 

: Te × →G G G  are both efficiently computable. Notice that the map e is symmetric since 

( , ) ( , ) ( , )
a b ab b a

e u v e u v e u v= = . 

 

3.2. DBDH Assumption 

 
We define the decisional Bilinear Diffie-Hellman problem as follows. A challenger chooses a 

group G  of prime order p according to the security parameter. Let , ,
p

a b c Z∈   be chosen at 

random and g be a generator of G . Given ( , , , )
a b c

g g g g , the adversary must distinguish a valid 

tuple ( , )
T

abc
e g g ∈G   from a random element R in 

T
G . 

 

Then we can get the definition of DBDH assumption: 

 
Definition 1 (DBDH Assumption) We say that the DBDH assumption holds if no polytime 

algorithm has a non-negligible advantage in solving the DBDH problem. 

 

3.3. Access Structure  

 
Definition 2 (Access Structure [17]) Let 

1 2{ , ,..., }nP P P  be a set of parties. A collection 

1 2{ , ,..., }
2 nP P P⊆A  is monotone if ,B C∀  if B∈A  and B C⊆  then C ∈ A . An access structure 

(respectively, monotone access structure) is a collection (respectively, monotone collection) A  of 

non-empty subsets of 
1 2{ , ,..., }nP P P ,  1 2{ , ,..., }

2 \nP P P
i.e., ⊆ ∅A . The sets in A  are called the 

authorized sets, and the sets not in A  are called the unauthorized sets. 

 

In the context of ABE, the role of the parties is taken by the attributes. Thus, the access 

structure A  will contain the authorized sets of attributes. 

 

4. NEW MODELS FOR KP-ABE WITH OUTSOURCING 

 
4.1. Security Analysis of Existing Schemes 

 
We will take LCLJ13 for example to prove it in this section, that is, if curious users collude with 

KG-CSP, they can decrypt any ciphertext CT. LHLC13 suffers from the same problem. The full 

proof is shown as follows. 

 

Assume a curious user will collude with KG-CSP, and his secret key is SK = (SK1, SK2), in 

which SK2 = 2

0 2 1 1( ) , )
r rx

d g g h d gθ θ

θ θ= =（ . As KG-CSP computes all delegated key-issuing work, 
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it may store the copies of all OKs, including the curious user’s, and assume it is OK = x1. Given 

a ciphertext CT=
0 1 2 1 1( . ( , ) , , ( ) )

s s s
C m e g g C g E g hθ= = = , the curious user performs the following 

steps: 

 

(1)  With public parameter 
2g , OK and 

1C  in CT, he can calculate 1

2( , )
x s

e g g ; with SK2 and Eθ  

in CT, he can calculate 2

1 0 1 2( , ) / ( , ) ( , )
x s

e C d e d E e g gθ θ θ = . 

(2)  As the master key is x = x1+x2, he is able to get 
2( , )xs

e g g  through calculation. 

(3)  As 0 2. ( , )
xs

C m e g g= , the curious user can recover m. 

 

As CT in the above process can be any ciphertext, the curious user can decrypt all ciphertexts by 
colluding with KG-CSP. This is obviously incorrect. Thus there exist severe security 

vulnerabilities in LCLJ13 and LHLC13. 

 

4.2. Model of KP-ABE with Outsourcing 

 
In this section, we give our KP-ABE outsourcing model by modifying the model of KP-ABE with 
outsourced decryption in Green11. Our model supports the outsourcing of decryption and key-

issuing simultaneously. The model is similar to LCLJ13, but it needs no subsequent processing of 

outsourced key-issuing, i.e. the PKG in our model need not do any further computations after 
receiving TK from KG-CSP. By distinguishing OK and TK, on one hand the user could decrypt 

the ciphertext himself when the network is unavailable; on the other hand the D-CSP need not to 

generate TK from OK whenever it translates ciphertexts. Our new KP-ABE outsourcing scheme 
consists of six algorithms, rather than seven in LCLJ13. 

 

Setup. The setup algorithm takes no input other than the implicit security parameter. It is used to 

initialize the system and output the public parameter PK and master key MK. This algorithm is 

performed by PKG. 

 
Encrypt (PK, M, S). The encryption algorithm takes as input the public parameters PK, a 

message M and a set of attributes S. It will encrypt M and produce a ciphertext CT. This 

algorithm is performed by Data Owner (DO). 
 

Keygen_IN ( A , MK, PK). This algorithm is the first step of key-issuing and is performed by 

PKG. It takes as input the access structure A , the master key MK and the public parameters PK. 

It outputs the outsourcing key OK and user private key SK. 

 

Keygen_OUT (OK, PK). This algorithm is the second step of key-issuing and is performed by 
KG-CSP. It takes as input the outsourcing key OK and public parameters PK. It will output the 

transformation key TK and return it to PKG. 

Transform_OUT (TK, CT). This algorithm completes the preprocessing of ciphertext and is 

performed by D-CSP. It firstly checks whether the attribute set S in CT satisfies the access 

structure A  in TK. It outputs the partially decrypted ciphertext CT’ if S∈A  otherwise it outputs 

⊥ . 

 

Decrypt (CT, CT’, SK). This algorithm takes the ciphertext CT, partially decrypted ciphertext 

CT’, and user private key SK as input. It outputs the message M if S∈A , otherwise ⊥ . 
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4.3. Enhanced Security Model 

 
This section analyzes all possible attacks to the KP-ABE outsourcing model given in section 4.2 

under CCA and proposes a new Security Enhanced CCA model SE-CCA. 

 

As the above outsourcing model outsources the majority of work during key-issuing and 

decrypting to a third party who is not completely trusted, more information may be leaked. Even 

though the computations of key-issuing and decryption are outsourced to different parties, they 

may collude with each other. Thus, the outsourcing model above will face attacks different from 

any previous ones, which results in a different attack model. 

 

Through careful analysis of the new outsourcing model, we find attackers under CCA may get the 

following information or services: 

 

� Like the basic ABE schemes, the attacker is able to achieve the service of key-issuing, and 

thus get the key pair (SK, TK) corresponding to the specific access policy A . 

� Since KG-CSP is not trusted, it may save the copies of all OKs sent from PKG and the 

corresponding TKs. So the attacker may get all of the key pairs (OK, TK). 

� Combining the above two points, the attacker can get the tuple of keys (OK, TK, SK) 

corresponding to the specific policy A . 

� As S-CSP and D-CSP are both untrusted and the TK corresponding to any access policy A  

can be achieved, the attacker is able to get the transforming service to all ciphertexts. 

� The adversary can get specific decrypting services under CCA model. 

 

Based on these observations, we propose the new CCA model SE-CCA, and the model is defined 

as follows: 

 

Init. The adversary A  declares the set of attributes 
*S  and submits it to the challenger C. 

Setup. The challenger C runs the Setup algorithm of KP-ABE outsourcing scheme and sends the 

public parameters PK to adversary A . 

 

Phase 1. The adversary A  is allowed to make any of the following queries repeatedly: 

i. Query for (SK, OK, TK) corresponding to the access structure A  with the restriction that for 

all x Y∈ A
, *x S∉ , in which YA

 is the collection of the attributes in A . 

ii. Query for (OK, TK) corresponding to the access structure A , with the restriction that for all 

x Y∈ A
, *x S∈ , in which YA

 is the collection of the attributes in A . 

iii. Query for the transforming ciphertext CT’ corresponding to CT encrypted with 
*S . 

iv. A  submits a ciphertext CT encrypted with 
*

S  and gets the corresponding message m. 

 

Challenge. A  sends to C two equal length messages m0, m1. Then C flips a random coin b, and 

encrypts mb with *S . The ciphertext CT* will be sent to A . 

 
Phase 2. The adversary repeats Phase 1 with the restriction that the ciphertexts submitted for 

decryption are not equal to CT*. 

Guess. A  outputs a guess b
’
 of b. 

 

Definition 3 (SE-CCA Secure KP-ABE with Outsourcing) An KP-ABE outsourcing scheme is 

SE-CCA secure if all polynomial time adversaries have at most a negligible advantage in the 

game of SE-CCA. 
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5. O-KP-ABE 

 
5.1. Access Trees 

 
Our construction uses the tree-based access structure which is represented by T. Each interior 

node of the tree is a threshold gate and the leaves are associated with attributes. This structure is 

very expressive. For example, we can represent a tree with “AND” and “OR” gates by using 

respectively 2 of 2 and 1 of 2 threshold gates. A user is able to decrypt a ciphertext if and only if 

the attributes in ciphertext satisfies the access structure in the user’s private key. The definitions 

of T and the relative functions are identical to paper [2]. 

 

5.2. Construction of O-KP-ABE 

 

Let 
1

G  be a bilinear group of prime order p and let g be a generator of 
1

G . In addition, let 

1 1
:

T
e × →G G G  denote the bilinear map. We also define the Lagrange coefficient ,i SD  for  pi Z∈  

and a subset, S, of  pZ : 
, ,

( )
x j

i S i jj S j i
x

−

−∈ ≠
= ∏D . Assume the length of vk in one-time signature is l 

and vkj is the value of jth bit in vk. 

 

Our construction consists of 6 algorithms. 

 

Setup. First, choose a bilinear group 
1

G  of prime order p with a generator g and a bilinear map 

1 1
:

T
e × →G G G . Next, determine the universe of attributes according to the actual situation 

1 2{ , ,..., }
n

U a a a= , and let i represents the index of attribute ai in U. Then, choose 

, , , , ,1 ,1 2
i i j p

t u Z i n j lα β ω ∈ ≤ ≤ ≤ ≤  and 
12

g ∈ G , in which ti and 
i

β  correspond to ai. Then the 

master key is ( , , , , ),1 ,1 2
i i j

MK t u i n j lα ω β= ≤ ≤ ≤ ≤ , and the public parameters PK are 

1

1 2 2{ , , , , , , }1 ,1 2ji i i
ut t

i i jPK U g g g g T g P g U g i n j l
βα −

= = = = = ≤ ≤ ≤ ≤， . 

 

Encrypt (PK, M, S). Run the key generating algorithm of one-time-signature to get a pair of key 

(sk, vk) and randomly choose a value ps Z∈ . For jth bit in vk, if vkj = 0 , calculate  s

j jE U= ; if vkj 

= 1, calculate s

j j lE U += . Thus, we can get 0 1 2{ , . ( , ) ,{ } , }s s

y i y S
C S C M e g g C T E∈= = = , in which 

{ }1jE E j l= ≤ ≤， , y represents an attribute and i is the index of y in the universe of attributes U. 

 

Then sign on C with sk and obtain a signature σ . The final ciphertext is ( , , )CT C vkσ= . 

 

Keygen_IN (T, MK, PK). The algorithm proceeds as follows. First choose a random value 

pz Z∈  and calculate = ( ) zδ α ω− .Then, choose a polynomial qx for each node x (including the 

leaves) in the tree T. These polynomials are chosen in the following way in a top-down manner, 

starting from the root node r. 

 

For each node x in the tree, set the degree 
xη  of the polynomial qx to be one less than the 

threshold value kx of that node, that is 
xη = kx -1. Then, for the root node r, set qr(0)=δ  and 

rη  

other points of the polynomial qr randomly to define it completely. For any other node x, set 

( )(0) ( ( ))x parent xq q index x=  and choose xη  other points randomly to completely define qx . 
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Once the polynomials have been decided, for each leaf node x, we can get the value of (0)xq , and 

then calculate (0) /x x id q β=  , in which i is the index of x in the universe of attributes. 

 

Then, randomly choose ,1 1j pZ j lω ∈ ≤ ≤ − , and calculate 
1

1

l

l jj
ω ω ω

−

=
= −∑ . Afterwards, 

calculate j j juϕ ω= , j j j luξ ω +=  ,1 j l≤ ≤  . Thus, we have 0 2 1 2( , )j j

j jG G g G g
ϕ ξ

= = = . 

 

Finally, user’s private key is SK = z and outsourcing key is { ,{ } , }
Tx x Y

OK T d G∈= . 

Keygen_OUT (OK, PK). For each element dx in OK calculate
1 . (0)

2
x i xd t q

x i
D P g

−

= = , in which i is 

the index of attribute x in the universe of attributes U. The transformation key is: 

 

{ ,{ } ,G}
Tx x Y

TK T D ∈= , in which YT is the attributes set of leaves in T. 

 

Transform_OUT (TK, CT). First verify the signature σ . On failure, return ⊥. Otherwise, 

proceed the transformation procedure which is defined as a recursive algorithm TransformNode 

(x, TK, CT). This recursive algorithm outputs a group element of 
T

G  or ⊥. 

 

If the node x is a leaf node then: 

 

1 . (0) .

2

(0).

2

( , , )

( , ) ( , )

( , ) if
=

otherwise

i x i

x

t q t s

x x

q s

TransformNode x TK CT

e D C e g g

e g g x S

−

 =

= ∈


⊥

 

 

If x is not a leaf node, the algorithm TransformNode (x, TK, CT) proceeds as follows: for all 

nodes z that are children of x, it calls TransformNode (z, TK, CT) and stores the output as Fz. Let 

Sx be an arbitrary kx sized set of child nodes z such that Fz ≠ ⊥. If no such set exists then the 

node was not satisfied and the function returns ⊥. 

 

Otherwise, we compute: 

'.

'.(0 )

'.( )

'.

(0)

'

(0).

2

(0). ( ( ))

2

. ( ). (0)

2

. (0)

2

( , , )

( )
, in which 

{ ( ) : }

( ( , ) )

( ( , ) )

( , )

( , )

i Sx

x

i Sz x

x

i Sparent z x

x

x i Sx

x

x

z

z S x x

s q

z S

s q index z

z S

s q i

z S

s q

TransformNode x TK CT

i index z
F

S index z z S

e g g

e g g

e g g

e g g

∈

∈

∈

∈

=
=

= ∈

=

=

=

=

∏

∏

∏

∏

D

D

D

D

 

 

If CT cannot satisfy TK, the algorithm returns ⊥, otherwise we can get 0 2' ( , )
s

CT e g g
δ= . Then, 

for jth bit in vk, if vkj = 0, calculate 0 2 2( , ) ( , ) ( , )j j j ju s u s

j je E G e g g e g g
ω ω

= = ; if vkj = 1, calculate 
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+

1 2 2( , ) ( , ) ( , )j l j j l ju s u s

j je E G e g g e g g
ω ω+= = . Then we can get 

2 21
' ( , ) ( , )j

l s s

j
W e g g e g g

ω ω

=
= =∏ . 

Thus, we can get the final result 
0' { ', '}CT CT W= . 

 

Decrypt (CT, CT’, SK). If the user has the privilege to access the data, then upon receiving CT’ 

from D-CSP, the user completes the decryption and gets a message 
0 0/ ( ' , ')

SK
M C CT W= . 

 

5.3. Proof of Security under SE-CCA 

 
We prove the following theorem: 

 

THEOREM 1. If an adversary can break the scheme of O-KP-ABE under the SE-CCA model, 

then a simulator can be constructed to solve the DBDH problem with a non-negligible advantage. 

 

PROOF: Suppose there exists a polynomial adversary A  who can attack our scheme under the 

SE-CCA model with advantage ε and the probability to forge an legal signature is Pr[forge], then 

we can build a simulator S  who can win DBDH problem with a non-negligible advantage 
1

2 2
Pr[forge]-ε

. The process of simulation is as follows: 

 

The challenger C generates the tuple (A, B, C, Z). Then, the simulator S  chooses a signature key 

pair (sk*, vk*). The length of vk* is l and vkj* is the value of jth bit in vk*. We assume the universe 

of attributes, U, is defined. 

 

Init. A  chooses the set of attributes S* it wishes to be challenged upon and sents it to S . 

Setup. The simulator S  sets 1g A g
α= =  (thus, a α= ) and 2g B= . Then choose a random value 

pZω ∈ . For each ai∈U, S  chooses random values ', 'i i pt Zβ ∈ . If *

ia S∈ , the simulator sets 

'
it

iT g=  and 
' 1 ' ' 1 '. .

2
i i i it t

iP B g
β β− −

= =  (thus, ' '
,i i i it t β β= = ); if 

*

ia S∉ , S  sets 
' ' '( )
.i i it t t

iT A g g
ω α ω− −= =  

and 
' ' ' '

( ) ( )i i i it t

iP g g
β α ω β α ω− −= = , (thus, '

( )i it tα ω= − , '
( )i iβ α ω β= − ). 

 

Next, randomly choose 
' ,1 2

j p
u Z j l∈ ≤ ≤ . If 

* 0
j

vk = , set 
'

j j
u u=  and 

'

j l j l
u bu+ += ; otherwise, 

set 
'

j j
u bu=  and 

'

j l j l
u u+ += . Then calculate ju

jU g= . 

So the public parameters are 1 2( , , , , , , ),1 ,1 2i i jPK U g g g T P U i n j l= ≤ ≤ ≤ ≤ , and they will be sent 

to A . 

 

Phase 1. The adversary A  is allowed to make any of the following four queries repeatedly: 

 

i. A  submits an access tree T with the restriction that for all 
Tx Y∈ , 

*
x S∉ , in which 

TY  is the 

attributes set of leaves in T. And S  must construct the corresponding key tuple (SK, OK, TK). 

S  firstly chooses a random value  pz Z∈  and sets SK = z. 

Then, set (0) 1rq z=  and calculate the value of (0)xq  of each leaf node x in tree T following 

the steps of Keygen_IN. Next, let (0) ( ). (0)x xQ qα ω= − , thus (0) ( ) /rQ zα ω= − . Since the 

simulator sets '
( )i iβ α ω β= −  for all 

*

ia S∉ , we can calculate (0) (0) 'x x i x id Q qβ β= = . 

Afterwards, randomly choose j pZω ∈ , 1 1j l≤ ≤ − , and calculate 
1

1

l

l jj
ω ω ω

−

=
= −∑ . If 

* =0jvk  , calculate 0 2
j j j ju u

jG g B
ϕ ϕ

= =  and 
' '

1 2 2
j j l j j l j j lu bu u

jG g g g
ϕ ϕ ϕ+ + += = = ; otherwise, 
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'

0 2
j j j ju u

jG g g
ϕ ϕ

= =  and 
' '

1 2 2
j j l j j l j j lu u u

jG g g B
ϕ ϕ ϕ+ + += = = . Thus, we get 0 1{ , }j jG G G= . The 

outsourcing key is OK={ ,{ } , }
Tx x YT d G∈ . 

For each element dx in OK calculate xd

x iD P= , and the transformation key is 

TK={ ,{ } , }
Tx x YT D G∈ . 

Finally, send (SK, OK, TK) to the adversary A . 

ii. A  submits an access tree T with the restriction that for all 
Tx Y∈ , *x S∈ , in which YT is the 

attributes set of leaves in T. And S must construct the corresponding key tuple (OK, TK). 

S  firstly chooses a random value ' pz Z∈ , and sets 1 'zδ =   (thus ( ). 'z zα ω= − ). Then, set 

(0) 1 'rq z=  and calculate the value of (0)xq  of each leaf node x in tree T following the steps 

of Keygen_IN. Since the simulator sets 'i iβ β=  for all *x S∈ , we can calculate 

(0) (0) 'x x i x id q qβ β= = . Afterwards, generate G using the same approach in i. Thus, the 

outsourcing key is OK={ ,{ } , }
Tx x YT d G∈ . 

For each element dx in OK calculate xd

x iD P= , and the transformation key is 

TK={ ,{ } , }
Tx x YT D G∈ . 

iii. A  submits a ciphertext CT encrypted by S*, the simulator must transform it to CT’. 

First, S  verifies the correctness of σ . On failure, the simulator will terminate the game and 

return ⊥, which is called the “Exist Event”. Otherwise, generate an access tree and revoke 

ii to get the corresponding TK. Then with TK, S  can transform CT to CT’. 

iv. A  submits a ciphertext CT={ , , }C vkσ  encrypted by S*, and the simulator will decrypt it. 

First, revoke query iii, if the result is not ⊥, then proceed as follows: 

� If vk = vk*, we call the “Forgery” happens and the simulator will terminate the game 

and output the guess u’ of u randomly. 

� If *vk vk≠ , we can assume the jth bit of them are different. Without loss of generality, we 

assume vkj = 1 and thus vkj* = 0. Therefore, j l j lu s bu s

jE g g+ += = . Then the simulator can 

calculate 
' . '

( , ) ( , ( , )j l j lbu s abs ua

je A E e g g e g g+ += = . Since 'j lu +  is known to S , he calculates 

1 '

0 ( , ) j lu s

jC e A E +  as the message m and sends it to the adversary. 

 

Challenge. The adversary A  submits two challenge messages m0, m1 with equal length to S . 

The simulator S  will flip a fair binary coin b, and returns an encryption of mb. The ciphertext is 

outputted as *'

'* *

0{ , . ,{ } , }it

b y y S
C S C m z C C E

∈
= = = .  E is calculated as follows: if * 0jvk =  

,
' 'j ju s us

j jE U g C= = = ; otherwise, 
' 'j l j lu s us

j j lE U g C+ +

+= = = . 

 

If u = 0 then Z = ( , )
abc

e g g . If we let s = c, then we have 

0 1 2. ( , ) . ( , ) . ( , )abc a b c s

b b bC m e g g m e g g m e g g= = = ,
' 'i it t s s

y iC C g T= = = . Therefore, the ciphertext 

is a valid random encryption of message mb. 

 

If u = 1, then Z = ( , )z
e g g . Thus, 0 . ( , )z

bC m e g g= . Since z is random, C0 will be a random 

element of 
T

G  from adversary’s view and the message contains no information about mb. 

 

Then, sign C* with sk* to get the signature σ . The final ciphertext is * { *, , *}CT C vkσ=  and it 

will be sent to the adversary. 
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Phase 2. Repeat the process of Phase 1 with the restriction that the ciphertexts submitted for 

decryption are not equal to CT*. 

 

Guess. A  will submit a guess b’ of b. If b'=b, the simulator will output u'=0 to indicate it was 

given a valid BDH-tuple, otherwise it will output u'=1 to indicate it was given a random 4-tuple. 

 

First of all, “forge” represents that the event of forgery happens and “¬forge” represents the 

opposite. 

 

If “Forgery” happens, S  will not wait for A ’s guess of b and output the guess of u randomly, 

thus ' 1
2

Pr( | forge)u u= = . 

 

If u=1 and “Forgery” doesn’t happen, the adversary gains no information about b. Therefore, we 

have 1
2

Pr( | forge | 1)'
b b u≠ ¬ = = . Since the simulator guess u'=1 when u'=u, we have 

' 1
2

Pr( | forge | 1)u u u= ¬ = = . Thus, the probability to solve DBDH problem for S  when u=1 is: 

 
'

' '

'

'

1 1
2 2

1
2

Pr( | 1)

Pr( ,forge | 1) Pr( , forge | 1)

Pr( | forge | 1).Pr(forge)

Pr( | forge | 1).Pr( forge)

.Pr(forge) .(1 Pr(forge))

=

u u u

u u u u u u

u u u

u u u

= =

= = = + = ¬ =

= = = +

= ¬ = ¬

= + −

 

 

If u=0, the adversary sees an valid encryption of mb. The adversary’s advantage in this situation is 

ε by definition. Therefore, we have 
' 1

2
Pr( | forge | 0)b b u ε= ¬ = = + . Since the simulator guess 

u'=0 when b’=b, we have 
' 1

2
Pr( | forge | 0)u u u ε= ¬ = = + . Thus, the probability to solve DBDH 

problem for S  when u=0 is: 
'

' '

'

'

1 1
2 2

1
2

Pr( | 0)

Pr( , forge | 0) Pr( , forge | 0)

Pr( | forge | 0).Pr(forge)

Pr( | forge | 0).Pr( forge)

.Pr(forge) ( ).(1 Pr(forge))

= .Pr(forge)

u u u

u u u u u u

u u u

u u u

ε

ε ε

= =

= = = + = ¬ =

= = = +

= ¬ = ¬

= + + −

+ −

 

 

Thus, the overall advantage of simulator in the DBDH game is: 

 
' '1 1 1

2 2 2

1 1 1 1 1
2 2 2 2 2

1 1
2 2

1 1
2 2

Pr( | 0)+ Pr( | 1)

= .( .Pr(forge)) .

. . .Pr(forge)

. .Pr(forge)

u u u u u u

ε ε

ε ε

ε

= = = = −

+ − + −

= −

≥ −
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6. ANALYSIS AND DISCUSSION 

 
6.1. Analysis 

 
This section compares our scheme with other existing KP-ABE outsourcing schemes in efficiency 

and security. The results are shown in Table 1. 

 
Table 1. Comparisons in efficiency and security between our schemes and others. 

 
Scheme KG Ops Dec Ops Security Level 

Green11 SS+5|Y|G 1G RCCA 

LCLJ13 3G 2P CPA 

LHLC13 (2|Y|+5)G 1G CPA 

O-KP-ABE(ours) SS+2lG 1G SE-CCA 

 

G and P stand for the maximum time to compute an exponentiation in G  and a pairing respectively. |Y| denotes the 

number of leaves in access tree. l is the length of vk. SS represents the time to share a secret in key-issuing phase. 

 

As Green11 has not considered the outsourcing of key-issuing, the number of exponentiations 

that it must accomplish is proportional to the size of the access tree. Thus, its efficiency of key-

issuing is relatively low. LCLJ13 can outsource both decrypting and key-issuing and PKG only 

needs to complete three exponentiations during the key-issuing phase. However, the user still has 

to complete two pairings when decrypting ciphertexts. LHLC13 improves that, and the user only 

needs to complete one exponentiation in decryption. But its efficiency in key-issuing decreases 

sharply, even no better than the original scheme [2] without outsourcing.  

 

Our O-KP-ABE scheme has the highest efficiency in decryption, where the user only needs one 

exponentiation. We have utilized the technique of one-time signature, and PKG must do extra 2l 

exponentiations. Thus, its efficiency in key-issuing is relatively low. That is the cost of security. 

 

In the aspect of security, Green11 can resist the Replayable Chosen Ciphertext Attack (RCCA) 

[9]. The traditional notion of security against CCA is a bit too strong, since it does not allow any 

bit of the ciphertext to be altered. However, there exist encryption schemes that are not CCA 

secure, but seem sufficiently secure “for most practical purposes”. For these reasons, Canetti et al. 

proposed the notion of RCCA. On one hand, RCCA security accepts as more secure than some 

non-CCA schemes; on the other hand, it suffices for most of existing applications of CCA 

security. Thus, the security of RCCA lies between CPA and CCA. Although the authors of 

LCLJ13 and LHLC13 declared that their schemes are CPA secure, we have proved that they have 

severe security vulnerability when collusion is considered. Our scheme has been proved secure 

under the SE-CCA model, which means O-KP-ABE has removed the security vulnerability in 

LCLJ13 and LHLC13 and can be CCA secure. Thus our scheme has a relatively higher security 

compared with the existing schemes. 

 

6.2. Discussions  

 
Verifiability. Although in our scheme the proxy servers, namely CSPs, cannot learn anything 

useful, there is no guarantee on the correctness of the outsourcing results. In some applications 

users or PKGs often request to check whether the outsourcing work is indeed done correctly. This 

is another important issue in outsourcing KP-ABE, and some approaches have been proposed. For 

example, Lai et al. [11] and Li et al. [8] addressed this problem by appending a redundancy to the 

ciphertext. However, both of them only considered the verification of outsourced decrypting, they 
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have not considered the same request for outsourced key-issuing. In our future work, we will 

consider the verification issue of our O-KP-ABE scheme. 

 

Similar Problems for CP-ABE. Despite the work like this paper that focus on the KP-ABE 

outsourcing scheme, there are also many papers [10] engaged in the outsourcing of encryption 

and decryption of CP-ABE. However, we find that some of them have the similar security 

vulnerabilities to LCLJ13 and LHLC13. For example, in Zhou et al.’s scheme [10], the ciphertext 

embedded with the access policy ESP DOT T∧  can be decrypted by any user that satisfies DOT  by 

colluding with ESP. Firstly, the user gets s1 from ESP. Then he chooses a pair of key components 

( , ')j jd D D=  from his secret key, and we assume that the corresponding attribute is y. After that, 

the user can compute the ciphertext components pair corresponding to y as 
1 1( , ' ( ) )

s s

y yc C g C H y= = =  . And then he can calculate 1( , )
rs

e g g  with d and c. In addition, 

because the user satisfies 
DOT , he can compute 2( , )

rs
e g g . At last, with the public parameter h and 

the key component D, the user can restore the message in the ciphertext. Thus we can see that this 

scheme has severe security problems. However, if we replace the hash function H with the 

attributes universe, then the similar technique in our scheme can be used to solve this problem. 

We leave this problem to our future work. 

 

7. CONCLUSION 

 
It is unrealistic for the existing KP-ABE outsourcing schemes to assume that curious users will 

not collude with KG-CSP. Thus, in this paper we first proposed a new security enhanced model 

SE-CCA. All CSPs in SE-CCA are curious and allowed to collude with each other. Besides, the 

attackers can get decryption service for specific ciphertexts in SE-CCA. Then, we constructed a 

concrete outsourcing scheme O-KP-ABE and proved its security under SE-CCA. Our scheme has 

the highest security compared with existing schemes. Except for that, O-KP-ABE also has 

relative higher efficiency. Hence, our construction has a comprehensive advantage over existing 

schemes in security and efficiency. 
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ABSTRACT 

 

Organ segmentation from medical images is still an open problem and liver segmentation is a 

much more challenging task among other organ segmentations. This paper presents a liver 

segmentation method from a sequence of computer to mography images.We propose a novel 

balloon force that controls the direction of the evolution process and slows down the evolving 

contour in regions with weak or without edges and discourages the evolving contour from going 

far away from the liver boundary or from leaking at a region that has a weak edge, or does not 

have an edge. The model is implemented using a modified Distance Regularized Level Set 

(DRLS) model. The experimental results show that the method can achieve a satisfactory result. 

Comparing with the original DRLS model, our model is more effective in dealing with over 

segmentation problems. 

 

KEYWORDS 

 
Liver segmentation, level set method, Distance Regularized Level Set (DRLS) model  

 

 

1. INTRODUCTION 

 

The liver is one of the most important organs in the human body. It carries out a variety of 

functions including filtering the blood, making bile and proteins, processing sugar, breaking 

down medications, and storing iron, minerals and vitamins. However, the liver is prone to many 

diseases such as hepatitis C, cirrhosis, and cancer. As the advance of computer science and 

technology, computer-aided surgical planning systems (CAD) have played an important role in 

diagnosing and treatment of liver diseases. These systems can present the structures of various 

liver vessels, generate resection proposals, offer 3D visualizations, provide surgical simulations 

with cutting, and lead to shorter planning times. However, among these systems, one of the most 
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important problems is the accurate segmentation of a liver from its surrounding organs in 

computer tomography (CT) images.  

  

Developing a robust method for liver segmentation from CT images is a challenging task due to 

the similar intensity values between adjacent organs, geometrically complex liver structure and 

the injection of contrast media, which causes all tissues to have different gray level values. 

Several artefacts of pulsation and motion, and partial volume effects also increase the difficulties 

to carry out automatic liver segmentation in CT images. The significant variations in shape and 

volume of the liver also contribute these difficulties. Therefore, liver segmentation from medical 

images is still an open problem. Generally, methods and approaches to liver segmentation in the 

CT images are categorized into two main categories: semiautomatic and fully automatic liver 

segmentation methods. Semi-automatic liver segmentation methods require a limited user 

intervention to complete the task. This intervention varies from a manual selection for seed points 

to a manual refinement of a binary mask for the liver. The term fully automated means that the 

liver segmentation process is implemented without any sort of operator intervention. This kind of 

method is highly appreciated by radiologists since it is free from user errors and biases, and it 

saves the operator from a potentially hard work and wasted time. The latest achievements in liver 

segmentation are reviewed in this section. All the methods are discussed in one of the three 

categories; namely, gray level based methods, model based methods, and texture based methods 

[1]. It is apparent that each category of liver segmentation methods has its own advantages and 

shortcomings, and may be effective for a particular case. With the gray level based methods[2-

11], they use image feature directly. Consequently, gray level based methods are the most 

common methods in liver segmentation. 

 

These methods depend primarily on the evolution of gray level toward targets. While gray level 

methods are generally fast, their effectiveness may be affected, especially when gray level 

intensity of targets exhibits changes. In spite of using prior knowledge, gray level methods may 

fail when the liver occupies a small percentage of the image. Gray level is applied manually or 

via automatic rough segmentation. The aim of these two procedures is to collect information with 

regard to the gray level. Whilst these methods are reliable, they often require substantial 

computational time. Several gray level based methods deploy gradient information as a precise 

approach to deal with image boundaries. However, this approach becomes impractical in the 

presence of numerous boundaries, only some of them are the real boundaries of the desired 

object. Under these conditions, gray level based methods may easily converge to wrong 

boundaries, resulting in over or under segmentation. This could be corrected by refining the 

results through a manual work or via the implementation of other methods. 

 

In contrast, structure based methods [12-15] are capable of dealing with unclear liver boundaries 

by utilising prior knowledge. Structure based methods can handle some problems which the gray 

level based methods cannot deal with.  However, these methods require a great deal of training 

data to span all plausible conditions of the liver. Applying these methods incur significant 

difficulty when handling nonstandard shapes for the liver. In other words, it is very hard to 

develop a unified segmentation models for liver based on structure based methods. Instead of 

using gray level or shapes, texture based methods [16-19]utilises pattern recognition and machine 

learning to locate boundaries. As a result, these methods enable one to collectively consider more 

features. Texture based methods can produce better results when the boundaries are not clear. An 

accurate description of texture feature constitutes the main challenges in these methods in 

addition to the need for training data. Although there exist many descriptors, they are not like 

those described by human. Furthermore, selecting a proper descriptor out of many, poses another 
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problem. It should be noted that both machine learning and pattern recognition are still 

developing technologies with much weaker information processing abilities than human brain and 

they are not able to achieve good segmentation result without the use of other refined methods. In 

general, gray level based methods are more highly developed. They can conveniently be used to 

deal with complex segmentation tasks.  

 

In the majority of cases, gray level based methods can attain satisfactory segmentation results. 

Structure based methods relies heavily on the shape of the object, a property making them a more 

robust technique. Finally, texture based methods attempt to emulate the procedure that human’s 

brain processes. Level set methods have been investigated and widely utilized in image 

segmentation especially for medical images segmentation[20-22].Current approaches in using 

level set methods represent promising approaches for segmenting irregular object shapes such as 

liver. However it has a strict requirement on the initial position. It achieves a good result when 

the initial contour is placed near the target.3D liver segmentation methods can be categorized into 

two classes: direct 3D segmentation and propagation of the 2D slice-based segmentation. In terms 

of the first class, the user initializes a 3D deformable surface in multiple 2D slices of the liver, 

and then the initial 3D mesh is automatically refined by forces characterized by the image 

gradient and smoothness of the contour. This kind of method is time consuming and requires 

many user interactions that can lead to observer variability. The second class of 3D liver 

segmentation makes use of the slice-based propagation approach. In this technique, the 3D CT 

images are re-sliced into a number of 2D slices. A 2D segmentation is used in each slice, which is 

initialized by a propagated boundary from the previous 2D slice. This technique reduced a 3D 

segmentation problem to a sequence of 2D segmentation problems. Each of the reduced 2D 

segmentation sub-problems is much simpler than the original 3D segmentation problem, and it is 

also much cheaper on computational expense to incorporate 2D shape information as a shape 

constraint into the 3D segmentation procedure. Since the difference between adjacent slices is 

small, the final contour of one slice can provide useful information about the initial contour 

position and prior intensity and shape information which in turn enhances the segmentation 

performance of the level set method for the following slices. In this paper, we will modify the 

distance regularization level set [23] (DRLS) model in order to segment the liver contour in each 

2D slice by using a new balloon forces that controls the direction of the evolution and slows 

down the evolution process in the region with weak or without edges. This papers organized as 

follows: Section 2 reviews the DRLS model. Section3 describes our methodology. Section4 

shows some experimental results, and finally the conclusion is conveyed in Section 5. 

 

2. DISTANCE REGULARIZED LEVEL SET METHOD 

 

Liet al.[23]proposed a level set method termed as Distance Regularized Level Set (DRLS) model. 

The DRLS model uses an edge-based active contour method to drive the level set function (LSF) 

to the desired boundary, and provides a simple and efficient narrowband implementation without 

re-initialization.  

 

Let :φ Ω →ℜ  be a level set function defined on domain Ω . An energy function ( )ε φ  is defined 

as: 

 

                                                                                                          (1) 
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where 0β >  is a constant and ( )pR φ is the level set regularization term, defined by 

             

                                                                                                             (2) 

where p  signifies an energy density function :[0, ) ,p ∞ → ℜ  defined as  

 

                                                                        (3) 

The minimization of the energy ( )ε φ can be achieved by solving a level set evolution equation. 

For a LSF, an external energy function is defined by 

 

 

                                                                                                   (4) 

where λ andα  are the coefficient of the length term ( )gL φ and area term ( )gA φ , which is given 

by 

                                                                                                      (5) 

And 

                                                                                                                 (6) 

where [0,1)g ∈ is an edge indicator function given by 

                                                                                                                 (7) 

whereGσ is a Gaussian kernel with standard deviationσ , and I is the input image. The Dirac delta 

function εδ and Heaviside function Hε  in Eqs. (5)and (6) are approximated by the following 

smooth function εδ  and Hε , respectively, as in many level set methods: 

                                                                  (8) 

and               

                                                                        (9) 
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whereε is a constant, typically set to 1.5.The length term ( )gL φ  was first introduced by 

Caselleset al.[24]in their proposed geodesic active contour (GAC) model. ( )gL φ computes the 

line integral of the function galong the zero level contour of φ , which is minimized when the zero 

level set of φ  is located at the object boundaries which in turn keeps the curve smooth during the 

deformation.The area term ( )gA φ  calculates the weighted area inside the evolving contour. It is 

introduced to speed up the motion of the zero level contourwhen the contour is far away from the 

desired object boundaries and slow down the expanding and shrinking of the zero level contour 

when it arrives at object boundaries where g is smaller. ( )gA φ represents a balloon forces in 

which the sign of α controls the direction of the level set evolution (shrinking or expanding).The 

level set evolution equation in the DRLS model is defined by: 

 

                      (10) 

 

The problem with the DRLS model in the case of liver segmentation is that the curve will evolve 

and deviate from the liver boundary in the region with weak or without edges. In this 

contribution, we will modify the distance regularization level set method [23] (DRLSM) by 

adding a new balloon force to guide the evolution process and discourage the evolving contour 

from leaking at a region with a weak or without an edges and from going far from the liver 

boundary. 

 

3. THE PROPOSED MODEL 

 

In this paper, we propose a new balloon force that controls the direction of the evolution and 

slows down the evolving contour at weak or blurred edges. Since the liver has a very similar 

intensity with its adjacent organs, this could easily result in over and/or under segmentation 

results. The DRLS model does not perform well with liver segmentation. We will modify the 

DRLS model to segment the liver contour in each 2D slice by using a new balloon force that 

controls the direction of the evolution and slows down the evolution process in the region with 

weak or without edges, which subsequently discourage the evolving contour from leaking at a 

region with a weak or without an edge and from deviating from the liver boundary. Our balloon 

term will be built using the probability density function. The methodology encompasses steps 

described in the following sections. 

 

3.1 PRE-PROCESSING 

 

The intensity distribution of the liver is irregular due to noises, so liver segmentation without pre-

processing is difficult. A smoothing step, in theory, would make the intensity distribution less 

variable. In our work, a Gaussian filter is used as a smoothing step. 

 

3.2 SEGMENTATION OF THE REFERENCE SLICE 

 

This step is the most important step in our 3D liver segmentation method. The segmented liver 

contour will be the initial contour for the adjacent slice so the segmentation result should be 
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accurate.  The starting slice or the reference slice can be selected as a middle or the largest slice 

of the liver volume. In this contribution we used the Active Shape Model (ASM) [25] to segment 

the reference slice.  

 

3.3  2D SLICE BASED PROPAGATION APPROACH 

 

Since the variation of shape and intensity between the adjacent slices are very small we can use 

these information from the previous slice to segment the next slice. In our method we compute 

the mean intensity µ and the variance σ of the segmented slice. According to [26],about 98% of 

liver pixel is located in [µ-3σ, µ+3σ].Generating an evolution region by expanding the previous 

segmented slice by a number of pixels and computing the probability density function inside this 

region using the following equations: 

                                              (11) 

 

We then shrink the previous segmented slice and use it as the initial contour for its adjacent slices 

in both directions.  

 

3.4 MODIFIED DRLS MODEL  

 

Since the liver boundary to be segmented is not far from the contour propagated from the 

previous slice, a shape and intensity prior information will discourage the evolving contour from 

leaking at a region with a weak edge or without an edge. We have modified the DRLSM by 

adding the probability density energy term to the evolution equation and use it as a balloon forces 

to control the direction and the speed of the evolution process 

 

                                                                                (12) 

 

where ,   ρ λ and α  are the coefficients of regularization term, length term, and probability term, 

respectively. This energy functional can be minimized by solving the following gradient flow: 

 

                                           (13) 

 

The above procedure is repeated until the contours in all 2D slices of the 3D image are 

segmented. A 3D liver surface is reconstructed from the contours segmented from all 2D slices.  

 

4. RESULT AND DISCUSSION 

 

In the DRLS model, two segmentation stages are applied. The first stage is for evolving the 

contour in the direction of the object boundary, speeding up the evolution process when the 

evolving contour is far from the object boundary and slowing down the evolution process when 

the evolving contour is close to the object boundary. The second stage concerns with the 
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refinement of the segmentation results. In each experiment, we selected values of ρ , λ andα  to 

be 0.02, 5 and -1 for the first stage and 0.02, 5 and 0 for the second stage, respectively. The zero 

level set is initialized as a binary function and evolves according to the evolution equation, Eq. 

(13) for our model and Eq. (10) for the DRLS model.  

 

Figures 1 and 2 present segmentation results of the DRLS model and the proposed model in a 

liver CT slice. Our model performs well and gives a satisfactory result comparing to the DRLS 

model. The DRLS model fails to segment the liver boundary and the evolving contour leaks from 

the region with weak edges. Our balloon force slows down the evolution process close to the liver 

boundary and stops the evolving contour from going far in the region with weak or without edges. 

Comparing with the DRLS model, our model is more effective in dealing with over segmentation 

problem. 

 

    

 

Figure1. Comparisons of liver segmentation result between the DRLS model and the proposed method. The 

first image shows the liver slice in a CT scan; the second image shows the previous segment contour in 

blue, evolving region in green and the initial contour in red. The third image shows the final segmentation 

result of the DRLS model and the fourth image shows the final segmentation result with our proposed 

method. 

 

    
 

Figure2. Comparisons of liver segmentation result between the DRLS model and the proposed method. The 

first image shows the liver slice in a CT scan; the second image shows the ground truth segmented 

manually by a radiologist. The third image shows the final segmentation result of the DRLS model and the 

fourth image shows the final segmentation result with our proposed method. 

 

Figure 3 shows some examples of liver extraction results based on our proposed method. We 

tested our model on a liver dataset containing 10 volumes of abdominal CT images. Each volume 

has 64 slices and the size of each slice is 512x512pixels. Each slice in the dataset is provided with 

corresponding ground truth segmented manually by a radiologist. The model deals very well with 

over segmentation problem. Our model can handle the over segmentation problems very well in 

comparison with the DRLS model that is not able to carry out this task. 
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Figure 3.The experimental result of our proposed method on a sequence of liver slices for one person. The 

first row shows the liver slice in a CT scan; the second row shows the ground truth segmented manually by 

the radiologist. The third row shows the final segmentation result of our proposed method. 

 

5. CONCLUSION 

 

A novel balloon force method is presented herein. The main merits of this approach lies in its 

ability to guide the direction of the evolving contour and slows down the evolving contour in 

regions that are associated with weak or without edges and discourages the evolving contour from 

going far away from the liver boundary or from leaking at a region that has a weak edge, or does 

not have an edge. The model utilises a modified Distance Regularized Level Set (DRLS) model. 

The experimental results demonstrate that the method can achieve a satisfactory result.  Our 

model proves to be more effective in dealing with over segmentation problems if compared with 

the DRLS model. 
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ABSTRACT 
 
 In recent years, many researchers and car makers put a lot of intensive effort into development 

of autonomous driving systems. Since visual information is the main modality used by human 

driver, a camera mounted on moving platform is very important kind of sensor, and various 

computer vision algorithms to handle vehicle surrounding situation are under intensive 

research.  Our final goal is to develop a vision based lane detection system with ability to 

handle various types of road shapes, working on both structured and unstructured roads, ideally 

under presence of shadows. This paper presents a modified road region segmentation algorithm 

based on sequential Monte-Carlo estimation.  Detailed description of the algorithm is given, 

and evaluation results show that the proposed algorithm outperforms the segmentation 

algorithm developed as a part of our previous work, as well as an conventional algorithm based 

on colour histogram. 

 

KEYWORDS 
 
Lane Recognition, Road Region Segmentation, Sequential Monte-Carlo Estimation    

 

1. INTRODUCTION 
 
In recent years, many car makers put a lot of intensive effort into development of autonomous 

driving systems, and published their plans to start production of cars with self-driving ability 

within next few years.     

 

Autonomous driving systems exploit information from various sensors, and interpret sensory 

information to identify appropriate navigation paths, as well as obstacles and relevant signage.  

Among various sensors, a camera is an indispensable one, because real human driver rely mainly 

on visual information, and transport infrastructure is most suited to the human vision system. 

 

The development of computer vision techniques for autonomous driving is a very challenging 

task, and intensive research on this topic is carried out. Our work deals with an issue of computer 

vision based lane detection. 

 

Several lane detection methods based on detection of road boundaries were already developed in 

the past [1–5].  Detection of road boundaries is well suited for roads with clear surface marking, 
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however it can easily fail if road boundaries are not clear, or if strong edges caused by non-road 

objects are present in image.  It is also not obvious, how to handle complicated road shapes, 

splitting and merging of traffic line, complicated road marking, or sudden changes in road width. 

 

To overcome the limitations of the boundary based approach, techniques for segmentation of road 

as a region are intensively studied.  A common issue with the road region segmentation is how to 

build a classifier to make decision whether a image pixel belongs to the road surface or not. There 

are two basic approaches to this issue. The first one is adopting an algorithm from field of 

machine learning. Methods based on neural networks [6] or SVM [7,8] are reported.  Since the 

training of the classifier is generally an off-line process, the main difficulty with such kind of 

methods is how to bring adaptability to new data which appear during detection stage and were 

not part of the original training set. 

 

The second approach are methods based on idea of statistical decision. Statistical distribution of 

road features is modelled as parametric or non-parametric probability distribution function (pdf), 

and the pdf is used to decide whether a given image pixel is part of road or not.  Methods using 

simple Gaussian colour model [9], Gaussian mixture model [10], histogram of colour components 

[11], histogram of illumination invariant features [12] have been reported.  The main difficulty 

with the methods based on statistical decision is the fact, that it is not obvious how to estimate pdf. 

To estimate pdf for each incoming frame, we need to some guess where the road is, which can 

easily pose a chicken and egg problem. In many cases, some simple heuristics or ad-hoc solutions 

are adopted. Furthermore, although the road segmentation should be performed over an sequential 

image, many of the developed methods study segmentation only from single frame of road image, 

and behaviour for image sequence is not studied enough. 

 

In our work, we have focused to approach of statistical decision, and attempt to solve estimation 

of pdf for sequential image in more systematic way.  In our previous report, we have already 

proposed a road segmentation algorithm based on sequential Monte-Carlo (SMC) estimation [13],  

and applied it to region-based pathway estimation [14]. Although this segmentation method yields 

better results than the conventional one, and it is quite robust to parameter setting, it still doesn’t 

produce optimal result under certain circumstances. This paper shows a limitation of the original 

algorithm and presents a new algorithm with improved segmentation ability.  The proposed 

algorithm is based upon a sound theoretical framework, and evaluation results for various kinds 

of image data are shown to demonstrate effectiveness of our proposal. 

 

Although an issue of shadows is not discussed in this paper, it should be mentioned that the 

proposed method can be easily adapted to other type of features, which are claimed to be less 

sensitive to illumination [10,12]. 

 

This document describes, and is written to conform to, author guidelines for the journals of 

AIRCC series.  It is prepared in Microsoft Word as a .doc document.  Although other means of 

preparation are acceptable, final, camera-ready versions must conform to this layout.  Microsoft 

Word terminology is used where appropriate in this document.  Although formatting instructions 

may often appear daunting, the simplest approach is to use this template and insert headings and 

text into it as appropriate. 

 

2. SMC ESTIMATION EASED ROAD SEGMENTATION ALGORITHM 
 
This section at first recapitulates the original SMC based road region segmentation algorithm, and 

discuss its limitations. After that a new algorithm with improved ability is proposed and described 

in details.  
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2.1. Former Algorithm 
 

Let f be a vector of road features.  In this work, a five dimensional feature vector f  =  

is used, where 1f  and 2f  corresponds to pixel coordinates x and y  respectively, 

and 
3f , 4f ,

5f   corresponds to colour components bgr ,, . Although bgr ,,  were  adopted, the 

algorithm is generally not limited to these features.  For convenience we define also vectors 
TT

ffyx ),(),( 21==x  and 
TT

fffbgr ),,(),,( 543==c as shorthand for vector of coordinates 

and colour components respectively. With this notation, the feature vector can be expressed also 

as 
TTT ),( cxf = . 

 

 
 

Figure 1.  Original Algorithm  

 

The goal is to estimate pdf of road features )( fp , and use the estimated pdf to classify road and 

non-road pixels. Since the road can take various shapes, )( fp  is expected to be a non-Gaussian 

distribution at least with respect to the x . This suggests that we need an estimation method which 

can handle general type of distribution. Since the road usually looks very similar between two 

successive frames, and overall visual appearance changes relatively slowly compared to frame 

rate, temporal continuity can be involved into the pdf estimation, and it should be possible to 

model a visual changes of road as a stochastic process. 

 

Taking the above mentioned into account, we have focused to SMC (Sequential Monte-Carlo) 

estimation as a basic tool for estimation of the p ( f ).  The original segmentation algorithm was 

inspired by CONDENSATION algorithm [15].  The pdf is expressed in discrete form as a set of 

weighted samples S  , 

 

                                                { }),(),,(),,( 2211 NN wwwS fff Λ=                                             (1) 
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where if  is a sample of the feature vector f and iw  is an importance weight assigned to the 

sample. Estimation is performed by repetitive update of the S  according to the algorithm shown 

in Figure 1. The superscript k  stands for discrete time here. The ν  in the eq.(2) means a vector 

of Gaussian random numbers with zero mean and variances 51, σσ Λ  . The )|( iip cz  in eq.(3) is 

an observation pdf defined by eq.(5). 

 
                          (a) Original Image                 (b) Samples           (c) Segmentation Result 

  
Figure 2: Example of Segmentation Result 

 

                                        

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The symbol 
mΣ  here means a diagonal matrix of variances, controlling width of exponential 

function for each colour component, and iz  means a colour component observed at position 

obtained from eq.(2).  Simply said, the )|( iip cz  is a measure of similarity between colour 

components ic  predicted by eq.(2), and colour components observed at predicted positions. The 

calculated similarity is than assigned as an importance weight. 

 

The above described algorithm estimates the pdf in a form of weighted samples.  To evaluate pdf 

for an arbitrary pixel, we perform a smoothing of the estimated pdf, in a way similar to non-

parametric density estimation, using kernel function  φ . Hence, the pdf )( fp  for an arbitrary 

pixel values f  is calculated as 

 

                                                   ∑
=

=
N

i

iiwp
1

),()( fff φ                                                             (6) 
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where the symbol sΣ  is a diagonal matrix of parameters, controlling window width for each 

component of f , and the β  is a normalising constant. Segmentation of the road region is 

performed by evaluation of )( fp  for each pixel, followed by thresholding of obtained values to 

decide road and non-road pixels. 

 

We have already reported that the above described segmentation method is quite robust to 

parameter tuning and yield better results than conventional segmentation methods like region 

growing or simple Gaussian colour model [16]. However there are still issues to be solved. Let’s 

look at Figure 2 to for explanation. 
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The image shown in Figure 2(a) is a synthetic image, and the road region can be segmented very 

easily here.The Figure 2(b) shows a spatial distribution of samples if , after the method described 

above has been applied.  As can be seen, the samples are not distributed uniformly, and only few 

samples appear over left and right side of low part of the road region. As a consequence, these 

parts are not segmented properly, as is shown in Figure 2(c). Such improper distribution of 

samples can cause serious problems in proper segmentation of roads with multiple traffic lines. 

 

There is another issue, which can’t be simply shown by static image. Since the estimation of pdf 

of the road features is treated as  an  stochastic  process, certain noise has to be introduced into the  

model. Due to this stochastic nature, the positions of samples change between subsequent frames, 

and segmented parts of road covered only by few of samples are very sensitive to such changes. 

Due to this, rapid changes in shape of the segmented road appear from frame to frame, although 

the road doesn’t changes significantly in the image.  We refer these quick temporal changes of 

segmentation result as fluctuations in the following. It is clearly an unwelcome phenomenon 

which have to be eliminated. 

 

After careful revision of the original algorithm, we have proposed a new algorithm, which 

attempts to solve the above mentioned issues. 

 

2.2. Proposed Algorithm 

 
The limitations of the original algorithm are caused by improper distribution of the samples 

during the estimation process.  To obtain proper segmentation result, samples should be spread 

uniformly over the road region, and the sampling method described in step 4 of the Figure 1 can’t 

guarantee this property.  In the original algorithm, the only way to spread samples more widely 

over the road region is to increase amount of transition noise added to spatial components.  

However this cause larger fluctuations of the segmented region, therefore limitations of the 

original algorithm cannot be simply solved by parameter tuning. 

 

 
 

Figure 3: Assignment Between Subsequent Samples 

 

Our idea to solve discussed issues is based on the principle of importance sampling [17]. In this 

framework, it is supposed that samples can be easily drawn from some probability distribution 

function ),|(
)()1()( k

ii

k

iq zff
−

, which is called importance density. For samples generated from 

the importance density, an update of the sample weights is done according to the following form. 
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Although principle of importance density provides sound theoretical framework, the specific 

forms of )|( )1()( −k

i

k
p fz , )|( )1()( −k

i

k

ip ff  and ),|(
)()1()( k

ii

k

iq zff
−

 are not obvious, and 

strongly depends on particular application. 

 

In our case, we have chosen  ),|(
)()1()( k

ii

k

iq zff
−

 as a uniform distribution with respect to spatial 

components x , where the range of x is limited to region segmented at the previous time step.  

Simply said, spatial components of the generated samples 
ix  ),,1( Ni Λ=  are uniformly drawn 

from the region obtained at 1−k . 

 

To evaluate )|( )1()( −k

i

k

ip ff , we need to establish relations between old samples and new 

samples generated according to importance density. This is not straightforward, and our idea is to 

perform assignment in a way described in Figure 3 for single variate case.  Let the 41 ,, xx Λ  be 

old samples, and let the intervals highlighted by light grey be segmented parts of x axis. We draw 

new samples from the light grey intervals randomly, according to a uniform distribution. New 

samples are shown by diamond and the alphabet subscript here. For each new sample 

ix ),,,( dcbai =  we assign one of the old samples jx )4,3,2,1( =j , using the weighted kernel 

function φ  , already mentioned in eq.(6), as an assignment criteria. 

 

                                                             )),((maxarg
4,,1

jixj
j

xxwl φ
Λ=

=                                            (8) 

 

Here, xφ   stands for univariate Gaussian kernel function. The l obtained by eq.(8) is than used as 

a subscript of assigned old sample.  For the situation in Figure 3, the resulting assignment is 

),( 1xxa
, ),( 3xxb

, ),( 2xxc
, ),( 4xxd

. 

 

We have described the basic idea of sample assignment for simple univariate case. Next we 

explain, how to extend this idea to the our case of f .  Since our importance density is defined in 

spatial subdomain x ,  we perform assignment of samples with respect to x .  Therefore, after the 

new samples 
)(k

ix  are generated according to importance density, we assign to each generated 

sample an old one, for which the  ( ))1()()1( , −− k

j

k

i

k

jw xxxφ is maximal.  The symbol xφ   here stands 

for kernel function of the same form as in eq.(6), however applied only to spatial components 

. 

By the above described procedure, we can generate spatial part 
)(k

ix   of the new samples, and 

perform assignment between new and old samples.  However, we said nothing about the colour 

part 
)(k

ic   so far.  To generate colour part of the new samples, and build up complete samples 

)(k

if  , we simply apply transition equation to colour part of assigned old sample. 

 

                                                             ic

k

l

k

i νcc += − )1()(
                                                             (9) 

Here the icν  means a colour part of ν  from the eq.(2), and the subscript l  means a label of an 

assigned old sample. 
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After the new sample set 
)(k

if  is completed, we evaluate transition pdf in weight update equation 

as 

                        )|()|( )1()()1()( −− = k

l

k

i

k

l

k

ip ffff φ                                      (10) 

 

where φ  has a same form as in eq.(6), and l  is a label of sample assigned to the i -th one. 

 

The last component needed for weight update calculation in eq.(7) is the observation pdf 

)|( )1()( −k

i

k
p fz , and it has the same form as was already shown by eq.(5). 

 
 

Figure 4.  Proposed Algorithm  

 

The proposed algorithm is summarised in Figure 4.In the weight update eq.(12) of the step 8, the 

value of importance density q is omitted, since we draw samples according to uniform 

distribution. 

 

At the end of this section, we show a simple example of the segmentation result obtained by the 

proposed algorithm. The result for the same data as in Figure 2 is shown in Figure 5. As can be 

seen, samples are spread over all road region and there are no missing parts of segmented road 

region. 

 
Figure 5: Example of Segmentation Result 
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In the next section, we present more detailed evaluation of the proposed algorithm for various 

kinds of image data. 

 

3. EVALUATION OF THE PROPOSED ALGORITHM 
 
The evaluation of the proposed algorithm have been performed on the following kinds of image 

data. 

 

A: Sequences of Still Images 
 

Approximately 200 images, capturing frontal roads viewed from car, were randomly 

collected. Half of them are structured roads, second half are unstructured and rural roads. 

For the each image, a sequential image was created by repeating of the same still image. 

Created sequential images shows snapshots of real road, but since there are no temporal 

changes between subsequent frames, these data can be used to assess fluctuations of the 

resulting segmentation. 

 

B: Synthetic Image Sequence 
 

Sequence of rendered CG images, already used in Figure 2 and Figure 5, was created. 

The sequence simulates a vehicle moving by 60 km/h on road with 4 curves (R=150m, 

100m, 80m, 50m).  Vehicle steering is simulated by changes in lateral position and pitch 

angle. Since the sequence is composed of road images with almost homogeneous colour, 

the perfect segmentation of road region can be done very easily, and this sequence can be 

used to assess quality of segmentation. 

C: Real Image Sequences 

Real image sequences, already mentioned in our report [14],  with representative frames 

shown in Figure 6. These sequences are real data, therefore they can be used to assess 

overall ability of the algorithm. 

For all above mentioned data, ideally segmented road regions were prepared as ground truth. The 

segmentation was done manually for data A and C, and automatically during CG rendering for 

data B. 

As a quantitative measure of the segmentation ability, we adopted Jaccard index J , defined by 

eq.(14).  

                                                                  
||

||

gs

gs

RR

RR
J

∪

∩
=                                                         (14) 

Here, sR is a set of road pixels obtained by segmentation algorithm, and gR  is a set of road pixels 

for ground truth.  Symbol |  | means a set size here. Jaccard index J  takes value 1 if both sets sR  

and gR  are identical. 

 

Besides the SMC based algorithms described in this paper, we implemented another segmentation 

algorithm based on seeded region growing (SRG). Overall configuration is shown in Figure 7.  
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Figure 6: Real Image Sequences 

 

SRG based algorithm use normalised histogram of features as a merging criteria (pixel is merged 

if histogram value for pixel features is greater than certain threshold). The histogram of features is 

calculated from region placed over low part of road image. This follows the same strategy as I 

reports [11] and [12]. Placement of seed points follows suggestions given by report [12]. 

 

SRG based algorithm, original SMC based algorithm and proposed SMC based algorithm were 

evaluated for data A, B, C. Before evaluation, all necessary parameters were once tuned to 

maximise average value of Jaccard index eq.(14). After tuning, parameter values were fixed, and 

same fixed values were used for all tested data. 

 

 
 

Figure 7: Configuration of SRG Based Reference Algorithm 

 

3.1. Evaluation for Sequences of Still Images 

 
Three mentioned algorithms, were applied to data A, and Jaccard index eq.(14) was calculated for 

segmentation results of each particular sequence frame by frame. Next, average Jµ  and standard 

deviation Jσ  of Jaccard index was calculated separately for each sequence, and these values were 

used to form histograms of Jµ  and Jσ  respectively.  The resulting histograms are shown in 

Figure 8.  Since data A have no temporal changes, results by SRG based algorithm contains no 

fluctuations, and evaluation of Jσ  has no meaning for data A. Therefore, only result for SMC 

based algorithm is shown in Figure 8(b).  Ideal values of Jµ  and Jσ  are 1=Jµ , 0=Jσ , where 

higher Jµ   indicates better segmentation result, and lower Jσ  indicates less amount of 

fluctuations.  Figure 8(a) shows that peak of histogram for the proposed algorithm is closer to 
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ideal value 1=Jµ , and (b) of the same figure shows that peak of histogram for the proposed 

algorithm is closer to ideal value 0=Jσ . It means, that for majority of the data A, the proposed 

algorithm yields segmentation results closer to ground truth, while fluctuations of segmented 

regions are reduced. The result for SRG based algorithm is surprisingly wrong. The values of 

average of Jaccard index are distributed in wide range, which shows that the SRG based 

algorithm is not robust to parameter setting. 

 

 

          
                       

(a) Histogram of Means Jµ          (b) Histogram of Standard Deviations Jσ  

Figure 8: Histogram of Jaccard Index for Sequences Still Image 

 

3.2. Evaluation for Synthetic Image Sequence 

 
Three mentioned algorithms were applied to data B, and Jaccard index eq.(14) was calculated for 

each segmented frame of image sequence. Graphs of the Jaccard index are shown in Figure 9.  It 

can be seen, that proposed algorithm yields similar result as SRG based algorithm, where result in 

Figure 9(a) is more noisy than Figure 9(c).  This is caused by fact, that SRG based algorithm 

segments each frame as an independent still frame and there is no mechanism for temporal 

continuity. The result for original algorithm in Figure 9(b) contains large fluctuations, and 

magnitude of fluctuations is significantly reduced by the proposed algorithm. 

 

 
                   (a) SRG Based             (b) SMC Based Original        (c) SMC Based Proposed 

 

 Figure 9: Jaccard Index for Synthetic Image Sequence 

 

3.3. Evaluation for Real Image Sequences 

 
Three mentioned algorithms were applied to data C, and Jaccard index eq.(14) was evaluated for 

segmentation result of each tested sequence frame by frame.  Graphs of the Jaccard index are 

shown in Figure 10.  The results show similar tendency as for data A and B. SRG algorithm 

yields quite unstable results.  The original SMC based algorithm shows high values of J  for 

sequences No.1-3, but fluctuations are observed. The results of original algorithm for sequences 

No.4-6 shows lower values of J . Road in this images have multiple traffic lines, and due to the 
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issue discussed in subsection 2.1, other traffic lines are not segmented properly.  The proposed 

algorithm shows lower magnitude of fluctuations and overall shows high values of J . Several 

decreases of J  can be observed in sequence No.5. Let us now look more closely on segmentation 

results fore such frames.  Figure 11  

 
(a) SRG Based (b) SMC Based Original (c) SMC Based Proposed 

 

Figure 10: Jaccard Indexes for Real Image Sequence 

 

shows result for frame 125 of sequence No.5. This is a situation immediately after another car has 

passed an opposite traffic line. Since samples disappear from road parts occluded by passing car, 

these parts are not segmented, and a few iterations of the algorithm are needed to spread samples 

over the previously occluded road parts. Due to this the Jaccard index decreases for few frames, 

because the segmented region differs from its ground truth. 

 

The evaluation results for data A, B, C described above shows, that the proposed algorithm pose 

an effective solution to the issues discussed in subsection 2.1. 

 
 

Figure 11: Frame 125 of sequence No.5 
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4. CONCLUSION AND FURTHER WORK 
 
This paper has presented a road segmentation algorithm based on sequential Monte-Carlo 

estimation. The proposed algorithm is an extension of our previous work on topic of road region 

segmentation, and the proposed algorithm solves issues remained in original SMC based 

segmentation algorithm. 

 

The key idea of the proposed algorithm lies in improvement of sampling method and consequent 

calculation method of importance weights. Drawing samples according to distribution of 

importance weights, which was adopted in the original algorithm, was not optimal for road region 

segmentation, and more general approach based on principle of importance sampling has been 

introduced.  Particularly, uniform sampling from region segmented at previous time step was 

introduced to generate new sample set, and assignment between subsequent samples was 

introduced to evaluate transition probability density function required in weight update. 

 

The proposed algorithm was evaluated on three types of image data, and evaluation results shows 

superiority of the proposed algorithm over the original one, as well as over the algorithm based on 

seeded region growing. 

 

In the proposed algorithm, RGB colour components were used as features, however the proposed 

algorithm can be easily adapted to different features too.  Evaluation of the proposed algorithm 

for features which are more resistant to illumination changes, and adaptation of the algorithm for 

road images with hard-cast shadows is a main direction for future work. 
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ABSTRACT 

 
A suitable interpolation method is essential to keep the noise level minimum along with the time-

delay. In recent years, many different interpolation filters have been developed for instance 

H.264-6 tap filter, and AVS- 4 tap filter. This work demonstrates the effects of a four-tap low-

pass tap filter (Grid-adaptive filter) on a hole-filled depth image. This paper provides (i) a 

general form of uniform interpolations for both integer and sub-pixel locations in terms of the 

sampling interval and filter length, and (ii) compares the effect of different finite impulse 

response filters on a depth-image. Furthermore, the author proposed and investigated an 

integrated Grid-adaptive filter, that implement hole-filling and interpolation concurrently, 

causes reduction in time-delay noticeably along with high PSNR . 
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1. INTRODUCTION 

 
In 3-D computer graphics, a depth map is an image or image channel that contains information 

relating to the distance of the surfaces of scene objects from a viewpoint [1]. Once the original 

image and depth image is given, 3-D can be synthesized by mapping pixel coordinates one by one 

according to its depth value. It is the next emerging revolution after the high definition video and 

is the key technology in advanced three dimensional television systems (3-D TV) and free-view 

television systems [2-4]. A new member of 3-D sensor family, kinect has drawn great attention of 

researchers in the field of 3-D computer vision for its advantage of consumer price and real time 

nature. Based on a structured light technique, Kinect is able to generate depth and colour images 

at a speed of about 30 fps [5]. However, limited by depth measuring principle and object surface 

properties, the depth image captured by the Kinect contains missing data as well as noise. These 

areas of missing data are known as holes. Holes appear due to sharp horizontal changes in depth 

image, thus the location and size of holes differ from frame to frame. Several attempts are made 

to remove the noise and filling of holes with the correct data to make it suitable for different 

applications by means of bilateral and median-filters [6]. Apart from hole-filling, image 

interpolation as well occurs in all digital pictures at several stages [7]. Interpolation is the process 

of determining the values of a function at positions lying between its samples. It achieves this 

process by fitting a continuous function through the discrete input samples. This permits input 

values to be evaluated at arbitrary positions excluding those defined at the sample points. 

Interpolation is required to produce a larger image than the one captured and finds an imperative 



186 Computer Science & Information Technology (CS & IT) 

 

consign in transmission of 3-D images. 3-D images have been used in robotic guidance, product 

profiling and object tracking, in battle preparation, medical diagnosis and many more [8]. These 

all applications require both hole-filling and interpolation to provide a preferred output. A suitable 

interpolation method is essential to keep the noise level minimum along with the time-delay. The 

standard/conventional procedure to interpolate a depth image is to first fill the holes and then 

apply the interpolation filter that leads to low PSNR  and a great time-complexity. In recent years, 

many different interpolation filters have been developed for instance H.264-6 Tap filter, AVS- 4 

tap filter and so on [9-10].  

 

The standard/conventional procedure to interpolate a depth image is to first fill the holes and then 

apply the interpolation filter that leads to low PSNR  and a great time-complexity. Recently, a 

texture-adaptive hole-filling algorithm is proposed for post-processing of rendered image on 3D 

video to save the computational cost [11]. The algorithm first determines the type of holes, and 

then fills the missed pixels in raster-order depending upon hole types and texture gradient of 

neighbors with simple data operation, which benefits for fast processing. Further, the quality of 

virtual view images from rendering is demonstrated by establishing a connection of pixel 

coordinate warping between reference image and virtual image in the rendering process, to make 

a quick decision on the position of hole region and its edge [12]. Subsequently, by outward 

expanding the edge of holes, warping error pixels are covered. Then, hole-filling is through using 

use mean filter and the image restoration method after eliminating the false contour by image 

synthesis.  Nonlinear filters called Spline Adaptive Filters (SAFs), implementing the linear part of 

the Wiener architecture with an IIR filter instead of an FIR one are also come into picture to 

improve the PSNR and computational delay [13]. This paper investigates a four-tap Grid-adaptive 

filter on a hole-filled depth image that provides uniform interpolations for both integer and sub-

pixel locations in terms of the sampling interval and filter length. Further, it compares with other 

different finite impulse response filters and investigates the integrated grid adaptive filter to 

reduce the time delay.  
 

2. THEORETICAL & EXPERIMENTAL ANALYSIS 

 
The depth image I is a 2D grid of KV x KH pixels. The pixels denote the distance of the objects in 

real scene according to its image co-ordinates [4]. The holes are areas in the image that have 

invalid (missing) data. Each pixel has 8 neighbouring pixels that share a face or a vertex with the 

centre pixel. Our goal is to go through the image and fill up the holes in the image. Let each pixel 

in the image be denoted as I (v, h), where v, h can be any integer value between 0 and KV, KH 

respectively. If I (v, h) = 0, then that pixel is a part of a hole. A 3 x 3 gaussian weighted averaging 

filter is used to fill the holes. The filter takes the weighted average of the depth values of its 

neighbours and replaces the hole with the obtained averaged value. The weights are decided such 

that the neighbour pixels, that are holes themselves, are ignored while the non-zero valued pixels 

are used to find the new value of the hole-pixel.  

 

Let the vertical and horizontal distances between the two nearest known pixels be Tv  andT
h

, 

respectively. Subsequently, the aim is to insert and interpolate Nv  and N
h

 pixels within the 

intervals of Tv  and T
h  

respectively. So, after the interpolation, we will have a sum of 

[ (1 ) ] [ (1 ) ]K N N K N Nv v v h h h
+ − × + −  pixels and the sampling intervals for vertical and horizontal 

directions will be changed to /(1 )D T Nv v v= +  and /(1 )D T N
h h h

= +  respectively. For example, 

Figure 1 shows the case of 1N Nv h
= =

 
with / 2D Tv v=  and / 2D T

h h
= . 
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Figure 1. Uniformly spaced interpolation (a) before interpolation with known (bold square) pixels, (b) After 

Interpolation for missing (dotted square) pixels 

 

Therefore, the general formula for 1-D interpolation filter will be 

 

( ) ( ) ( )
1

M
y KT n y KT mT P mT n

m M
+ ∆ = + − ∆∑

= +
         … (1) 

 

Where, n  denotes the pixel location to be interpolated within two reference samples i.e. (KT) and 

(KT + T). So, we need to evaluate equation (1) for all (1-N). The expression (1) covers both 

fractional and integral pixel interpolations. For the fractional locations, the value of ∆ is kept less 

than 1 while for integral locations the value of ∆ is always greater than 1. The proposed-4 tap 

filter is obtained using the Langrage interpolation, which is used to generalise the linear 

interpolation by approximating the sinc function [10]. The Lagrange interpolation kernel is an L
th 

order polynomial function determined by L+1 values in the following function, 

 

                                                                              

                                                   
… (2)  

       

Where,   
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For any sampling grid layout and scale, the filter coefficients can be calculated by fitting (3) to 

the grid. The PSNR  is measured for different filters such as the linear averaging filter, H.264-6 

Tap filter with coefficients (1,-5, 20, 20, -5, 1 ) / 32, the AVS- 4 Tap filter with coefficients ( -1, 

5, 5,-1 ) / 8 and the proposed-4 tap grid adaptive filter with coefficients ( -1, 9, 9, -1 ) / 16 to 

recommend the best one. All test images are taken from the Middlebury Database (2006) and are 

expanded as the same sampling layout and scale of the proposed 4-Tap filter i.e. doubling the 

number of rows and columns with T = 2, N = 1, M= 2, and ∆ = 1). For evaluating the 

performance the simulated filters, all images are expanded at the same sampling layout and scale 

of the filters (i.e. doubling the number of rows and columns with 2T = , 1N = , 2M = , and 

1D = ). For computation, the images are reduced to half before interpolation so that the size of 

image remains same after hole-filling and interpolation. The PSNR  is calculated between a 

perfect image and its noisy approximation and can be easily defined via mean squared error 
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)(
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( MSE ). For a given noise-free m n× monochrome image ' 'I  and its noisy approximation ' 'K , 

MSE  is defined as:  

 
1 1

2

0 0

1
( ( , ) ( , )

m n

i j

MSE I i j K i j
mn

− −

= =

= −∑∑        … (4) 

 

and  PSNR  is measured as 

 
2

10

10 log MAXI
PSNR

MSE

 
=  

 
=

10

20log MAXI
PSNR

MSE

 
=  

 
    … (5) 

 

As shown in the Table 1, although the filter length is shorter than H.264-6, the proposed 4-Tap 

filter yields the highest average PSNR. The obtained results show that the proposed-4 filter with 

the coefficients (-1, 9, 9, -1) / 16 has almost equal influence to the H.264 filter in terms of PSNR  

evaluation. Consequently, it is suggested to recommend H.264-6 filter to produce high quality 

images. Otherwise, the proposed-4 filter is a better option that provides high quality images along 

with minimal time processing delays as it is used four level tapping. Further, besides the PSNR  

values, the time-complexity of the proposed integrated adaptive filter is also evaluated. 

Conventionally, RGBD images are enhanced by implementing interpolation and hole-filling 

algorithm independently but it leads to a large amount of time-complexity along with low PSNR . 

In this work, the author proposed an integrated adaptive filter that implements hole-filling and 

interpolation concurrently. The time-complexity of the conventional filter is deliberated as 

( )2
9*O n though the proposed integrated filter has a time-complexity of ( )2

8*O n . Accordingly, 

it is obvious that a reduction of ( )2
O n is reported through the projected filtering scheme.  

 
Table 1. Measured PSNR using different Filters 

 

 

Image 

Measured PSNR 

Linear 

Average 

Filter 

AVS- 4    Tap 

Filter 

H.264- 6 Tap 

Filter 

Grid 

Adaptive-4 

Tap Filter 

 

Aloe 39.9108 40.0318 40.0684 40.0846 

Baby 2 47.109 47.2672 47.2149 47.2845 

Baby 3 47.1809 47.4044 47.2218 47.4055 

Bowling 2 44.2 44.4352 44.3577 44.4295 

Cloth 47.6444 47.7766 47.7397 47.8162 

Cloth 3 49.6144 49.7569 49.6258 49.7836 

Computer 42.7804 43.0139 42.0716 42.9928 

Flowerpots 45.0702 45.2199 45.0892 45.2617 

Lampshade 2 44.0775 44.3312 44.1833 44.3026 

Rocks 51.6279 51.8097 51.6726 51.8243 

 

3. CONCLUSIONS 

 
To demonstrate the power of grid adaptive filter, the PSNR is measured for different filters to 

determine the best one. In our experiments, it has been shown that the grid adaptive four-tap filter 

yields the highest average PSNR  values (almost same as that of the six-tap filter). Moreover, it 

offers minimum time delays than that of six-tap filter on integrating hole-filling and interpolation 
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in tandem. Accordingly, it is suggested to use the proposed integrated Grid adaptive filter for the 

enhancement of depth images. 
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ABSTRACT 

 
In this paper, we describe an accurate and effective event detection method to detect events from 

Twitter stream. It detects events using visual information as well as textual information to improve 

the performance of the mining. It monitors Twitter stream to pick up tweets having texts and photos 

and stores them into database. Then it applies mining algorithm to detect the event. Firstly, it detects 

event based on text only by using the feature of the bag-of-words which is calculated using the term 

frequency-inverse document frequency (TF-IDF) method. Secondly, it detects the event based on 

image only by using visual features including histogram of oriented gradients (HOG) descriptors, 

grey-level co-occurrence matrix (GLCM), and color histogram. K nearest neighbours (Knn) 

classification is used in the detection. Finally, the final decision of the event detection is made based 

on the reliabilities of text only detection and image only detection. The experiment result showed that 

the proposed method achieved high accuracy of 0.93, comparing with 0.89 with texts only, and 0.86 

with images only. 
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1. INTRODUCTION 

 
Today, the world has greatly changed, including the way people communicate. One of the most 

recent phenomenons has been the social media collections that are available over the Internet. 

Social media is simply defined as application and websites that allow the users to create and share 

information or content, as well as to participate in other activities such as social networking[1]. 

They allow people to interact, exchange information concerning their lives such as uploading 

photos of events and current issues going on in their lives. Today, it is not only used by people for 

personal purposes only, but also by organizations for corporate issues.  

 

The growth of social media over the last one decade has been tremendous with numbers of people 

joining doubling almost on a daily basis. This growth has brought about the need for scalable, 

robust and effective techniques of managing, as well as indexing them. Anything going on in the 

world is shared and communicated through the internet, especially in the social media. The social 

media offers people the chance to interact, comment on events, and send instant messages all over 

the globe without geographical barriers. Some of them include Facebook, YouTube and Twitter 

amongst others. The social media platforms have opened many research opportunities because of 

the amount of information they possess. This information can be used for many purposes 

including things such as prediction and detection of events and even as warning systems. Events 

are one of the most important indications of people’s memories. They are a natural way through 
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which people refer to any observable occurrences that bring people together in the same places 

and time to undertake similar activities [2]. They are quite useful in making sense of the world 

around us, as well as in helping people recall experiences they go through. Social events on the 

other hand refer to those events that are attended by people and presented in the multimedia 

content that is shared through online websites. Such events can include disasters, concerts, 

sporting events, public celebrations and protests amongst others.  

 

This paper is about detecting events based on information collected from social media. 

Specifically, we shall use Twitter, which is one of the social media that have fast emerged over 

the last few years. Many people use Twitter for reporting events as they happen in the real world 

[3]. This social media currently has over 500 million registered accounts all over the world that 

generate about 340 million messages daily. Most of these messages contain personal updates, 

opinion concerning current issues, moods, genera life observations and events amongst others. 

The readily available wide range of data from Twitter offers an ideal source for mining 

information for this research. There have been proposals concerning event mining that make use 

of the Tweet texts. However, none of them has proposed used of images in the data mining, 

which makes the analysis solely textual. In this paper, we seek to use both textual and visual 

mining to detect events in order to improve the performance of the event detection considering 

the retrieved results will depend on the amount of information collected [4]. 

 

The paper aims to develop an accurate and effective detection method to detect events from the 

Twitter stream. We monitor the Twitter stream in order to pick up texts that have photos, which 

are then stored in a database. It is followed by an extraction of features in both text and photos to 

be applied in the mining stage. It uses “bag of words” as the features of the text which will be 

collected using the Term Frequency-Inverse Document Frequency method (TF-IDF) [5]. For 

visual features, it uses Histogram of Oriented Gradients (HOG) descriptors for object detection, 

Grey-Level Co-occurrence Matrix (GLCM) for texture description, and color histogram[6-8]. The 

K Nearest Neighbours (Knn) classification with Euclidean distance algorithm will be applied to 

mine the data and get the accuracy measure[9].  

 

The success of the proposal will result in breakthrough in event detection based in social 

multimedia data, and make the mining result more effective and accurate. This paper is structured 

as follow: in the next section some researches and progress in the area of multimedia event 

detection in social media are presented, followed by the proposed method in the third section. In 

the last section the experiments and evaluation of event detection are described. 

 

2. MULTIMEDIA EVENT DETECTION IN SOCIAL MEDIA 

 
The advance of systems, in particular the web-based social systems, has heightened in recent 

years in an exponential manner. Recently, academics and researchers started to examine a range 

of data mining techniques to assist experts enhance social media [10]. These techniques permit 

experts to discern novel information derived from users’ application data. Lately, a range of 

community services as well as web-based sharing like YouTube and Flickr have made a massive 

and hastily mounting amount of multimedia content accessible online. Content uploaded by 

partakers in these vast content pools is escorted by wide-ranging forms of metadata, like 

descriptive textual data or social network information. 

 

Twitter and social media trends have drastically changed in the recent past with millions of users 

going to the platform to chat, exchange ideas or share stories[11]. As a result, this platform has 

formed a rich place for news, events and information mining. However, due to the huge burst in 

information, data mining in Twitter is a complicated venture that requires a lot of skills and 

information on important ways of undertaking data mining. Twitter and social media sites have 



Computer Science & Information Technology (CS & IT)                                 193 

 

 

traffic overflows which are multiple and huge in terms of the frequency [12]. For instance twitter 

receives over 80 million tweets a day and this leads to billions of tweets per month. As a result, 

event prediction and detection requires the use of complex algorithms which go through the text 

and images in keyword matching process[13]. One of the requisite skills includes extraction 

features and algorithms that could be deployed in mining data such text and data. Several data 

mining tools and algorithms have been developed with the capabilities and purpose of analysing 

data and text. Researchers and other people have come up with techniques of mining data from 

social media with the use of different types of algorithms[14]. For instance, through the use of 

mining tools such as RData Mining tool, we can target some key words to mine within events and 

other forms of data from twitter streams. There are several techniques that could be used in the 

process of mining text and multimedia data in social media channels [15]. One of the important 

uses of data mining within social media is on event detection in twitter or social media channels. 

Event detection within social media through the use of different data mining techniques and 

algorithms is common and growing within the social media sphere [16]. Techniques such as 

mining events through geo-tagged events and geo-tweet photos have been utilized in regions such 

as Japan and Singapore to identify events such as Typhoons and floods. These techniques have 

been successfully in finding information on different events.  These mining techniques make use 

of keywords to within bursts of Twitter streams for matching identities [17]. As a result, these 

tweets are grouped into certain databases where they are analysed. The processes of mining 

involved searching for keywords with emphasis on event detection with focus on words those are 

frequent. Then these event keywords will be unified while geo-tweet photos which correspond 

with the keywords will be clustered and grouped together. Each of these photos will be matched 

against these events and shown on the map. In the process of event detection it is imperative to 

look into variable factors such as distinct languages and locations. This approach will address the 

gap found in the process and tasks which require quick event detection in Twitter and social 

media circles [18].  

 

Twitter is one the social media sites that have tremendous traffic overflows which are multiple 

and huge in terms of the frequency. For instance twitter receives over 80 million tweets a day and 

this leads to billions of tweets per month. As a result, event detection requires the use of complex 

algorithms which go through the text in keyword matching process [17]. For text mining in event 

detection by using Twitter data, there are different way to detect event like using part of speech 

technique, Hidden Markov Model (HMM), and Term Frequency and Inverse Document 

Frequency (TF_IDF). 

 

As the saying goes a picture is worth a thousand words. Nowadays social media users find it 

much more convenient and enjoyable than ever before to express their opinions by posting 

pictures, attaching video clips rather than just typing a message. Mobile social network 

application developers also introduce features to allow users to take pictures and then upload 

them through a simple click. Compared with text information, multimedia contents are more eye-

catching and entertaining. Social media sites are used in posting multimedia data such as photos, 

videos and other content which allow information sharing such as events. In the process of event 

detection we have to make use of algorithms and techniques that allow searching, extraction and 

storing of multimedia data from social media streams. Due to the huge volume of content such as 

videos, images and other content, we have to utilize techniques with emphasis on content-basis 

image retrieval algorithms [14]. 

 

This paper will look into data mining for the purpose of event detection through the use of two 

algorithms in the process of extraction. These methods will utilize different algorithms in 

extracting text and photo streams from twitter. The failure of having an accurate event detection 

method in the process of social media or twitter mining precipitates a problem that needs a 

solution [19]. As a result the use and combination of Term Frequency-Inverse Document 
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Frequency method (TF-IDF) and for image content, Histogram of Oriented Gradients (HOG) 

descriptors for object detection, Grey-Level Co-occurrence Matrix (GLCM) for texture 

description, and color histogram might yield better results in the process of event detection. These 

algorithms have been effective in the process of mining and obtaining information on different 

events. 

 

3. THE PROPOSED METHOD 

 
In this section, we explain the detail of each step of the proposed system. Before that, we monitor 

Twitter stream to pick up tweets having both text and photos, and store them into a database. Then, we 

detect the event in text data only, image data only, and fuse the image with the text in last method.  

 

3.1. Text Data Mining 

 
Text data mining is useful for research into social media because it gives researchers the ability to 

automatically detect event in Twitter. We use the text data to detect event in this step and our method 

is depicted in figure 1. 

 

Tweet message is written in sentence in general of which the maximum number of letters is 140. To 

do event detection by using text data in Twitter, we filtered out tweets that contain non –Latin 

characters, trying to maintain a corpus of English tweets. Although we managed to remove all East 

Asian tweets, our corpus still contained some non–English tweets mainly in Spanish and Dutch. 

Lowercase all words in the tweets. Then we follow the procedure: 

 

a) Tokenize 

 
Convert the string to a list of tokens based on whitespace. This process also removes 

punctuation marks from the text.  

 

b) Stop word filtering 

 

Eliminate the words which are common and their presence does not tell us anything about the 

dataset, such as: the, and, for, etc. 

 

c) Stemming filtering 

 
Reduce each word to its stem, removing any prefixes or suffixes.  

 

d) Indexing 

 
We index the data after filtering and stemming by using TF-IDF which is a weighting scheme 

that weighs features in tweets based on how often the word occurs in an individual tweet 

compared with how often it occurs in other tweets. Then by measuring the weight for each 

keyword, we can decide the related event. 
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Figure 1.The block diagram of text data mining 

 

3.2. Image Data Mining 

 
Image mining uses three distinguishable types of feature vectors for images description to ensure the 

accuracy is very high at any particular case. These feature vectors are Histogram of Oriented 

Gradients (HOG) descriptors for object detection, Grey-Level Co-occurrence Matrix (GLCM) for 

texture description, and color histogram. The method is depicted in figure 2. 

 

HOG descriptors are used in computer vision and image processing for object detection. This 

technique works on the occurrences of gradient orientation in localized portions of a particular image. 

The object appearance and the shape within an image are described by the distribution of intensity 

gradients. GLCM is used for purposes of texture description such as land surface or even an extensive 

ocean. It is defined as the distribution that is defined over an image to be the distribution of co-

occurring values at a given offset values. Its main applicability is to measure the texture of surfaces. 

Another aspect of feature extraction is the color histogram. This aspect is used in image processing 

and photography and it is defined as the representation of distribution of colours of an image. 

 

In addition to features extraction, we build a data model by using the data mining techniques. In our 

work, we have used K Nearest Neighbours (KNN) classification which is defined as a simple user 

defined algorithm or a program that stores available data cases and therefore classifies new data cases 

based on the principle of measure similarities such as the functions of distance.  This method of 

classification is used in our work with Euclidian distance. 

 

3.3. Fusion Images and Text Data 

 
For multimedia data, we apply fusion for text and image by combining text and image features. We 

use our database that contains both text and photos to the proposed event mining system which 

consists of event keyword detection, event photo classification photo selection. The features we 

extract in this step are the combination of features in section 3.1, and section 3.2. 

 

In our fusion method, if the tweet text mining score is less than a threshold, this means that the text 

mining is not reliable so the tweet is classified using the image only; otherwise, the tweet is classified 

using the text. 
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Figure 2.Theblock diagram of image data mining 

 

4. EXPERIMENTAL RESULTS 

 
In the experiment, we used about one million tweets which contain texts and photos posted about 

Napa Earthquake 2014, California, which were collected from the Twitter stream from 25August 

2014 to 30 August 2014.We train our algorithms on our data. We divided the data into three equal 

parts. We use the earliest two thirds of the data as training and validation sets. 

 

As results of event keyword extraction from our text data, we obtained 100 keywords related to 

earthquake event such as: earthquake, shock, shake, chill, Napa and others. Then, we produced a 

composite weight for each term. For image, we classify our data by using K Nearest Neighbours 

(KNN) classification into two classes depending on the event. Class 1 represents earthquake is 

happened, and class 2 represents earthquake is not happened. By preparing a training set, we can 

produce a model to classify tweets automatically into each class. The figure 3 represents the image’s 

sample for the two classes. 

 

 
 

Figure 3. Shows some example images for both classes where class1 meanearthquake is happened, and class 2 

means earthquake is not happened 
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We prepare three groups of features for each tweet to detect the event as follows: 

 

• First group features is the text features for text mining. 

• Second group features is the features for image mining. 

• Third group features is the fusion for text and image features. 

 

Finally, we measure the accuracy for each mining method by apply the following equation. 

 

,
TP TN

A
TP TN FP FN

+
=

+ + +  
 

where A represents the accuracy for the event detection method, TP, TN, FP and FN represents true 

positive, true negative, false positive and false negative respectively.In our classification, earthquake is 

happened class is a true positive. 

 

From the experiment, we find that accuracy from event detection model for the fusion of text and 

image gave more accurate result and made the event detection more effective. The result is shown in 

Table 1. 
 

Table 1. Result for the method’s accuracy 

 

Data Type Text Data Image Data 
Fusion Images 

and Text Data 

Accuracy 0.89 0.86 0.93 

 

5. CONCLUSION AND FUTURE WORK 

 
In this paper, we proposed an event detection method to detect events from Twitter stream, by 

applying mining tool for Twitter streams that have texts and photos. It has proved that mining both 

visual and textual information will give accurate and effective result. In particular, we achieve better 

accuracy when we fuse text and image in mining algorithm for event detection application. Future 

work will focus on using different method of fusion for text and image features, and adding more 

effective features, which makes the event detection better. 
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ABSTRACT 

 
Over the years, many of our ancient manuscripts have been damaged by natural elements or 

intentionally erased and re-used to record other information. While manual preservation 

techniques are being carried out for the conservation of our ancient texts, digital image 

processing is an alternative for the archival storage of the invaluable text contained in them. To 

successfully recover text from such documents, it is important to understand the nature of the 

writing and materials on which they are written. Different imaging and processing techniques 

are needed, depending on the the condition of the manuscript. In recent years, modern imaging 

techniques have been applied to ancient manuscripts to recover writings that are not visible to 

the naked eye or not recognizable due to various factors. In this paper, we apply imaging 

techniques on an ancient manuscript, Yashodhar Charitra, and restore it digitally.  

 

KEYWORDS 

  

 Manuscript Restoration, Noise Removal, Gaussian Bandpass filter, Thresholding, Image 

Enhancement.  

 

 

1. INTRODUCTION 
 
Ancient manuscripts form an integral part of our rich heritage. A number of these texts have been 
written on parchment. If stored under very dry conditions, parchment can last for thousands of 
years. For writing on them, early inks were made with carbon black suspended in water. This ink 
provided, and continues to provide, well-defined and high-contrast writing. Later manuscripts 
were written with iron gall ink, which was easier to make and harder to remove from the surface.  
 
Natural and artificial agents have resulted in the deterioration of these manuscripts. Image 
processing techniques can be applied to images of these texts to restore them and store them 
digitally. However, for application of these techniques knowledge of the ink and parchment used 
is essential. Damaged parchment is often very dark, making any surviving text characters hard to 
read.  
 
In this paper, we apply digital image processing techniques for enhancement and text restoration 
of an ancient manuscript, Yashodhar Charitra, which was written using carbon black suspended 
in water on parchment made up of goat or sheep skin which is very durable. Digitization of the 
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restored manuscript will ensure wider reach of the text to readers, economy of storage and safety 
from damage inflicted by nature. 
 

 
 

(a) Missing text due to page tear 
 

 
 

(b) Blotches 
 

 
 

(c) Damage due to moisture 
 

Figure 1: Various types of damages inflicted 
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2. RELATED WORK 
 

In [Error! Reference source not found.], Alirezaee et al. have developed a restoration 
algorithm for the Pahlavi or middle-age Persian manuscripts. The algorithm uses mathematical 
morphology and analysis of connected components to overlapped lines, words and characters. 

The algorithm was tested on 
200 pages of Pahlavi document. The noise and destructive effects are removed.  
 
In [Error! Reference source not found.], Chaudhuri et al. have separated text from non-text 
doodles of poet Rabindranath Tagore in Indian manuscripts. The approach generates connected 
components and classifies them as text and non-text based on a comparison between the total 
number of pixels and the number of boundary pixels. Further separation is done based on the 
stroke width computed for each window. 
 
In [Error! Reference source not found.], Hedjam and Cheriet proposed a data representation for 
text extraction from multispectral historical document images. They performed foreground 
pattern extraction using region-of-interest (ROI) analysis and a maximum likelihood classifier. 
Two new features containing spectral components are introduced.  
 

3. PROPOSED METHODOLOGY 
 
Manuscript restoration techniques involves various steps. First of all, we create a database of the 
damaged manuscript. Each page of the manuscript is photographed using a high-defintion digital 
camera. The manuscript is analyzed for the different damages. Each page of the manuscript is 
subjected to noise removal and enhancement technique. The various steps involved in our 
approcah are :  
 

• Digitization of images: The manuscript was digitized using a standard digital camera.  
• Noise removal: The image is filtered to remove the unwanted noise from the digitized 

image. This methodology uses a filtration technique which uses Gaussian Bandpass filter 
and the difference in colour intensities of the damaged part to the non-damaged part.  

• Thresholding: It was done in order to remove the damaged segments of the image.  
• Image enhacement: This helps us in improving the various aspects of an image to make it 

visually better.  
• Text restoration: Some missing areas of the text were recovered using text restoration.  
 

4. EXPERIMENT 
 
4.1  Database 
 
For experimental purpose, we obtained our database from Digambar Jain Manuscript 

Conservation Centre under The National Mission for Manuscripts (NAMAMI) which is an 
autonomous organisation under Ministry of Culture, Government of India, established to 
conserve Indian manuscripts and create a national resource base. We used a manuscript called 
Yashodhar Charitra, written in the year 1661, by Gyankirti based on the fascinating story of 
Yashodhara. It is written in Sanskrit with a touch of Varhadi dialect. It contains 69 pages. The 
manuscript was digitized using a digital camera. The database was analysed for various types of 
damages. It was observed that there were a number of factors like dark areas, blotches, 
degradation due to moisture and missing text due to page tear. 
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4.2  Preprocessing 
 
Image preprocessing is very important as it can significantly increase the performance of 
subsequent enhancement steps. Features of digitized images along the database can vary due to 
different factors like luminance level, wearing out due to time etc .  
 
4.2.1  Noise Removal 
 
Noise removal basically acts as a tool to remove the unwanted noise from our digitized image 
which may have occured during image acquisition. It uses the Gaussian bandpass filter which 
removes noise contained in a certain range. 
 
Gaussian bandpass filtering is done in the frequency domain. The function makes use of the 
simple principle that a bandpass filter can be obtained by multiplying a lowpass filter with a 
highpass filter where the lowpass filter has a higher cut off frequency than the high pass filter. 
This process is shown in Figure 2. 
 

 
 

(a) Image before noise removal 

 

(b) Image after noise removal 

Figure 2: Noise Removal  
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4.2.2  Thresholding 

Thresholding is the simplest method of image segmentation. We used it to convert our 
preprocessed RGB image to various other colour formats like YCbCr, HSV, CMYK based on the 
type of damage inflicted.  

 
• YCbCr was used when we had light blotches in the digital image.  

• HSV was used for images degraded by moisture.  

• CMYk was used for images having dark blotches.  

 

The thresholded image is shown in Figure 3. 

 
(a) Image before thresholding 

 

 
 

(b) Image after thresholding in YCbCr 
 

Figure 3: Thresholding 
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4.3  Image Enhancement 

After converting the image to a specific color format based on the type of damage, it is enhaced 
for various aspects like brightness, contrast and sharpness to make it more visually presentable. 
The enhanced image is shown in Figure 4. 

 
(a) Image before enhancement 

 
(b) Image after enhancement 

Figure 4: Image enhancement 

4.4  Text Restoration 
 
Some segments of the manuscript were severely damaged and the text in those areas was missing. 
For such cases, we consulted the language expert and manually replaced the missing text. Similar 
text is located elsewhere in the manuscript and digitally picked up and pasted where the text is 
missing. This can be seen more clearly in Figure 5. 
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(a) Image before text restoration 

 
(b) Image after text restoration 

Figure 5: Text restoration 

 

5. RESULT AND ANALYSIS 
 
The damaged manuscript is restored using noise removal and image enhancement techniques. 
Text restoration for missing text is done by digitally cropping equivalent text from elsewhere and 
pasting it where it is missing. The results of the whole process are shown in Figure 6. 
 
It is seen that major spoilage of the manuscript is removed. The manuscript becomes noise free. 
The blotches caused due to exposure to moisture, air and other pollutants are visibly removed. 
The text which is missing due to page tear is replaced accordingly. The end result of the restored 
manuscript is a clean, easy to read and defect-free digital manuscript. 
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(a) Image before noise removal 

 

(b) Image after noise removal 

 
(c) Image after thresholding 
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(d) Image after enhancement 

Figure 6: Various stages of Manuscript restoration 

 

6. CONCLUSION 
 
Image processing techniques were applied for digital restoration of an ancient manuscript, 
Yashodhar Charitra, authored by  Gyankirti . The deteriorated manuscript was inspected and 
treated for various defects. The noise free and enhanced manuscript can now be digitally archived 
for wider reach to the readers and free from effects of natural pollutants. In fututre, the techniques 
will be applied to other ancient manuscripts available with conservation centers. 
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ABSTRACT 

 
This paper proposes an intelligent and automatic dietary inspection system which can be 

applied to the dietary inspection for the application of central kitchen automation. The diet 

specifically designed for the patients are required with providing personalized diet such as low 

sodium intake or some necessary food. Hence, the proposed system can benefit the inspection 

process that is often performed manually. In the proposed system, firstly, the meal box can be 

detected and located automatically with the vision-based method and then all the food 

ingredients can be identified by using the color and LBP-HF texture features. Secondly, the 

quantity for each of food ingredient is estimated by using the image depth information. The 

experimental results show that the dietary inspection accuracy can approach 80%, dietary 

inspection efficiency can reach1200ms, and the food quantity accuracy is about 90%. The 

proposed system is expected to increase the capacity of meal supply over 50% and be helpful to 

the dietician in the hospital for saving the time in the diet inspection process. 

 

KEYWORDS 

 
Dietary inspection, LBP-HF, Image depth 

 

1. INTRODUCTION 

 
In recent years, the food industry has been addressing the research on the food quality inspection 

for reducing the manpower and manual inspection error. To aim at this goal, in this study, the 

machine learning technologies are applied to develop the 3D vision-based inspection 

system[1,13] that can identify the meal categories and amount. In [2], the study indicated that the 

selected image features are crucial [14]to the detection of peel defects. In [3], the authors 

developed a vision-based method to improve the quality inspection of food products. In [4], 

Matsuda et al. proposed the food identification method by integrating several detectors and image 

features, e.g., color, gradient, texture, and SIFT features. Then, the multiple kernel 

learning(MKL) method is applied to identify the food quality. Yang et al. [5] proposed the pair 

wise local features to describe the texture distributions for eight basic food ingredients. However, 

the abovementioned methods do not address the quality inspection for the Chinese foods. In the 

Chinese food, several food ingredients are often mixed, e.g., the scrambled eggs with tomatoes, 

such that it is difficult to identify the food ingredients and quantity by using the conventional 

vision-based methods. In [8], Chen et al. proposed the diet ingredients inspection method by 

using the SIFT, Gabor texture, and depth camera to detect the diet ingredients. Based this method, 
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in this study, we apply the proposed the meal box 

HFtexture features, and depth images to construct

the central kitchen automation. 

inspection system is shown in Figure 1. 

 

 
Figure 1.The system flowchart of the 

In Fig. 1, firstly, the sensing module extracts 

locating module locates the position of 

food ingredient. Finally, the meal contents identification module identifies the food categories 

and amount for evaluate the food quality. 

Figure 2. The meal box is moving on 

and 2D images continuously. Once the meal box is located with 

the food quality can be inspected with the color, texture, and depth image features. 

experimental results show that the dietary inspection accuracy can approach 80%, dietary 

inspection efficiency can reach 

proposed system is expected to increase the capacity of meal supply over 50% and be helpful to 

the dietician in the hospital for saving the time in the diet 

 

Figure 2.Thesystem operation procedures 
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apply the proposed the meal box detection and locating technology

texture features, and depth images to construct a novel approach of the dietary inspection for 

 The system flowchart of the proposed 3D vision-

igure 1.  

flowchart of the proposed 3D vision-based dietary inspection system.

 

module extracts 3D (depth) and 2D images. Secondly, the meal box 

locating module locates the position of the detected meal box and segment the regions for each 

the meal contents identification module identifies the food categories 

evaluate the food quality. The system operation procedures are 

Figure 2. The meal box is moving on the conveyor and the sensing module extracts 3D (depth) 

continuously. Once the meal box is located with the meal box locating modu

the food quality can be inspected with the color, texture, and depth image features. 

experimental results show that the dietary inspection accuracy can approach 80%, dietary 

inspection efficiency can reach 1200 ms, and the food quantity accuracy is about 90%. The 

proposed system is expected to increase the capacity of meal supply over 50% and be helpful to 

the dietician in the hospital for saving the time in the diet inspection process. 

 
procedures of the proposed 3D vision-based dietary inspection

locating technology, LBP-

dietary inspection for 

-based dietary 

 

system. 

3D (depth) and 2D images. Secondly, the meal box 

detected meal box and segment the regions for each 

the meal contents identification module identifies the food categories 

 described in 

module extracts 3D (depth) 

the meal box locating module, 

the food quality can be inspected with the color, texture, and depth image features. The 

experimental results show that the dietary inspection accuracy can approach 80%, dietary 

about 90%. The 

proposed system is expected to increase the capacity of meal supply over 50% and be helpful to 

 

dietary inspection system. 
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2. AUTOMATIC MEAL BOX INSPECTION 

 
The baseline of the system design is based on the domain knowledge of dietician. In this section, 

the methodologies of the meal box locating and the meal contents identification are described.  In 

the diet content and amount identification process, the 2D/3D image features, e.g., depth, color [7] 

and textures[6], are used to train the dietary inspection system, and then the system can identify 

the diet categories and amounts. By using the novel automatically foods recognition and amount 

identification system, the manual operations can be reduced significantly and the accuracy and 

efficiency of food arrangement can be improved significantly.  

 

2.1. Meal Box Detection and Locating with Multi-resolution Image Alignment 

 
To develop a real-time vision-based dietary inspection system, the analyses of the video content 

captured from the camera are crucial to detect and locate the meal box. In Fig. 3, we can see that 

the meal box is moving continuously on the meal dispatch conveyor at central kitchen. Then, how 

to detect the meal box and locate the position of meal box in real-time is a problem. Here, we 

proposed a novel meal box locating method by using the multi-resolution image alignment 

method to match the meal box template shown in Fig. 4-(b) to the captured images from low 

resolution to high resolution within the region of interest (ROI) shown in Fig. 3.  

 

 
 

Figure3.The ROI setting in the meal box image. 

 

Based on the careful observations, the image template of the meal box is difficult to generate 

because that the foods can cover the left side of meal box and no texture information exist on the 

right side of meal box. Hence, we extract the middle image in the meal box image shown in Fig. 

4-(b) as the image template of meal box to detect and locate the position of meal box.  
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Figure 4.Selection of image template of meal box to detect and locate the position of meal box.

image on the meal dispatch conveyor

The algorithm of meal box locating is described as follows.
 

1. Image template and meal box image are decomposed into specified multi

(pyramid image representation

 

2. Perform the pixel-based template matching (correlation matching)

resolution). Then, some candidate regions are extracted.

 

3. Perform the pixel-based template matching

neighbouring region obtained from the 

Figure 5.Image are decompose

To speed up the calculation efficiency, all the integer 

for the computation of correlation are calculated in advance 

 

GrayTable	A, B
 � �	A 
 

where�̅and�� are the mean values of the image 

flowchart of the multi-resolution meal box locat
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(a)    (b) 

Selection of image template of meal box to detect and locate the position of meal box.

on the meal dispatch conveyor.(b)Image template of meal box. 

 

box locating is described as follows. 

Image template and meal box image are decomposed into specified multi-resolution levels

yramid image representation) shown in Fig. 5.  

template matching (correlation matching) in the lower level

ome candidate regions are extracted. 

template matching in the higher resolution image

region obtained from the candidate regions in step 2.  

 
 

are decomposed into multi resolution levels (pyramid image representation

 

To speed up the calculation efficiency, all the integer multiplication operations defined in Eq. (1) 

the computation of correlation are calculated in advance and stored as a look-up table.

� A�
 � 	B � B�
, 0 � A � 255 , 0 � B � 255�  

are the mean values of the image A and B respectively. The system 

resolution meal box locating module is shown in Figure 6. 

Selection of image template of meal box to detect and locate the position of meal box.(a)Meal box 

resolution levels 

in the lower level (lower 

images within the 

image representation). 

operations defined in Eq. (1) 

up table. 

(1) 

system operation 
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Figure6.The system operation flow

2.2. Meal Box Contents Identification 

 
This section will describe the identification method

processes in the "meal box location 

the color distribution (polor histogram)

dietary inspection is designed with the 

trained image features in the database. Figure 

system.  

 

Figure

2.2.1.Color Polar Histogram 

 
Once the meal box is aligned, we can segment the regions for each 

color distribution feature for identifying the 

space of the image of each food ingredient

channels to establish the color polar

shows the polar coordinates. 
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operation flowchart of the multi resolution meal box locating module

 

dentification  

identification methods for the contents in the meal box, 

the "meal box location content identification module". The extracted feature

(polor histogram)and texture(LBP-HF) feature within the ROI

is designed with the similarity measure between the online input image and the 

trained image features in the database. Figure 7 illustrates the flowchart of food quality inspection 

 
Figure7.Flowchart of food quality inspection. 

 

we can segment the regions for each food ingredient 

color distribution feature for identifying the food ingredient color. Here, we transf

food ingredient into YCbCr color space and use the 

polar histogram [7,9] with angle range from -127
o
 to 127
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module. 

the meal box, i.e., the 

features include 

the ROI. Finally, the 

online input image and the 

illustrates the flowchart of food quality inspection 

 

 to extract the 

transfer the color 

the CbCr color 

to 127
o
. Figure 8 
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Figure 8. Pol

Here, the color polar histogram is represented as 

bin can be calculated as the formula in 

extracted color polar histogram feature for the 

is illustrated in Fig. 9. 

 

Figure 9. The extracted color polar histogram feature for the 

2.2.2Local Binary Pattern-Histogram Fourier 

 
Local binary pattern-histogram F

invariant. The LBP operator is powerful for texture description. It labels the image pixels by 

thresholding the surrounding pixels with 

thresholded values weighted by powers of two. 

Eq. (3). 

 

LBP�, 	!
 

where f(x, y) is the center pixel

surrounding points, R is sampling radius, and s(z) is the thresholding function 

 

s	z
 � $
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Figure 8. Polar coordinates for Cr and Cb color space. 

 

h& � ∑ δ)θ	C,, C-
 � l./012     
 

the color polar histogram is represented as H � �h2, … , h5�. The value for each histogram 

the formula in Eq. (2), where the θ is the degree of coordinate

extracted color polar histogram feature for the image of the food ingredient of the sample image 

 
extracted color polar histogram feature for the image of the food ingredient of the sample 

image. 

 

istogram Fourier (LBP-HF) 

Fourier (LBP-HF)[10] is based on the LBP method for 

. The LBP operator is powerful for texture description. It labels the image pixels by 

thresholding the surrounding pixels with comparing the value of center pixel and summing the 

thresholded values weighted by powers of two. The LBPlabel can be obtained with the formula in 

	!, 6
 � ∑ s 7f	x, y
 � f:x;, y;<= 2;�>2;1?    
where f(x, y) is the center pixel (red dot) of image f shown as Figure 10. P is the number of 

surrounding points, R is sampling radius, and s(z) is the thresholding function shown 

$0, @ A 01, z C 0D      

 	2
 
. The value for each histogram 

oordinate. The 

of the sample image 

 

of the sample 

LBP method for rotation-

. The LBP operator is powerful for texture description. It labels the image pixels by 

center pixel and summing the 

with the formula in  

 	3
 
is the number of 

shown as Eq.(4). 

 	4
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Figure 10. LBP sampling radius. (a) (P, R) = (6, 1). (b) (P, R) = (8, 2). 

 

Furthermore, an extended LBP operator called uniform LBP [11] is proposed to describe the 

region texture distribution more precisely. The uniform LBP operator is constructed by 

considering if the binary pattern contains at most two bitwise transitions from 0 to 1 or 1 to 0 

when the bit pattern is considered circular[6]. For computing the uniform LBP histogram, each 

uniform pattern is assigned to a specified bin and all non-uniform patterns are assigned into a 

single bin.The58 possible uniform patterns (all zeros, all ones, non-uniform)of (P, R) = (8, R) are 

shown in Figure11. 

 

 
 

Figure 11. 58 possible uniform patternsof (P, R) = (8, R). 

 

The uniform LBP owns a rotation invariant property. The rotation of uniform LBP is just as a 

horizontal shift in Figure 11 and shown in Figure 12. Based on this property, the LBP-HF [6] 

image feature is proposed. The LBP-HF image feature is generated by performing Fourier 

transform to every row in the uniform LBP histogram(except the first and the last row) to 

Discrete Fourier Transform to construct these features, and let H(n,・)be the DFT of n-th row of 

the histogram hI (UP (n, r)),, which is shown as Eq. (5). 

G	H, I
 � ∑ ℎK:LM	H, N
<O>PQRST/MM>2T1?     	5
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In Eq. (5), H(n, u) is the Fourier transformed histogram, n is the number of “1”, u is the 

frequency, hI is the uniform LBP histogram of the image I, UP(n, r) is the uniform LBP operator, 

and r denotes the row index. We apply the feature vectors consisting of three LBP histogram 

values (all zeros, all ones, non-uniform) and Fourier magnitude spectrum values of LBP-HFinEq. 

(6) to describe the texture distribution of the food ingredient image. 

 

VWXY�>Z[ � ) |H	1,0
|,⋯ , ^H 71, �Q=^ , …
⋯ , |H	P � 1,0
|,⋯ , ^H7P � 1, �Q=^ ,
h:U�	0,0
<, h:U�	P, 0
<, h:U�	P + 1,0
<   .

  	6
 

 

 
 

Figure12. Rotation doesn't change the row it belongs to in Figure11 

 

2.2.3.Data Fusion and Matching 

 

In this study, we utilize Bhattacharyya distance[12]to measure the similarity between the trained 

and test patterns that are described with the LBP-HF texture description and polar color histogram. 

Bhattacharyya distance measurement shown in Eq. (7) can be used to measure the similarity 

between two discrete probability distributions.  

 

dY	y
 �  2c∑ d1 � ρY)H,, P,	y
.c,12 ,    	7
 
 

where, ρY)H,, P,	y
. �  ∑ h ij∙;j	l

∑ ij∙∑ ;j	l
mjnomjno

5012 . 
 

2.3.Food Quantity Measurement 

 
For the inspection of amount of food ingredient, we use depth information obtained from the 

depth sensor to evaluate the amount of each food ingredient. Figure 13illustrates the captured 

depth information used to determine the amount of food ingredient. 
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Figure13.The captured depth information used to 

3. EXPERIMENTAL RESULT

 
In this section, we apply the automatic meal box 

ingredients identification module to 

scenario is shown in Figure 14.  

 

Figure 1

The proposed food quality inspection system 

of the Chinese food central kitchen

between customer-made meals orders of the 

system's operation module used Intel i5 2.2GHz CPU to analysis the contents of meal box, and it 

used the Microsoft Kinect camera in capture module.

 

The performance of food quality inspection is evaluated with two different meal boxes that are 

three and four food ingredients’ partitions

dishes types in the meal box including the 

shown in Figure 15.The efficiency

food ingredients identification module
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(a)                                     (b) 

 
The captured depth information used to determine the amount of food ingredient. 

image. (b) Depth image for (a). 

 

ESULTS 

In this section, we apply the automatic meal box detection/locating module and automatic food 

ingredients identification module to construct a food quality inspection system. The operation 

 

 
Figure 14.The system operation scenario. 

 

inspection system is implemented on the meal box dispatch conveyor 

food central kitchen. It automatically check compliance of the meal box content 

made meals orders of the dietician designed. This automated inspection 

's operation module used Intel i5 2.2GHz CPU to analysis the contents of meal box, and it 

used the Microsoft Kinect camera in capture module. 

The performance of food quality inspection is evaluated with two different meal boxes that are 

partitions. Figure 15 shows two different meal boxes. There are 9

including the one main dishes and 3 or 4 vice-dishes, which are 

efficiency of the meal box location detection and locating

identification module is listed in Table 1. 
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 (a) Meal box 

module and automatic food 

The operation 

 

implemented on the meal box dispatch conveyor 

t automatically check compliance of the meal box content 

This automated inspection 

's operation module used Intel i5 2.2GHz CPU to analysis the contents of meal box, and it 

The performance of food quality inspection is evaluated with two different meal boxes that are 

Figure 15 shows two different meal boxes. There are 9 

es, which are 

ion and locating module and 
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(a)     (b) 

 
Figure 15.(a) 4 vice-dish meal box. (b) 3 vice-dish meal box. 

 

Table 1.The efficiency analysis of the meal box detection and locating. 
 

Test Video 
Meal box location 

detect module(1 box) 

food ingredients 

identification 

module(1 box) 

AVG. time for 

one meal box 

Video 1 (4 vice-dish) 10.16 ms 116.44ms 126.60 ms 

Video 2 (3 vice-dish) 9.8 ms 95 ms 114.8 ms. 

Table 2 illustrates the accuracy analysis of the proposed food quality inspection system. The 

accuracy of meal box detection and locating is higher than 85% and the accuracy of food 

ingredients identification can approach 85%. 

Table 2.Accuracy analysis for the food quality inspection system. 

 

Test Video 
Meal box location  

detect module 

food ingredients 

identification module 

Video 1 (4 vice-dish) 85.3 % 82.1 % 

Video 2 (3 vice-dish) 89.6 % 89.3 % 

For the amount inspection of each food ingredient, we apply the depth information to evaluate the 

amount of each food ingredient. The efficiencies for the meal box location detection module, food 

ingredients identification, and quantity estimated module are shown in Table 3.The complete 

average processing time of each meal box is about 1.4 second. In Table 4, the accuracy analysis is 

listed. 

Table 3.Detection efficiency of the automated optical inspection system 

 

Test Video 

Meal box 

location detect 

module(1 box) 

food ingredients 

identification 

module(1 box) 

food quantity 

estimated 

module(1 box) 

AVG. time for 

one meal box 

Video 1 21.36 ms 94.1 ms 25.2ms 140.66 ms 

Table 4.Detection accuracy of the automated optical inspection system 

 

Test Video 
Meal box location 

detect module 

food ingredients 

identification module 

food quantity 

estimated module 

Video 1 85.3 % 82.1 % 74.2% 
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4. CONCLUSIONS 

 

In the proposed system, firstly, the meal box can be located automatically with the vision-based 

method and then all the food ingredients can be identified by using the colour and LBP-HF 

texture features. Secondly, the quantity for each of food ingredient is estimated by using the 

image depth information. The experimental results show that the dietary inspection accuracy can 

approach 80%, dietary inspection efficiency can reach 1200ms, and the food quantity accuracy is 

about 90%. The proposed system is expected to increase the capacity of meal supply over 50% 

and be helpful to the dietician in the hospital for saving the time in the diet identification process. 
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ABSTRACT 

 
This paper presents the applications of Eigenvalues and Eigenvectors (as part of spectral 

decomposition) to analyze the bipartivity index of graphs as well as to predict the set of vertices 

that will constitute the two partitions of graphs that are truly bipartite and those that are close 

to being bipartite. Though the largest eigenvalue and the corresponding eigenvector (called the 

principal eigenvalue and principal eigenvector) are typically used in the spectral analysis of 

network graphs, we show that the smallest eigenvalue and the smallest eigenvector (called the 

bipartite eigenvalue and the bipartite eigenvector) could be used to predict the bipartite 

partitions of network graphs. For each of the predictions, we hypothesize an expected partition 

for the input graph and compare that with the predicted partitions. We also analyze the impact 

of the number of frustrated edges (edges connecting the vertices within a partition) and their 

location across the two partitions on the bipartivity index. We observe that for a given number 

of frustrated edges, if the frustrated edges are located in the larger of the two partitions of the 

bipartite graph (rather than the smaller of the two partitions or equally distributed across the 

two partitions), the bipartivity index is likely to be relatively larger.  

 

KEYWORDS 

 
Eigenvalue, Eigenvector, Network Graph, Bipartivity Index, Partitions  

 

1. INTRODUCTION 

 
Network analysis is the study of complex relational data that capture the relationships among the 

members of the system. The typical goals of network analysis are to characterize the structure of 

the system, identify patterns of relationships, rank the constituent members based on the 

connections that they are part of as well as to detect communities of the members of the system. 

Network analysis has applications in many disciplines such as Social networks, Biological 

networks, Citation networks, Co-author networks, World Wide Web, Internet, Particle Physics, 

Electrical networks, and etc. Accordingly, the members of the system could be anything - from 

individual users, user groups and organizations, molecular complexes (like proteins), scholarly 

publications, computers and routers, websites, electrical grids and etc. The power of network 

analysis is to abstract the complex relationships among the constituent members simply in the 

form of a graph with vertices (a.k.a. nodes) and edges (a.k.a. links), which could be directed or 

undirected or a combination of both as well as be weighted or unit-weight edges, depending on 

the nature of the interactions among the members.  

 

We model any given complex network as a graph of vertices and edges: a vertex represents an 

individual component of the system being modeled (e.g., users, computers, actors, protein 

complexes, etc) and an edge captures the interactions between them. The adjacency matrix A(G) 
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of the network graph G essentially captures the presence of edges between any two vertices. For 

any two vertices i and j in graph G, the entry in the i
th
 row and j

th
 column of A(G) = 1 is 1 if there 

is an edge from vertex i to vertex j and 0 otherwise. Depending on the nature of the interactions, 

the edges could be undirected (symmetric adjacency matrix) or directed (non-symmetric 

adjacency matrix). We encounter undirected edges when we model networks where two-way 

interaction is the de facto standard for any association between two nodes in a network (for 

example: Protein-protein interaction networks, Power grid, Science collaboration networks, 

Internet, Actor network, etc). Directed edges are encountered when the interactions need not be in 

both directions of the link between any two nodes (for example: Phone call network, Email 

network, World wide web, etc). Sometimes, there could be both directed and undirected edges in 

a network graph (e.g., metabolic networks where certain chemical reactions are reversible while 

certain reactions proceed in only one direction). 

 

In this paper, we present spectral decomposition (eigenvalues and eigenvectors of the adjacency 

matrix of the graph) based analysis of network graphs to detect whether they are bipartite or 

close-to being bipartite or not and if found to be either of the two cases, we show how to predict 

the two partitions of the "true" or "close-to" bipartite graph. A bipartite graph is a graph wherein 

the set of vertices in the graph could be partitioned to two disjoint partitions and the edges of the 

graph connect the vertices across the partitions. In a "true" bipartite graph, there are no edges 

connecting the vertices within a partition. In a "close-to" bipartite graph, there may be one or few 

edges (called the frustrated edges) connecting the vertices within a partition.  

 

Spectral decomposition consists of generating a continuous multi-dimensional representation (a 

set of eigenvalues and the corresponding eigenvectors) of the adjacency matrix of the network 

graph. An eigenvector is referred to as the vector of coordinates of the points along each axis of 

the multi-dimensional space and the corresponding eigenvalue is the length of the projection on 

the particular dimension. Depending on the underlying network characteristic that is to be 

studied, we identify the set of axes (eigenvectors) that essentially capture the variability in the 

data (in this paper, we make use of the smallest eigenvalue and its corresponding eigenvector): 

the first axis corresponds to the direction of greatest variability in the data; the second axis 

(orthogonal to the first axis) captures the direction of the greatest remaining variability and etc. 

Though the number of dimensions in the spectrum is the number of vertices in the graph, most of 

the variations could be captured in the first few dimensions of the coordinate system represented 

by the eigenvalues and the eigenvectors.  

 

Related Work: Most of the work in the literature has focused on developing algorithms that 

minimize the number of edges (i.e., the frustrated edges) that need to be deleted from a graph to 

extract a bipartite spanning graph. Though this is an NP-hard problem for general graphs [1], for 

fullerene graphs (cubic 3-connected planar graph with exactly 12 pentagonal faces and an 

optional number of hexagonal faces), it has been found that there exists a polynomial-time 

algorithm [2] to determine the minimum set of edges that could be removed from fullerene graphs 

to extract a bipartite spanning graph. In [3], the authors developed a mathematical programming 

model and a genetic algorithm to determine the minimum number of frustrated edges to be 

removed from fullerene to extract a bipartite subgraph. In [4], the authors compute the bipartite 

edge frustration of a polybuckyball (a fullerene polymer) by extending the splice and link 

operations on the two partitions of the graph. In [5], the authors derive theoretical bounds on the 

maximum frustration index of a complete graph with a set of l and r vertices constituting the two 

partitions. Thus, most of the work in the literature is focused on minimizing the number of 

frustrated edges that need to be removed from selected graphs (mostly chemical compounds) to 

obtain a bipartite spanning graph. Our contributions in this paper are to predict the two bipartite 

partitions of any given graph that is hypothesized to be "true" bipartite or "close-to" bipartite as 

well as to analyze the impact of the distribution of the frustrated edges on the bipartivity index. 
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Roadmap of the Paper: The rest of the paper is organized as follows: Section 2 explains the 

eigenvalues and eigenvectors in greater detail and illustrates their computation with a simple 

example. Section 3 presents the calculation of bipartivity index on undirected graphs. Section 4 

illustrates the prediction of the partitions for undirected "true" and "close-to" bipartite graphs. 

Section 5 illustrates the prediction of the partitions for directed "true" and "close-to" bipartite 

graphs. Section 6 concludes the paper. 

 

2. EIGENVALUES AND EIGENVECTORS 
 

Spectral decomposition is a standard method to handle multivariate data in statistics and identify 

the directions of maximum variability [6]. The directions are called the eigenvectors and the 

relative importance to be given for each direction is represented by the eigenvalues. The spectrum 

is the collection of all the (eigenvalues, eigenvector) pairs of the multivariate data represented as 

a matrix. In this paper, we show that spectral decomposition of a unit-weight adjacency matrix 

(where the entries are either 0 or 1) of a network graph could be conducted to extract information 

on the extent of bipartivity in an underlying network as well as to predict the two partitions 

constituting the network graph.  

 

We now illustrate an example to determine the calculation of eigenvalues and eigenvectors. 

Figure 1 illustrates the computation of the characteristic polynomial of an adjacency matrix for 

the network graph shown. The roots of the characteristic polynomial (i.e., roots of the equation | 

A - λ I | = 0) are the eigenvalues. Accordingly, we solve the characteristic polynomial λ
4
 - 4λ

2
 - 

2λ + 1 = 0; the roots are λ = {2.17; 0.31; -1; -1.48}. The eigenvector X for an eigenvalue λ is the 

one that satisfies (A - λI) X = 0 [7]. Note that X is a column vector with n rows where n is the 

dimension of the adjacency matrix A.  

 

 
 

Figure 1. Characteristic Polynomial for the Adjacency Matrix of the Network Graph 
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We illustrate the computation of the eigenvector for eigenvalue 2.17 in Figure 2. Note that 2.17 is 

the largest eigenvalue for the adjacency matrix and it is called the principal eigenvalue and its 

corresponding eigenvector is called the principal eigenvector. For the calculation of the 

eigenvalues and eigenvectors of adjacency matrices used in this paper (including Figure 2), we 

use the website: http://www.arndt-bruenner.de/mathe/scripts/engl_eigenwert.htm. A screenshot of 

the results obtained for the adjacency matrix of Figure 1 is shown below in Figure 3. 

 

 
 

Figure 2. Calculation of the Principal Eigenvector for the Network Graph in Figure 1 

 

 
 

Figure 3. Online Calculator for Eigenvalues and Eigenvectors for an Adjacency Matrix 

 

3. BIPARTIVITY INDEX 
 

A graph G = (V, E) is said to be bipartite if the vertex set V could be divided into two disjoint sets 

V1 and V2 such that there are no edges connecting vertices within the two subsets and every edge 
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in E only connects a vertex in V1 to a vertex in V2 or vice-versa (if the graph is directed) [8]. 

More formally, G = (V, E) is said to be bi-partite if the two partitions V1 and V2 of the vertex set 

V and the edge set E are related as follows:   

 

(i) V1 Υ V2 = V and V1 Ι V2 = Φ (empty set) 

(ii) ∀ (i, j)∈E, either i∈V1 and j∈V2 or i∈V2 and j∈V1 

 

Figure 4.1 illustrates a bipartite graph that has no edges within its two vertex set partitions. In 

reality, it may not be possible to find network graphs that are truly bipartite. There may be few 

edges between the vertices within the same partition. Such edges are called frustrated edges. 

Figure 4.2 illustrates a graph that is close to being bipartite, with the majority of the edges 

connecting the vertices across the two partitions but there are two frustrated edges. The 

eigenvalues of the adjacency matrix can be used to determine the extent of bipartitivity of a 

network graph G in the form of a metric called the bipartitivity index, bS(G), calculated as 

follows. Let λ1, λ2, λ3, ... , λn be the eigenvalues of the adjacency matrix of G.  
 

Bipartivity Index of graph G,
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Figure 4.1. A "True"                Figure 4.2. A "Close-to" 

Bipartite Graph                             Bipartite Graph 

 

Figure 4. Examples of "True" and "Close-to" Bipartite Graphs 

 
The calculation of the bipartivity index for a "true" bipartite graph and for a "close-to" bipartite 

graph are shown in Figures 5 and 6 respectively. We can notice that for a "true" bipartite graph, 

the sinh(λj) values in the formula for the bipartivity index add to 0, resulting in the bipartivity 

index being 1 for such graphs. On the other hand, for a non-bipartite graph, the sum of the sinh(λj) 

values contribute a positive value - leading to an increase in the value of the denominator 

compared to the numerator in the formula for bipartivity index. Thus, the bipartivity index for a 

non-bipartite graph is always less than 1; if the bS(G) values of graph G is closer to 1, we call 

such graphs as "close-to" bipartite, as the one in Figure 6 (where edge 2 - 4 is removed from the 

graph in Figure 5 and edge 1 - 4 is added as a frustrated edge). 
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Figure 5. Bipartivity Index Calculations for a "truly" Bipartite Graph 

 

Figure 7 illustrates the impact of the number of frustrated edges and their location on the 

bipartivity index values for several sample network graphs. The bipartivity index of the graphs 

decreases with increase in the number of frustrated edges that connect vertices within the same 

partition. We can observe that for a given number of frustrated edges, a larger value of the 

bipartivity index is observed for graphs that have a relatively larger number of frustrated edges in 

the larger partition vis-á-vis the smaller partition. 

 

 
Figure 6. Bipartivity Index Calculations for a "close-to" Bipartite Graph 

 

 
 

Figure 7. Impact of the Number of Frustrated Edges and their Location on the Bipartivity Index of Network 

Graphs  
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4. PREDICTIONS OF THE PARTITIONS IN A UNDIRECTED BIPARTITE 

GRAPH 
 

We now illustrate how to predict the two partitions of a "true" or "close-to" bipartite graph. For 

this purpose, we will make use of the smallest of the eigenvalues and its corresponding 

eigenvector, hereafter referred to as the bipartite eigenvalue and the bipartite eigenvector 

respectively. The bipartite eigenvalue is most likely a negative value in "true" or "close-to" 

bipartite graphs. The bipartite eigenvector is likely to comprise of both positive and negative 

entries. The node IDs whose entries in the bipartite eigenvector are of the positive sign constitute 

one of the two partitions and those of the negative sign constitute the other partition. The above 

approach has been found to accurately predict the two partitions of a "true" bipartite graph, as 

shown in Figure 8. However, for "close-to" bipartite graphs, the partitions predicted (using the 

smallest eigenvalue and its corresponding eigenvector) may not be the same as the partitions 

expected (hypothetical partitions) of the input graph whose adjacency matrix had been used to 

determine the eigenvalue and the eigenvector. Nevertheless, the predicted partitions of the "close-

to" bipartite graphs and the hypothetical partitions of the original input graph contribute to the 

same bipartivity index value. This shows that two "close-to" bipartite graphs that physically look 

similar (i.e., same set of vertices and edges connecting the vertices), but are logically different 

(i.e., differ in the partitions) would still have the same bipartivity index; the difference gets 

compensated in the number of vertices that form the two partitions and/or the distribution of the 

frustrated edges across the two partitions. Note that the predictions of the partitions get less 

accurate as the bipartivitiy index gets far lower than 1. 

 

 
 

Figure 8. "True" Bipartite Graph: Predicted Partitions Match with the Hypothetical Partitions of the Input 

Graph 

 

 
 

Figure 9. "Close-to" Bipartite Graph: Predicted Partitions Appear to be the Same as that of the Input Graph 
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Figure 9 illustrates the prediction of the partitions of a "close-to" bipartite graph that looks 

complex enough for one to initially hypothesize the two partitions; hence, we assume the 

predicted partitions are the same as what is as expected of the original input graph. However, 

Figure 10 illustrates an example where the predicted partitions of a "close-to" bipartite graph are 

of unequal sizes with two frustrated edges (whereas the input graph is hypothesized to have two 

equal-sized partitions with one frustrated edge, as shown); but, both the graphs have the same 

bipartitivity index. The predicted "close-to" bipartite graph consists of a larger partition with four 

vertices and a smaller partition with two vertices; there are two frustrated edges in the larger 

partition and none in the smaller partition. The input "close-to" bipartite graph for this illustration 

has three vertices in each of the two partitions, with a frustrated edge in one of the two partitions. 

This example reiterates our earlier assertion that for two "close-to" bipartite graphs that 

physically look the same and have the same bipartivity index, there could be logically different 

sets of partitions: a topology with equal number of vertices in both the partitions and fewer 

frustrated edges could offset for a topology with a larger partition containing relatively larger 

number of frustrated edges.  

 

 
 

Figure 10. "Close-to" Bipartite Graph: Predicted Partitions do not Match with the Hypothetical Partitions of 

the Input Graph 

 

 
 

Figure 11. Predicting the Partitions of a "True" Bipartite Directed Graph: Predicted Partitions Match with 

the Hypothetical Partitions of the Input Graph 
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Figure 12. Predicting the Partitions of a "Close-to" Bipartite Directed Graph: Predicted Partitions do not 

Match with the Hypothetical Partitions of the Input Graph 

 

5. PREDICTION OF THE PARTITIONS IN A DIRECTED BIPARTITE 

GRAPH 
 
To predict the two partitions of a directed bipartite graph, we can still use the same approach as 

explained above. We need to transform the directed graph to an undirected graph (replace all the 

directed edges with undirected edges), determine the bipartite eigenvalue and bipartite 

eigenvector of the undirected graph, and predict the constituent vertices of the two partitions 

based on the sign of the entries (corresponding to these vertices) in the bipartite eigenvector. 

Finally, we restore the directions of the edges. If the input directed graph is "truly" bipartite, the 

predicted partitions will be the same as that hypothesized for the input graph (refer the example 

shown in Figure 11). However, for "close-to" bipartite directed graphs, the predicted partitions 

need not be the same as that of the hypothetical partitions of the input graph; but, as long as the 

set of vertices and edges (including the directions of the edges) remain unaltered, the bipartivity 

index of the "close-to" bipartite graph will remain the same with both the hypothetical expected 

partitions and the predicted partitions. Figure 12 illustrates an example wherein the set of vertices 

constituting the predicted partitions is observed to be different from the hypothetical partitions 

expected of the input graph. The hypothetical partitions contributed to two frustrated edges, 

whereas the predicted partitions contributed to only one frustrated edge. Nevertheless, since the 

set of vertices and the set of edges are the same for both the input graph and the graph based on 

the predicted partitions, the bipartivity index value remains the same.  

 

6. CONCLUSIONS 
 

The paper demonstrates the application of the eigenvalues and eigenvectors to analyze the 

bipartivity of both undirected and directed graphs. We observe that for a given number of 

frustrated edges, the bipartivity index is more likely to be larger if more of these edges are located 

in the larger of the two partitions of the bipartite graph. For "close-to" bipartite graphs, we 

observe the predicted partitions of the vertices to be different from that of the hypothetical 

partitions of the input graph; but nevertheless, since the set of vertices and set of edges 

constituting the bipartite graphs do not change, the bipartivity index remains the same for both the 

input and predicted graphs. In other words, for a given number of vertices and edges, there could 

be more than one instance of a bipartite graph (i.e., there could exist one or more combinations of 

the two partitions) that could have the same bipartivity index value. The above argument holds 

good for both directed and undirected bipartite graphs.  
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ABSTRACT 

 
The screening of chemical libraries is an important step in the drug discovery process. The 

existing chemical libraries contain up to millions of compounds. As the screening at such scale 

is expensive, the virtual screening is often utilized. There exist several variants of virtual 

screening and ligand-based virtual screening is one of them. It utilizes the similarity of screened 

chemical compounds to known compounds. Besides the employed similarity measure, another 

aspect greatly influencing the performance of ligand-based virtual screening is the chosen 

chemical compound representation. In this paper, we introduce a fragment-based 

representation of chemical compounds. Our representation utilizes fragments to represent a 

compound where each fragment is represented by its physico-chemical descriptors. The 

representation is highly parametrizable, especially in the area of physico-chemical descriptors 

selection and application. In order to test the performance of our method, we utilized an existing 

framework for virtual screening benchmarking. The results show that our method is comparable 

to the best existing approaches and on some data sets it outperforms them. 

 

KEYWORDS 

 
Virtual screening, Molecular representation, Molecular fingerprints  

 
 
1. INTRODUCTION 

 
The main method to identify new leads in the drug discovery process has traditionally been 
medium or high-throughput screening (HTS). In this experimental process, a large number of 
chemical compounds can be screened against a specific target to identify compounds which 
trigger a response in this target. Some of the HTS approaches can guarantee throughput up to 
about 100.000 compounds per second [1] by using the combinatorial libraries. Obviously, the 
throughput in such cases is not an issue anymore. However, management of such large libraries 
can be difficult and economically unfeasible since every new compound brought into the 
screening process increases its price. 
 
The in-silico answer to the growing size of chemical databases is the so-called high-throughput 
virtual screening (HTVS). It allows fast screening of large libraries, which may contain up to tens 
of millions chemical compounds, without the need of physically own the compounds. An 
additional bonus which relates to the HTVS is the ability to screen even virtual libraries. I.e., one 
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can easily predict bioactivity of compounds residing in not yet well explored parts of the 
chemical space [2]. 
 
While the limits of HTS are given by the technology, the HTVS, since it is a simulation of a real 
world approach, is limited by the available information about ligands [3]. The available 
knowledge then dictates how HTVS is utilized. Since unlike HTS, HTVS can suffer by both false 
positives and false negatives it is commonly used as a pre-step to the standard HTS in the early-
stages in the drug discovery pipeline. The HTVS is used to prioritize large chemical libraries 
which narrows down the set of compounds to be forwarded to HTS. Usefulness of 
complementing HTS with HTVS has been supported by several studies [4], [5]. The virtual 
screening approaches can be classified as ligand-based virtual screening (LBVS) and structure-
based virtual screening (SBVS) [6], [7]. The choice of which approach to utilize depends on 
information about the task at hand. If we know the three-dimensional structure of the biological 
target we can use SBVS methods [8], [9]. The SBVS is based on docking and includes two steps: 
positioning the ligand into the target active site (docking) and scoring the pose. However, this 
information is often not available in sufficient quality or it is not available at all. In such a case 
the ligand-based virtual screening method is the method of choice. 
 

1.1 Ligand-based virtual screening 

 
In LBVS, only the information about known bioactive ligands (triggering response in the given 
biological target) is required. The LBVS is built around the concept that similar structures carry 
out similar functions more often than dissimilar ones. This assumption is based on the shape and 
physicochemical complementary of the ligand and target commonly called key-and-lock principle 
[10] or similar property principle [11]. Thus, given the known active (and possibly also inactive) 
compounds LBVS methods prioritize compounds that are more likely to have desired 
functionality/features, based on the similarity to the known active molecules. 
 
In the first step of LBVS, a computer-based representation is calculated for the known bioactive 
ligands as well as for all the molecules in a library to be searched for new bioactive compounds. 
In the second step, the representation of ligands can be aggregated and used as a query or 
individual representations are used directly for searching the library. As the last step, the library is 
sorted with respect to the similarity to the query ligand(s). It is assumed that the high-scoring 
compounds bind to the target with high probability due to the similarity principle. 
 
One can come up with various classification of LBVS approaches. For example, Taboureau at. al. 
[7] divide LBVS into five classes based on the utilized molecular features: alignment-based, 
descriptor-based, graph-based, shape-based and pharmacophore-based. 
 
While the methods might differ in the specifics of how to approach the identification of bioactive 
compounds, most of them employ a feature extraction step where the molecular descriptors are 
identified and encoded into some kind of representation. This is then used as a representation of 
the molecule in the virtual screening. Among the commonly used features are those which reflect 
structure or capture computed or experimentally measured physico-chemical properties. 
Currently, there exists a plethora of descriptors to be utilized in virtual screening [12], [13]. They 
differ not only in their semantics but also in the computational complexity. The excess of 
descriptors is the consequence of the fact that none of the descriptors can be generally declared as 
superior to the rest. The features discriminating active and inactive compounds simply depend on 
the specific target which varies in every screening campaign. It follows that it is vital to the 
success of a virtual screening campaign to capture such features which represent the molecules 
well in terms of their discriminative capability. This is the main motivation for our work. It is out 
of question that the correct choice of features greatly influences the outcome of a virtual 
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screening campaign. However, we moreover believe that the choice of descriptors should be 
context-aware that is it should be dependent on the investigated target. Therefore, in this paper we 
propose a general framework which allows the user to parameterize the molecular 
representations. 
 
1.2 Fingerprints 

 
A common type of descriptors are the 2D fingerprints (fingerprints) capturing the structure of 
given chemical compound in the form of a bitstring. Every structural feature is mapped to a 
position in the string. Such representation is suitable for large-scale virtual screening campaigns 
since it allows fast comparison of two molecules (bitstrings).  
 
Thus, the main idea behind the fingerprints is to encode the existence of a given (structural, 
pharmacophore, …) feature to a position in a bitstring. The features to be encoded commonly 
include molecular fragments which are continuous substructures of a given molecule. There are 
two main approaches to fragment extraction: path-based (Topological Torsions fingerprints), 
neighbourhood-based (Circular Fingerprints or Extended connectivity fingerprints). 
 
The Topological torsions fingerprints [14] (TT) use paths of length four (quaternions). The 
information about types, nonhydrogen connections and number of pi-electrons is used to calculate 
the index of given path.  
 
In Extended Connectivity Fingerprints (ECFPs) and Functional Connectivity Fingerprints 
(FCFPs) an atom is described in terms of its neighbouring atoms up to a certain radius. Hert [15] 
has shown that such descriptors can be effective in similarity searching applications. The 
extended connectivity of an atom is calculated using a modified version of the Morgan algorithm 
[16] where the atom code is combined with the codes of its neighbours to establish the final atom 
description.  
 
To map a fragment into a position in the bitstring representation, a mapping function needs to be 
utilized. The simplest solution is the dictionary-based approach where a predefined dictionary of 
fragments and their mapping into the bitstring is utilized. However, this allows to represent only a 
limited set of fragments in the bitstring. Another solution is to map every possible fragment into a 
constant-sized bitstring. However, since the size of a bitstring representation uses to be an order 
of magnitude smaller in comparison to the number of all possible fragments, typically a modulo 
function is applied. This allows to obtain a bitstring position for every possible fragment. On the 
other hand, two different fragments with different indexes can be mapped to the same position in 
a bitstring. This situation is called the collision. The fingerprints that utilize this approach form 
the family of hashed fingerprints. 
 

2. METHOD OUTLINE 
 
In this work we introduce vector fingerprints (VectorFp), a new approach to the representation of 
chemical compounds and their comparison. As mentioned above, our goal is to provide a modular 
molecular representation for LBVS allowing to be parametrized based on the task at hand. The 
basis of VectorFp molecular representation form structural fragments. But unlike other 
descriptors, VectorFp allows the fragments to be labeled by user-defined physico-chemical 
properties. Moreover, the representation was designed with the emphasis on the ability to use it 
with existing similarity measures for bitstrings. Thus, VectorFp is designed as a generic 
representation that needs proper parametrization before it can be used. 
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2.1. VectorFp structure 

 
In order to maintain compatibility with existing fingerprint methods we decided to choose the 
bitstring as the representation for VectorFp. The advantage is that we can utilize existing well-
established similarity measures, LBVS processes, and benchmarking platforms in order to get 
comparison of our method to the other fingerprints. 
 
VectorFp (Figure 1) is basically an array (outer array), where each cell represents one (or more in 
case of a collision) fragment(s). Each cell of the main outer array contains another array (inner 
array). The purpose of the inner array is to store the selected descriptors of a respective 
fragment(s). As mentioned, these descriptors are physico-chemical properties of fragments that 
are converted into bitstring representation. 

 
Figure 1.  Structure of VectorFp. 1 - outer array, 2 - cell with inner array, 3 - bits representing single 

descriptor 
 
Generally, physico-chemical descriptors can take various ranges of values being typically integer 
or float data types. The process of conversion of descriptors into a bitstring is secured by so called 
conversion methods. In our current implementation we use the same conversion method for all 
descriptors. It gets minimum and maximum value for a given descriptor and then uses binning 
which results in an integer value to be used as the descriptor value to be stored. The integer value 
is then encoded into a bit array using unary encoding. The binning is the formation of a set of 
disjoint intervals (bins) that represent the possible values. The bin index is finally encoded into a 
binary representation. In VectorFp we decided to use unary coding. The choice of unary coding 
instead of, e.g. classical binary coding, stems from the typical choice of similarity functions used 
when comparing bitstring molecular representations. The most commonly used similarity 
functions basically assess similarity to a pair of bit strings based on the number of common and 
differing bit positions. These measures assume that the bits are independent which holds when 
every bit corresponds to the existence or nonexistence of a molecular substructure. However, 
when the binary image of a substructure spans multiple bit positions (inner array) the positions 
are dependent. Using the binary coding with such similarity measure is then not valid. Let us 
consider a situation when the binary representation takes 4 bits. Then if the distance/similarity is 
based on the number of common bits bin 4 (0100) is from bin 1 (0001) in the same distance as, 
e.g., bin 2 (0010). Which should not hold since the bin indexes approximate quantitative 
characteristics. However, when using unary coding bin 1 gets the code 1000, bin 2 gets the code 
1100 and bin 4 gets the code 1111. Then, using the same similarity measure, bin 2 is more similar 
to bin 1 than bin 4 as one would expected. 
 
2.2. VectorFp generation 
 

1. The VectorFp representation computation for a given molecule consists of five main steps: 
2. Extract fragments from the molecule and compute indexes (positions in the bitstring 

representation) for those fragments. 
3. For each fragment compute its physico-chemical descriptors. 
4. Convert all fragments descriptors into bitstrings. 
5. Create the fragment bitstring representation from its respective descriptor representations. 
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6. Combine the individual fragments representations (bitstrings) together and assemble the 
representation of the molecule. The representations of fragments are stored into cells 
determined by the index computed in step 1. 

 

As the VectorFp size is limited, the index computed in step 1 must be modified by application of 
the modulo operation (hashing). As a consequence a collision may occur. In order to solve 
collisions VectorFp utilizes the bitwise logical or to merge representations of multiple fragments 
together. The advantage of this method is simplicity and the fact that the results (fragment 
bitstring) are the same for different permutations of the same fragments. The drawback of 
selected approach is, that created fragment representation does not have to represent existing 
fragment. This can be problem during similarity comparison of two VectorFps. If both molecules 
(their VectorFps representations) have the same fragments in single cell, then everything is in 
order, but if one molecule has difference number of fragments in given cell then the other 
molecule, for example one and two, the comparison still compare fragment representation to 
fragment representation. In this case we compare existing fragment to some imaginary aggregated 
fragment. 
 

3. PARAMETERIZATION 
 
From the description of VectorFp one can notice that there are places where the approach is not 
fully specified: fragment extraction, descriptor selection and conversion. The named areas and 
some more create space for parameterization of VectorFp. VectorFp can be seen as a generic 
representation or frame. The parameterization determines the efficiency of the final VectorFp-
based molecular representation. 
 
3.1 VectorFp size 

 
One of the parameters is the size of VectorFp. The size is determined by two variables: size of the 
inner array and the number of cells in the outer array. The final size of vectorFp representation is 
therefore size of inner array * size of outer array. So for example if we use 1024 cells for the 
outer array, then a 4 bit increase of the inner array size will result in 4096 bit increase of the 
resulting representation size. 
 
3.2 Fragment extraction 

In the current implementation we utilize RDKit’s [17] algorithm to extract the fragments from a 
molecule get their positions in the bitstring. The algorithm uses RDKit’s Morgan Fingerprint 
which is based on the Morgan algorithm. Morgan Fingerprints use the following features to 
calculate a fragment’s position in the bitstring: donor, acceptor, aromatic, halogen, basic, acidic. 
The RDKit provides the possibility to modify this feature list and thus change the fragment 
indexes. This can be also viewed as a possible parameterization of VectorFp. Another possibility 
is to use paths (like TT fingerprints) instead of neighbourhoods. 
 

3.3 Fragment representation 

 
Each fragment is represented by an inner array (bitstring). The size of this array determines how 
many information can be stored about each fragment. By setting the size of the inner array to one 
we get the classical fingerprints. The selection of used descriptors, conversion method and 
number of bits in inner array is also part of the parameterization. The descriptor selection and 
conversions are in our opinion the most important parts of the parameterization and have a great 
influence on the performance of the method. The selected descriptors include, for example, the 
number of heavy atoms, logP, the presence of a fragment or, in an extreme case, other fingerprint 
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can be used as a fragment’s descriptor and inserted into VectorFp. There is also the possibility to 
stress certain descriptor by multiplying its value. For example, let us have two different 
descriptors, we use them both in our parameterization but we replicate one of them. In this case, 
the replicated descriptor has more weight and can be seen as the main one. The second one 
(nonreplicated) descriptor can serve as a fine tuning mechanism. 

 

4. EXPERIMENTS 

 
For experimental evaluation we used the recently published framework for benchmarking LBVS 
approaches by Riniker et al. [18]. The framework is written in Python [19] and uses RDKit [17] 
as the underlying chemical framework. It comes with a predefined set of fingerprints, similarity 
methods (Dice, Tanimoto, Cosine, Russel, Kulczynski, McConnaughey, Manhattan, 
RogotGoldberg) and quality measurement methods (Area Under Curve (AUC) of Receiver 
Operating Characteristic curve (ROC), Enrichment Factor (EF), Robust Initial Enhancement 
(RIE) [20], Boltzmann-Enhanced Discrimination of ROC (BEDROC) [21]). The framework 
simulates LBVS on pooled targets from three data sets representing 88 targets in total. The three 
data sets include Database of Useful Decoys (DUD) [22], ChEMBL [23] and Maximum Unbiased 
Validation (MUV) [24]. For each target a set of known actives and inactives (decoys) is available. 
As the framework aims to high reproducibility of experiments it also contains a predefined 
random selection of actives and decoys. Thanks to that, the simulation of LBVS is deterministic 
and can be easily reproduced by any researcher. 
 
However, one of the drawbacks of the framework is that it is designed to use the same method 
with the same parameterization for all the data sets. There is no learning phase per dataset. Such 
phase could be useful for benchmarking of methods including a learning phase [25]. The absence 
of learning phase influences performance of our method in a negative way as our method needs a 
proper parameterization that differs based on the task (dataset) at hand. Still, we decided to not 
modify the benchmarking platform and to use a single parameterization over all data sets as the 
determination of the right parameterization is not the goal of this article. The problem of correct 
parameterization and feature selection is a separate topic. 
 
Riniker et al. [18] recommend to use at least two different benchmarking methods, for example 
AUC and BEDROC as the AUC alone is considered to be insufficiency sensitive. On the other 
hand, the advantage of the AUC in comparison to some other methods is that it is non-parametric. 
Thus, it can be easily used to give a basic idea about the performance of tested method especially 
in a large scale evaluation. From this reason, we decided to show only AUC values in the 
following experimental evaluation. 
 
4.1. Comparison to existing methods 

 
In this section, we presents the comparison of VectorFp with other fingerprints from selected 
benchmarking framework. We used VectorFP with the best found parameterization (aggregated 
over all targets). However, we emphasize that the VectorFp performance strongly depends on the 
selected parameterization (see section IV-B) and since the parameterization optimization is a hard 
(and separate) problem, there is still room for improvement. Moreover, in this comparison we use 
a single parameterization for all targets which is not the optimal and intended use of VectorFp, 
but we find it useful in order to get a rough comparison with the other existing methods. To 
denote the other fingerprints we use abbreviations from the original article [18] containing also 
the details about the remaining fingerprints. 
 
The best parameterization we obtained in our experiments in terms of average auc (average of 
auc over all data sets) was nHBDon_Lipinski,nN. This parameterization utilizes two descriptors – 
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nHBDon_Lipinski and nN, where each descriptor occupies 16 bits in the final representation. We 
denote this parameterization further in the text as vectorFp.  
 
As already stated, the VectorFp is designed as a generic representation that should be rather used 
with parameterization based on the given task. In order to demonstrate the potential of VectorFp, 
we defined virtual VectorFp (vVectorFp). To get the results for vVectorFp, we select the best 
tested parameterization for every dataset. Thus, vVectorFp can be understood as VectorFp with 
an oraculum that gives us the best encountered parameterization for given target. 
 
As for the source of descriptors for labelling the extracted fragments, we used the PaDEL [26] 
tool. PaDEL is capable of generating about 770 2D descriptors that can be easily utilized in 
VectorFp. To convert the descriptor values into the bitstring in the inner arrays of VectorFp we 
use the binning and unary coding. 
 
As the results show (Table 1.), vectorFp (with the nHBDon-Lipinski,nN parametrization) is, in 
terms of auc, the best fingerprint for 8 out of the 88 data sets and it ends up on position 9.966 on 
average. The best obtained average position is 8.092 reached by the TT fingerprint.Thus, although 
the single parameterization is used for multiple data sets, it is clearly comparable with the best 
existing approaches. On some data sets, our method is superior to all the other methods. The 
performance differs throughout all the data sets (Table 2.). 
 

Table 1.  Aggregated performance statistics of vectorFp and vVectorFp with respect to other fingerprints  
 

name average AUC 
number of best 

results 
average 
position 

tt 0.8034 12 8.09 
hashap 0.7701 11 14.20 
rdk6 0.7821 10 12.55 
vectorFp 0.7890 8 9.97 
laval 0.7798 7 12.91 
avalon 0.7755 7 14.03 
rdk7 0.7407 6 17.62 
ap 0.7914 5 10.25 
hashtt 0.7973 4 9.31 
rdk5 0.7827 3 12.25 
lfcfp6 0.7631 3 14.71 
fcfp2 0.7457 3 18.17 
ecfc6 0.7795 3 11.79 
fcfp4 0.7643 2 14.71 
fcfc6 0.7625 2 15.10 
lfcfp4 0.7620 2 15.23 
lecfp4 0.7606 2 15.03 
lecfp6 0.7581 2 16.03 
fcfp6 0.7657 1 14.59 
ecfp2 0.7522 1 17.68 
fcfc2 0.7435 1 19.55 
maccs 0.7333 1 20.08 
ecfc4 0.7798 0 11.61 
ecfc2 0.7739 0 13.68 
fcfc4 0.7603 0 15.77 
ecfp4 0.7582 0 16.03 
ecfp6 0.7573 0 16.68 
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ecfc0 0.7340 0 20.43 
ecfp0 0.6463 0 27.91 

vVectorFp 0.8174 31 4.37 
 

As can be seen most of the tested fingerprints perform reasonably well, in comparison to the 
others, on at least one dataset. Out of the three data sets, the MUV dataset shows up to be the 
hardest for vVectorFp as in 3 cases it performs strongly under average. However, the MUV 
dataset is the most difficult for every tested fingerprint. The goal of the MUV design is to 
generate sets with a spatially well distributed active and decoy molecules in a simple descriptor 
space. Moreover, another goal is to evenly distribute actives among the decoys which makes the 
MUV dataset difficult for virtual screening. The best tested parameterization for MUV shows up 
to be naAromAtom16,ETA_BetaP_s16,minHsNH2 with the average auc on MUV being 0.6258 
compared to vectorFp having the average auc of 0.6214.  
 
As the VectorFp in fact utilizes one of the extended connectivity fingerprints (ecfp) as the 
underlying fingerprint, we were interested how it compares to the performance of other 
fingerprints from the same family. From this perspective our method performs well and 
outperforms most fingerprints from this family. 
 
Our method was in term of average auc over all the data sets outperformed by tt, hashtt and ap 
fingerprints. All those fingerprints are based on different fragments than used in current version 
of VectorFp. tt and hashtt use paths of length four while ap use atom pairs. This suggest that the 
change of fragment extraction process (underlying fingerprint) may improve the performance of 
VectorFp.  
 
Notice, that vVectorFp is also included in the comparison. As it is not based on a single 
parameterization, the values presented in Table 1. were computed without the vVectorFp, and at 
the end the vVectorFp was added. Thus vVectorFp results did not influence the positions of other 
approaches. The vVectorFp outperforms all other methods in all the presented evaluation criteria 
(average auc, number of best results). We believe that this demonstrates the potential of VectorFp 
if parameterized properly. We emphasize again that there may be a better parameterization as we 
tested only a very limited subset of all possible parameterizations. 
 
4.2. Parameterization 

 
As a part of our experiments we systematically tested hundreds of different parameterizations 
focusing on various descriptors provided by PaDEL (see above). Although there are more ways 
of how to parameterize VectorFp, here we focused on descriptor selection only being the most 
result influencing part of the parameterization. 
 
To test how the amount of used descriptors per fragment influences the discriminative power of 
the molecular representation, we started with just one descriptor per fragment and then added 
more. In the preparation phase, we extracted all fragments for all chemical compounds in every 
data sets of the benchmarking platform. For each fragment we computed all descriptors available 
in PaDEL. These descriptors were the subject of a basic descriptor analysis before running the 
experiments themselves. The goal of the analysis was to remove descriptors which clearly did not 
have enough discriminative power to be used for screening. 
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Table 2.  Comparison of vVectorFp and vectorFp with other fingerprints. The colours show the relative 
performance of given fingerprint to others on given target (dataset). The grey cell represents the best result 

on given target while white represents the worst result.  
 

 

As the first step of the analysis we dropped all the descriptors that were constant which resulted 
in the elimination of 258 descriptors. In the next step we utilized variance to decide which 
descriptors have the potential being a useful discriminator. A descriptor taking only two values 
has a low chance to well discriminate thousands of compounds. As a prestep to variance analysis 
we had performed normalization on every descriptor. First, we had removed outliers from every 
descriptor (values outside the second and third quantile), then we normalized the data into the [0, 
1] interval using the min-max normalization. After the normalization we computed variance 
(varnorm) for each descriptor. Many descriptors ended up with varnorm = 0. For example in case of 
nAcid descriptor, about 96.7% of fragments have zero value. This does not leave much space for 
other values, and basically divides all fragments into just few categories (3 in case of nAcid). If 
we consider the second and third quantile only we get zero variance. This step eliminated 326 
descriptors. Since we used these descriptors later in the experiments, we formed group from them 
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called constVarQ (constant variance on quantiles). The remaining 185 descriptors were split into 
4 groups of almost the same size based on the value of variance. The groups were called 
var_00_25, var_25_50, var_50_75 and var_75_100. 
 
4.2.1. Single descriptor 

 

In the first step we evaluated the performance for selected descriptors from groups var_00_25, 
var_25_50, var_50_75 and var_75_100 and constVarQ. The descriptors in constVarQ group 
performed worst of all, as expected. This was caused by the fact that in many data sets the 
descriptors were constant and so had no discriminative power. However, despite the overall bad 
performance few exceptions emerged. For example, using the descriptor nAcid (number of acidic 
groups) for target 20174 resulted in auc 0.909. The tt, hashtt and ap scored 0.841, 0.8430 and 
0.8450 respectively. This demonstrates that good performance can be reached even with a single 
simple descriptor. As for the target 20174, the best performance (0.9560) was obtained by 
vectorFp. 

 
 

Figure 2.  auc performance for single descriptor parameterization among the variability groups. The 
horizontal lines represent the average auc for given group. 

 
The performance of all the descriptors shows Figure 2. where descriptors’ data points in the same 
group share same shape. The X-axis corresponds to the individual descriptors while the Y-axis 
shows the average AUC over all the targets for each of the descriptors. The horizontal line then 
represents the average of the descriptors performance for each of the group. We can clearly see 
that the descriptors in the constVarQ show worse performance then descriptors in the other 
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groups. In all the var groups we can identify several well performing descriptors. However, the 
group var_00_25 contains many descriptors showing very poor performance. It follows that a 
descriptor with low variability is likely to perform poorly. On the other hand, the descriptors with 
high variability (group var_75_100) also lead to worse performance than the descriptors with 
moderate variability (groups var_25_50 and var_50_75). 
 

4.2.2. Multiple descriptors 

 

In the next step, we first created pairs and then triplets of descriptors and used them to label the 
fragments. Thus, in the previous step each fragment was labelled by exactly one descriptor but in 
the second step pairs and triplets of descriptors were utilized. Our hope was that the performance 
would increase when using tuples in contrast to using single descriptors alone. 
 
Since we did not have sufficient computational resources to test every possible pair and triplet of 
descriptor we implemented a filter. The purpose of the filter is to filter out such tuples which are 
unlikely to lead to best results. The filter utilizes AUC (auc) of single descriptors and correlation 
(cor) between pairs of descriptors.  

Let n denote the number of descriptors that should be used in the parameterization (in our case n 
is 2 or 3). Let auci denote the average AUC for i-th descriptor (out of n) and cori,j the correlation 
between AUC values of i-th and j-th descriptor over data sets. Thus if two descriptors show 
similar AUCs over all data sets they have high correlation. In order for the tuple of descriptors to 
pass the filter, the following two conditions need to be satisfied:  

Leveli

n

i
aucauc >∑

=0
 

LevelMaxjijinjiLevelMin corcorcor <<
≠≤≤ ,,,0max  

The filter is parameterized by the values aucLevel, corLevelMin and corLevelMax. Using aucLevel simply 
prefers tuples consisting of descriptors which behave well when used alone. The idea behind 
restricting the correlation is that bringing together correlated descriptors would not result in new 
information and thus probably would not increase the discriminative power of the resulting 
molecular representation. We tried several parameterizations of the filter (see Table 3.) to get a 
reasonable number of pairs/triplets for our experiments.  
 
The descriptors in 2B pairs are required to have cor between 0.47 and 0.6. The lower bound for 
cor secures that the pairs in 2A and 2B are different. As the trade of, the required auc needs to be 
slightly higher. As the 2B group was selected with less stress on cor it was expected that the 
paired descriptors would have more similar results over the data sets. The goal of different 
parameterizations of the filter was to test which combination of correlation and quality 
parameters leads to better results. The same holds for the groups of triplets. 
 
 

Table 3.  Specification of tested filters 
 

group name aucLevel corLevelMin corLevelMax group size 

2A 1.48 0.00 0.47 102 

2B 1.487 0.47 0.60 40 

3A 2.08 0.00 0.50 41 

3B 2.20 0.50 0.60 48 
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How different number of descriptors used to label the fragments influence the auc show Table. 3. 
and Figure 4. The Table 3. average auc for parameterizations using single descriptors (the var 
groups), pairs of descriptors (the 2A and 2B group) or triplets of descriptors (the 3A and 3B 
group) to label the fragments. As the results show the 2A-filtered pairs of descriptors perform on 
average significantly better those based on the 2B filter.  
 
The difference between 2A and 2B is much higher than in case of 3A and 3B. As Table 4. shows, 
the performance of triplets of descriptors is somewhere between the 2A and 2B based pairs. From 
the Figure 3 it seems that the performance of triplets of descriptors is more variable than in case 
of pairs. We believe that it is the consequence of the fact that there are more triplets of descriptors 
than there are pairs. Therefore, it is more difficult to identify the correct triplets. Thus the 
variance in the results of triplets of descriptor is simply due to the imperfection of the descriptor 
selection procedure. In case of both pairs and triplets of descriptors, the group with more 
restricted cor seems to provide better results, especially in terms of worst case performance. 
 

Table 4.  Average reached auc for different numbers of descriptors per fragment 
 

group name average auc 
var_00_25 0.535 
var_25_50 0.741 
var_50_75 0.725 
var_75_100 0.659 
2A 0.783 
2B 0.780 
3A 0.782 
3B 0.782 

 

 
 

Figure 3.  auc performance for two and three descriptors parameterizations among groups. The horizontal 
lines represent average of auc for given group. 
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4. CONCLUSION 

 
In this work we presented a generic molecular representation called VectorFp. The representation 
was tested using the recently published benchmarking platform for LBVS. Therefore, the results 
should be easily reproducible and results were easily comparable with other existing commonly 
used molecular representations. The main motivation for our work was to provide a molecular 
representation which could be parameterizable with specific descriptors suitable for given 
biological target. Even though we operated within the boundaries of the benchmarking 
framework by forcing us to fix the parameterization our method it still outperformed most of the 
existing methods. 
 
We also showed the potential of our method by creating a virtual representation vVectorFp where 
the best encountered parameterization for given target was used. This representation clearly 
outperformed all the existing approaches showing that potential strength of the method with 
correct parameterization. As a virtual representation demonstrates the potential of VectorFp if the 
right parameterization is used, it follows that the research on the parameterization will be the 
main direction of our future work on VectorFp. Moreover, we tested only up to three descriptors 
per parameterization while there are, beside the computer memory, virtually no restrictions of 
how many descriptors can be used. Finally, we also plan to investigate the possibility of stressing 
the importance of a single descriptor by its multiple application. 
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ABSTRACT 

 
Online Social Network (OSN) has become the most popular platform on the Internet that can 

provide an interesting and creative ways to communicate, sharing and meets with peoples. As 

OSNs mature, issues regarding proper use of OSNs are also growing. In this research, the 

challenges of online social networks have been investigated. The current issues in some of the 

Social Network Sites are being studied and compared. Cyber criminals, malware attacks, 

physical threat, security and usability and some privacy issues have been recognized as the 

challenges of the current social networking sites. Trust concerns have been raised and the 

trustworthiness of social networking sites has been questioned. Currently, the trust in social 

networks is using the single- faceted approach, which is not well personalized, and doesn’t 

account for the subjective views of trust, according to each user, but only the general trust 

believes of a group of population. The trust level towards a person cannot be calculated and 

trust is lack of personalization. From our initial survey, we had found that most people can 

share their information without any doubts on OSN but they normally do not trust all their 

friends equally and think there is a need of trust management. We had found mixed opinions in 

relation to the proposed rating feature in OSNs too. By adopting the idea of multi-faceted trust 

model, a user-centric model that can personalize the comments/photos in social network with 

user’s customized traits of trust is proposed. This model can probably solve many of the trust 

issues towards the social networking sites with personalized trust features, in order to keep the 

postings on social sites confidential and integrity. 

 

KEYWORDS 

Online Social Network, Trust, Multi-Faceted Model, Trust Management, Usable Security.  

 

1. INTRODUCTION 

 
Online Social Network (OSN) can be defined as a free online platform, with high availability that 

serve as a digital representation of the users stay connected in the virtual environment that 

provide data sharing, semi- public profile creation, and messaging services [1,2,3,4] Online Social 

Network (OSN) such as Facebook, Twitter and Myspace have experienced a bullet’s speedy 

growth in recent years. Despite the social hierarchy, almost everyone, with an online device, will 

have at least one account in any of the social network sites. A survey done by [1] has 

demonstrated that the users of social networking site from 2005 - 2012, consist of people from 
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different age group, ranging from 18 to 65 and above. The number of ONSs users has increased in 

all age groups over the years. The main problem in the current OSN is the generalization of trust 

in OSN. Friends in a group are assumed to be trusted equally. Take for example, on Facebook and 

Twitter; they have grouped all friends under one level of the category in which they tend to trust 

them all the same. Although they can group friends into “Close Friends” and “Family” like in 

Facebook, the categorization is still in a big group but not personalized and specific. However, in 

real-life, it is impossible to do so as trustworthiness is context dependent and need to personalized 

[5, 6]. Some friends are likely to be more trustworthiness compared to the rest. For example, 

Alice wants to share a private message in the Facebook only with certain friend in the ‘Close 

Friends’ group. However, trust level can be varied according to the times, experiences and 

individual. Moreover, the person you trust before not necessary to be trusted by you in your entire 

life. As an account owner, have no right calculate your trust level too and the trust level is 

assumed to be general for all. This research aims to answer the questions of whether a multi-

faceted model of trust that is personalisable and specialisable be welcomed in OSNs, would an 

application of the model satisfy user needs when expressing their subjective views on trust in the 

OSN environment, and would the proposed solution address issues we found in the literature 

review. The main aim of this research paper is to tackle the lack of personalization in term of 

trustworthiness in the current OSN. The objectives of this research paper are stated as below: 

 

1. To study the security, privacy and trust issues in current social network and explore 

various trust traits and users requirement that is essential to the users. 

 

2. To present the outcome of the questionnaire and to solve the issue of single level trust 

adopted in the current social network. 

  

This paper is organized as follows; Section Two introduces the concept of OSN, the 

categorizations as well as a brief history of them. It provides an analysis of the state of the art in 

trust and its characteristics, and current trust mechanisms used in notable online social networks. 

Section Three present the gap of the existing online social networks. This chapter also discusses 

about the trust identification in current OSN.  Section Four concentrates on a survey designed to 

gather user opinions of current trust management approaches being used, and presents our 

findings as well as analysis of the results and future works. And finally, we come out with a 

conclusion, discussing the extent to which the original objectives and goals were achieved during 

this research project. 

 

2. BACKGROUND 
 

In this section, we will present the related section regarding our study such as social network and 

the trust mechanism in current social network. 

 

2.1. Social Network (OSN) 

 
Online Social Network not only serves as a communication tool but also act as an application 

source and online community builders [1, 2 3]. Face to face interaction is eliminated in OSNs [4, 

7]. It was the most popular internet sites mushrooming in the past few years and today having 

billions of users with a wide demographic range. Nowadays, the users of OSNs are spread over 

all age groups despite their backgrounds. The first recognizable OSN is the SixDegrees.com with 

the initial purpose creates profiles and listing friends in 1997. OSN experienced various 

evolutions from 1997 till now, with the addition of function, improvement of the interface and the 

availability of OSN simultaneously with the increment of the popularity of OSNs [8].  
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2.2. Trust Mechanism in Current OSN 

 
Network in OSNs has become more and more diversify since social sites bring together people, 

often from different type of social ties; consisting of thick bonding and weak bonding [4]. Hence, 

forming a different level of trust among “friends” in the social networking sites. “Thick trust” is 

formed among those sharing common interests in offline interaction while “thin trust” is formed 

across strangers. He claimed that mixing of social circles in OSN could gradually lead to social 

distrust [4]. Hence, privacy management should be examined together with the trust model in 

OSNs. OSNs have been believed to generate many security and privacy issues, and thus, 

trustworthiness in social networks has been doubted after all. However, trust is an important 

concept in obtaining the user’s heart to use the sites. This is because, a certain level of trust is 

needed in order to make the user willing to use the sites and share their private data on the sites. 

The characteristic of trust can be concluded as [1].  

 

i. Trust is asymmetric: Trust is not identical; A might trust B fully but A doesn’t necessary 

to trust with the in the same way.  

 

ii. Trust is transitive: A and B trusts each other well and B has a common friend C, that A 

might not know where A might trust C because of B. However, A might not trust D, a 

friend of C since their network linkage is getting far.  

 

iii. Trust is context dependent:  In other words, trust level towards an individual can be 

varied based on time, situation and experience. Depends on the context, people tend to 

trust each other differently.  

 

iv. Trust is personalized: Which means trust is subjective. Two persons can have different 

opinions regarding the trust level towards a same person.   

 

Currently, the trust model in social networking adopts the following characteristic:  

 

a) Single- faceted: The current trust model focus only on one trust characteristic, which is an 

inadequate model of trust since the Internet environment is so broad and the population of 

users is wide. It is too general in term of trust beliefs and it has ignored a lot of other 

important trust concepts such as reputation in their model [5, 6]. Dishonesty can happen 

[5]. However, trust concepts are very useful in considering the relationship between 

peoples and it should not be unitary but diverse [7]. 

b) Not personalized: Trust model should be personalized and conjunction with the domain 

specific model [5, 6]. However, current trust model itself does not inhibit a personalized 

concept, which take-in consideration of the subjective nature and the views of human’s 

trust towards peoples across a large population [6]. In the real world, trust is context 

dependent and peoples tend to judge people differently with different weight of trust 

traits.However, current social networking sites cannot specify the trust level based on the 

user’s customized trust traits on specific individuals.  

 

c) Trust level cannot be annotated or calculated [6]: Friendship is not well- categorized in 

the current social networking sites [1]. Hence, the trust level towards different individual 

cannot be explained in context and yet cannot be calculated accordingly [6]. Thus, the 

trust value on each “friend” is being uniformity with lists or category, but not 

differentiated according to percentage of trustiness and how the user weighted the 

importance of trust traits. 

 



248 Computer Science & Information Technology (CS & IT) 

 

2.3 Related Work on Trust Management  

 

The Trust Management Model [5] such as the Marsh’s trust model is one of the pioneers to 

introduce computational concepts of trust and has represented trust in scalar form while SECURE 

makes it in a range from including the measure of uncertainty. There are also some simple trust 

calculation in some of the online community like eBay and Amazon, to enable the members to 

understand the statements and guide them for purchasing and moreover send feedbacks. 

However, it is based on single-faceted approach and dishonesty can still happen as mostly they 

will tend to avoid negative comment [5, 6]. Many other trust management systems such as 

REFEREE, SULTAN, Advogato and Film Trust applied the single- faceted approach, which 

means they do not inhibit the subjective nature of trust in their users [6]. 

 

However, my Trust, Trust Management Service (as shown in Figure 2) has been using a 

personalized model in conjunction with a specific domain model to provide the user a 

personalized- trust based services. myTrust has adopted an internal trust multi-faceted 

management system, TRELLIS, with the trust calculation mechanism based on rating. myTrust 

has been designed to enable users to annotate trust in term of  the traits of trust, share the trust 

information and the calculate trust. The model is modelled through 4 unique models: Upper 

Ontology provides generic traits of trust, Meta model, Domain Specific model and personalized 

model [6].The multi-faceted idea has utilized the subjectivity of trust nature and view found 

among the large population. The trust concept such as: honesty, reputation, competency, 

credibility, confidence, reliability, belief and faith are recognized as the core of this multi-faceted 

model. Besides that, multi-faceted model is able to support personalization and is context 

dependent. The multi-faceted of trust and the relationship between the trusts concepts are utilized 

to reflect the subjectivity of human being into the model [6]. 

 

Moreover, a multi-faceted management interface that is applicable to both operational and 

contractual operations [9]. The heterogeneous web services with different levels of capabilities 

and characteristics can be managed with this multi-faceted interface. There are basically three 

facets of web services: No management, operational management and contract management. The 

web services might exist in different domain with different controllers too makes it harder to be 

manageable. Standard exists for operational management. However, ROAD framework is used to 

implement the management interface for self-managed mechanism.  

 

Since we have noticed that there are a lack of flexible and personalised trust management features 

within current OSNs and we believe that such features are important to protect the privacy of 

users, so we decided to explore whether the multi-faceted model of trust proposed by [6] that 

enables personalization and the flexibility of annotating trust subjectively would be utilized in 

OSNs. We also interested to know the desired functionalities of the trust management model to be 

implemented into OSNs. Based on the research questions, we developed an online questionnaire 

protocol that included 12 closed-ended questions on four topics: (a) general usage patterns related 

to content sharing, (b) experiences regarding privacy that are related to content sharing, (c) how 

and with whom the people share content, and (d) the perceptions of social trust and the desired 

trust traits requirement.  

 

2.4 A Review on Usable Security in OSN 

 
In view of an increasing threat landscape, today’s users face an increasing requirement to use 

applications, security tools and interact with related system functionality.  However, a significant 

challenge in many cases is posed by the usability of the technologies, with the consequence that 

users can face difficulties in understanding them correctly and utilizing them effectively.  

Therefore, Online Social Network (OSN) also facing the similar challenges.  Security and 

usability (Usable Security) are two different domains which become the concern in viewing the 
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OSN.  In order to design usable technologies, it must be designed with a secure applications and 

interface so that end-users would be able to comprehend the functions provides for them [10].  

Nowadays, most researchers have started to focus on this issue and also the privacy and identity 

albeit users do not want to reveal the information as they wanted [11].  Most of the OSN products 

provides with security settings which offer from basic to advanced security protection for their 

end-users.  However, most of the end-users would apprehend the default settings which had been 

provided once they installed the application in their computer rather than having some tweak on 

the settings for better protection.  The main question that can be highlighted here is why the end-

users would do that.  There are some concerns on how current security settings have been 

implemented on each application or products which make it cumbersome to be used. By relying 

upon the default setting is not an adequate solution given the facts that single default level of 

security unable to serve to all level of users.  The developers should not put the end-users in 

baffle situation where they need to deal with it without a proper guide.  In this context, the 

presentation and usability plays an important role to ensure that end-users able to understand how 

to manage their security functionality.         

 

Usability can be viewed as a quality attribute that evaluates how user interface is being used [12].  

Thus, in order to deliver the information and meet the purpose of one particular system, the end-

results of application must be user-friendly and be presented with a correct Human Computer 

Interaction (HCI) aspects.  Many HCI guidelines have been implemented to guide the developers 

to provide a meaningful manner and understanding system functionality (i.e. interface, security 

features, etc) [13, 14, 15, 16]. At present, there are not very much focus has been given to 

improve the usable security of Online Social Network (OSN).  As the social networking quickly 

become popular means of communication, there are corresponding needs to ensure that end-user 

would be competent and easy to interact and to use the application. However, for this current 

work, the authors make an early observation to compare six types of Online Social Network 

(OSN) in respective of usability as a template filled with useful template data in a general sense 

as shown in Table 1.  It is expected that the developers able to re-asses this template to fill in with 

more detail and concrete data via fully implementation of usability evaluation methods which also 

become our future works.  

 
Table 1. General analysis of popular social Network based on usability criteria. 

 

OSN 

Types 

Effectiveness Efficiency through 

Guiding Interface 

User Satisfaction 

Facebook High if the user takes 

some time to learn (i.e. 

technical explanation 

and terminology in two 

separate tabs) 

Guiding user through 

question and answers 

with detail explanation 

which includes 

different signal cues 

Easy for advanced users as it 

involved some technical terminology.  

Novice users might face some 

difficulties to understand (Depend on 

the usefulness and clarity of 

questions) 

Twitter Medium (i.e. simple 

explanation in 

combination security & 

privacy tab)  

Guiding user through 

useful tabs with basic 

explanation 

Simple and easy to understand as the 

security features is basic (Limited 

choices) 

YouTube Medium (i.e. simple 

explanation in privacy 

tab) 

Guiding user through 

simple tabs with limited 

explanation 

Limited information and explanation. 

However it is easy for all level of 

users.(Limited choices) 

Google+ High if the user takes 

some time to learn (i.e. 

Guiding user through Long list of information provided. 

More suitable for advanced user 
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technical explanation 

and terminology in 

Privacy tab) 

long list of information. rather than novice (Learnability will 

take some time) 

Pixnet.net Medium (i.e. basic 

explanation in settings) 

Guiding user through 

useful tabs and help 

queries function.  

Easy for advanced users as it 

involved some technical terminology.  

Novice users might face some 

difficulties to understand (Depend on 

the usefulness and clarity of 

questions) 

Myspace Medium (i.e. simple 

explanation in privacy 

tab) 

Guiding user through 

useful tabs with limited 

explanation 

The security tab listed in a small font 

at the bottom with a very limited 

information and explanation 

(Problem with visibility) 

 

This study using a similar approach to compare user help techniques based on usability as a new 

platform by providing some general ideas on the evaluation of each technique [17]. All of these 

will be evaluated using Usability evaluation Methods (UEM) via inspection, user testing or 

inquiry. However, with this particular study, the authors made an early observation and general 

comparison rather than evaluate it in further details.  It is expected that the software designer will 

be able to know elements that can be enhanced or formulated to make their application works 

better. Usability includes three main attributes such as effectiveness, efficiency and user 

satisfaction [18]. Effectiveness was measured by looking at whether user able to understand the 

usage of security settings provided in timely manner.  Efficiency focused on whether user able to 

complete the tasks after learning how to use one particular application while user satisfaction 

focused on whether the application that user used is pleasant to gain full satisfaction.  

 

3. SURVEY FINDINGS 

 
To gain insight into different practices regarding trust in Online Social Network, the 

questionnaire groups participants into three categories as follows, people who are currently using 

OSNs, people who have used OSNs before but are no longer active, and people who have never 

signed up in any OSNs. In total, 213 people took part in answering the questionnaire. However, 

only about 200 samples are taken due to the validity and completeness of the survey result return 

from each participant. Among which, 117 were female, 83 were male. Mostly from age ranges 

from 23 to 25. Among all the 200 participants that contributed in this survey, there are 179 active 

OSN users, 12 people that are no longer active in OSNs and 9 people who never or will not sign 

up in any online social networks.  

 

Among the 179 respondents who are currently using OSNs, the majority of the profiles are set to 

be viewable by the friends that are directly linked through the users’ networks. This indicated that 

the OSNs users are more comfortable to share their data to people that they know than exposed 

everything to the public. We then asked the question of whether these users are happy with the 

available ways of controlling access to their profiles. We found that most people are pleased with 

current access control methods; they can share their photos and other contents without doubts. 

Most of them think that the settings are automated with the previous settings and are easy to 

control too. Most of the users also think that their privacy is protected in OSN and feel safe when 

using current OSN. Similarly, most of the users believe that OSN will not use their information 

for other purpose. They feel safe using OSN for content sharing. 
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Figure 1. User satisfaction towards current access control methods- Category One 

 

Most of the users also think that their privacy is protected in OSN and feel safe when using 

current OSN as indicated in Figure 1. There are only less than 40 of the peoples that always doubt 

about their privacy in OSNs. Also, there are about 55 of people standing neutral instead of 

addressing concerned in it. Similarly, Figure 1. also indicated that, most of the users believe that 

OSN will not use their information for other purpose. They feel safe using OSN for content 

sharing. Only less than 40 of the participants think that it is not, while around 58 of people didn’t 

point out their opinions but remain neutral. As Figure 1. implies also, despite relying too much on 

OSNs, most of the people are worried about their image is being ruined by wrong information 

posted in OSN, while about 68 of the respondents stand neutral for it. Only approximately 40 of 

people are not worrying about it. Since most of the people are satisfied with the current access 

control methods, we asked the question of whether they trust random strangers to view their 

profiles, as well as the question of whether access control really is necessary. The result has 

indicated that only 10 out of these people actually stated the fact that indeed, they do trust anyone 

and everyone, including random strangers, viewing their profiles. Most people, however, claimed 

that they do not, while also a small portion of people are not bothered by it at the same time.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Necessity of access control in OSNs - Category One 
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We have found a similar contradictive response regarding the necessity of considering the trust 

level when sharing contents in OSNs, as shown in Figure 2, only less than 10 of these people 

think it is not necessary, while most people, nearly 120 of the respondents believe that 

considering the trust level in OSN when sharing something is necessary, and around 50 of people 

do not care about having control over their profiles and remain neutral. During their memberships 

of the 12 respondents who are no longer active in OSN, 9 of the participants had set their profiles 

accessible by directly linked networks, while only less than 1 of them allowed friends of a friend 

to access their profile. There are only another one of them that set their accessibility to anyone or 

searchable by search engine. When asked about why you have stopped using OSNs, for instance, 

a lot of people lost interest in OSNs, mostly due to they are not really happy with the access 

settings. In our survey, approximately 5 of the participants in this category have lost trust on 

OSNs most probably due to some unpleasant experiences during their membership. There are 

around 4 of them who don’t dare to post their private data online, as they are doubt for the 

confidentiality of their data. When asked whether they think access controls of profiles are 

necessary in OSNs, this group of people had a similar response to category one. On the other 

hand, among 9 respondents that never signed up in any OSN, some had no interest, some dislike 

the idea of having private information on the Internet and none of them have never heard of 

OSNs.  

 

3.1. Desired Trust Features and Opinions on the Proposed Solutions 

 
In contrast, when we asked the 200 people the question whether they would trust all their directly 

linked friends to view all parts of their profiles, most of the respondents only trust some of their 

connected friends but not all. Most of the people also feel safe when sharing content but only 

applied to sometimes, while about 30 of them are doubt about the data confidentially and only 

less than 20 of them feel definitely comfortable on content sharing. There are only about 10 of 

them who don’t really care about it. We have found a similar contradictive response regarding the 

necessity of considering the trust level when sharing contents in OSNs, only less than 10 of these 

people think it is not necessary, while most people, nearly 120 of the respondents believe that 

considering the trust level in OSN when sharing something is necessary, and around 50 of them 

do not care about having control over their profiles and remain neutral. We would like to find out 

if a multi-faceted model of trust that calculates a weighted average of the eight trusts attributes: 

credibility, honesty, reliability, reputation, competency, belief, faith and confidence, is to be 

integrated into OSNs, would that be welcomed?  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Importance of the 8 Trust Traits 
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We would like to know is ranking of the eight traits can represent the subjective views of trust in 

OSNs as well. To do so, we have asked 200 participants who of those eight attributes of trust are 

most important in their opinions, as shown in Figure 3. honesty appears to be the most important 

factor, closely followed by reliability and reputation as well as credibility. Many of them think 

that rating friends in OSNs seem cruel. However, since privacy is an issue they are willing to take 

the chance, if there is such a setting. 

3.2 Analysis of Survey 

 
Several issues have been discovered during the survey, as discussed within this section: 

i.Current trust mechanisms need to be refined. 

We find out that, in current OSNs, a single faceted mechanism is used, where user can selectively 

set their profiles accessibility to anyone or specified groups. Even though the users trust each 

member in a specific group differently, they are not able to state the trust level for each friend 

separately. Although mostly they are satisfied with the current access settings in OSNs, a large 

number of people are worried for wrong information spread through OSNs about them. There 

should be a multi-faceted mechanism that allows users to express their various degrees of trust in 

a person, or a group of people context-specifically since the main problem in the current system is 

that, users cannot express their subjective views on trust freely, and the fundamental trust 

characteristics mentioned in section 2.4 are not utilized in OSNs. 

ii.Need of better control on the accessed of profiles 

 
As our findings have contradictive found that, a large number of users do not trust anyone and 

everyone to view all parts of their profiles, and believe controls are indeed necessary in OSNs. 

This means that, the existing trust mechanism in OSNs has not achieved user satisfaction, hence, 

refinement of trust management is needed in OSNs. 

i.Users are unsure about a multi-faceted model of trust with rating features. 

Other contradictive findings in this survey are that, users think that trust level should be refined in 

OSNs, but on the other hand, users have not agreed with the rating features. They find it hard to 

rate someone they know personally and been rated by others too. Such opinions could be the 

result of a lack of understanding regarding the proposed solution, as for a large percentage of 

candidates, since the word rating is so open to be interpreted, it would be very hard for them to 

simply imagine what ratings could be like without having the rough ideas of how it is going on. 

 

4. SYSTEM DESIGN AND IMPLEMENTATION 

 
With influences from Quinn’s trust model and considerations for user requirements, we introduce 

miniOSN, an online social network with a trust rating feature implemented. miniOSN is a web 

based system that has functionalities of a basic online social networking website, it allows users 

to create accounts for themselves with a username and password. Users of miniOSN can then 

confirm a friend request, edit their friendships, upload photos, post status, as well as edit the trust 

requirements for their content shared. 

 

MiniOSN is developed using PHP programming language and hosted in miniosn.comyr.com, as a 

free web site. By using miniOSN, users can view a list of his/her friends and edit the friendship 

accordingly. As illustrated in Figure 4, the user can specify the trust towards his/her friend. The 

user can rate each of the connected friends differently according to the trust between them based 

on the eight trust traits, namely honesty, reliability, reputation, credibility, confidence, 

competency, faith and belief. The rating is made by default zero value, and is range from 1-10. 

The larger the number, the higher the rating it is. 
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Figure 4. Edit Friendship 

 

MiniOSN enables users to post a status and a photo. Figure 5. shows the timeline of the user 

profile if the user clicks “My Profile”. User is able to post a status under “What’s On Your 

Mind?” At the same time, the user can set the weight of each trust traits accordingly in order to 

adjust the accessibility of the post he/ she want to share.   
 

 

Figure 5. Profile Page 
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5. EVALUATION   

 
In order to find out what users think of the design and functionalities of miniOSN in relation to 

expressing various subjective views on trust, we chose to conduct another survey targeting the 

active OSN users from the 1st survey and gather their opinions on the proposed solution. 

Our purpose of the evaluation survey is to find out: 

 

• Whether the user accept the idea of expressing various degrees of trust among connected 

friends 

• How well the trust characteristic found in the literature review helps users of minors to 

express trust towards friends 

• Is the proposed rating feature helpful in gaining better control of user profiles and the 

content shared? 

• The limitation and weaknesses of the mini OSN. 

 

Similar to the 1st survey method, as we are still aiming at a large audience, therefore, Google 

Docs was again chosen to host the survey on the 5th of May, 2014, over a period of one month 

time. Invitations to take part in the survey were sent out through email and private message in 

Facebook. However, this time, we are targeting on the active OSN participants from the previous 

survey to answer our questionnaire.  

 

There are three parts of the survey questions, the first part aimed to find out whether the system 

meets the functional requirement. The second part is to find out do users feel the need to express 

their various levels of trust among their connected friends and the participants’ opinions on how 

they felt about the usage of proposed trust management solution and how well can users in mini 

OSN express their subjective views of trust personally and context-dependently. And finally, we 

asked participants on how well they understand about the 8 trust traits we implemented in mini 

OSN and how they felt about the trust rating feature. From all this aspects, we are able to defined 

possible refinement of miniOSN. 
 

5.1.Evaluation Results 

 
From the first part of the questionnaire, all of the  respondents are satisfied with the functions 

implemented where their content shared which included photos and status are only visible to the 

trusted friends only. All of the respondents agree that miniOSN works properly without any 

technical issues. In the second part of the questionnaire, we found that when asked whether 

participants felt that they could express trust transitively depending on the context, most of the 

candidates felt that this is indeed the case. Although one of them felt that miniOSN is not 

modeled well and doesn’t help much in expressing trust depending on context and another one of 

them felt that there is not much different with the existing OSN. However, almost all of them felt 

that miniOSN help them to express trust personally with only about 20 of them felt that there is 

no much difference with the existing OSN. 

 

In the third part of the questionnaire, we found that when asked whether participants felt that 

rating is an ideal way to preset trust between human, most of the candidates felt that this is indeed 

the case. Although there are also 38 of them who felt that rating is not a good way to express trust 

and 20 people remains neutral in this case. However, we found that there is a contradictive view 

as shown in Figure 6, regarding whether to set the rating to be visible to others or just the user. 

Surprisingly, among 57 of the participants felt that, rating should be made visible to others while 

45 of them think in the other ways and a few of them remains neutral or doesn’t pose any concern 

on it. 
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Figure 6. Rating should be Set Visible to Others 

 

When issuing some questions regarding the usage reliability and satisfaction of the trust 

mechanism, most of the participants felt that miniOSN indeed helps them to shares without any 

doubts anymore. They felt that their privacy of private information is protected in miniOSN 

where the weight settings features with preview are convenient for them as it is automated with 

the previous settings too. However, there is also about 10 of them who do not agree with that, 

where they found that it is hard to shares without any doubts and they didn’t find that the settings 

helps much. Most of the candidates indicated that miniOSN is easy to use and the rating feature is 

very helpful in the sense of restrict accessibilities of content shared. However, there are less than 

21 out of them think that it is hard to use miniOSN and the rating feature is complicated. Majority 

of the participants will prefer using miniOSN in the future frequently. In contrast, only two of 

them will never use miniOSN again. Similarly, all of the participants are confident to use the 

websites without any doubts and said to be can imagined that most people can use the miniOSN 

very quickly.  

 

Besides that, we would like to explore the user-friendliness of miniOSN. Figure.7 indicated that 

about half of the participants think that miniOSN is unnecessarily complex in the sense of the 

structure and mechanism of rating. They felt that the system become unnecessarily complex and 

should be modeled in a more simple way that at the same time captured trust mechanism 

effectively. Only about 30 of them think that it didn’t create any difficulties for them in term of 

complexity. We also found that there is a contradictive view regarding the need of technical 

support. Majority of the participants felt that they can use the system without any technical 

assistant, probably because the instruction of using the system are already stated in the homepage 

that can lead them to use the system easily. Only 22 of them felt that they still need a technical 

support to assist them in using the system. Moreover, most of the candidates felt that miniOSN is 

not cumbersome to use and is still considered convenient for them although the structure itself is 

complex. Only about 10 of the participants felt that miniOSN is not well organized which make it 

not user-friendly. They might think that the work load has made the simple posting become 

complicated. When asked whether they need to learn a lot before they can use miniOSN, the 

responses appear to be dispersed.  About half of the total of them felt that it is indeed, while the 

other half of the participants felt the other way. 
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Figure 7. MiniOSN - User Friendliness 

 
Overall, more than half of the participants felt that the trust mechanism implemented in miniOSN 

did help users to express various degrees of trust, and it also helped users to gain a better control 

over their resources in online profiles. However, it was mentioned that the rating system in 

miniOSN seemed to be over-complicating the situation earlier, most probably because some of 

them found that it is difficult to understand the attributes. Again, they might think that the work 

load has made the simple posting become complicated. However, overall, most of them think that 

the concept is okay for them and is easily understood.   

 

5.2  Evaluation Analysis  

 
From the evaluation results, we have found that most people would like to express their 

subjective views of trust among connected friends depending on the context in the OSN. Most of 

them felt that the proposed solution would help users to gain a better control over the resources in 

online profiles. However, some enhancement and modification should be done especially on the 

structure and design of miniOSN. Since the trust traits concept might cause some confusion and 

misunderstanding to the users, the selection of trust traits should be defined. Besides that, the 

management problem is also crucial. Although the users might have a full control over the trust 

settings of their connected friends, which works well on a one-to-one basis, however, when one 

has to manage a large number of friends, it becomes difficult for the user to keep track of various 

sets of numbers. 

 

The design and structure of the miniOSN should also be simpler in the sense that it doesn’t 

complicate the usage of social networks. miniOSN do allowed users to clearly see a list of all 

their connected friends and their given trust ratings, for easy comparison and readjusting. 

However, the trust traits number controlling the accessibility should be reduced in the sense to 

reduce confusion and complication of the overall system. The proposed solution addresses the 

problem of a lack of personalization when modeling trust in OSNs; however, a common view that 

trust level decreases as the link between nodes grow longer is not being captured well at the 

moment. Also, the major problem to be solved is indeed the unnecessary complicated structure of 

trust mechanism design.  

 

6. CONCLUSION 
 

This paper discussed about the challenges faced in online social networks nowadays. Research 

has proved that the current issues can be classified into security and privacy which can give a 

negative impact on the trustworthiness and integrity of social networking sites. The security 
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impacts include cybercriminals, identity theft and social phishing, stealing the information of the 

users affecting data integrity and confidentiality [19, 20]. Malware attack could harm the data 

availability while physical threat can harm the user’s life or reputation. Third party application 

and advertisement can dig user’s data through the social networking sites API. Leakage of data 

can lead to privacy threat such as identity, user and data privacy. Current trust model in social 

networking sites using the single- faceted approach is said to be not well differentiate the 

categorization of friends and the trust value is not personalized and specified. Throughout the 

comparison and contrasts, a multi-faceted model of trust is proposed by adopting the idea from 

[6].  

 

Based on the outcome of this research, we have extended our work. We have designed a 

miniOSN, where the trust concerns are taken based on the eight important traits: honesty, 

reputation, competency, credibility, confidence, reliability, belief and faith [6]. This model is 

user-centric, personalized and context dependent, which believes can fit the entire trust 

requirement of the users. On the other hand, we intend to investigate further the assessment on 

usability elements via effectiveness, efficiency and user satisfaction.  We have conducted a 

second survey based on Usability evaluation Methods (UEM). From the evaluation result, 

MiniOSN is said to provide users with better control over their online resource but refinement is 

indeed needed to reduce the complexness of the concept which support our hypothesis by using a 

multi-facet trust model for media social such as Facebook.  
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ABSTRACT 

 
A corpus is a collection of documents. It is a valuable resource in linguistics research to 

perform statistical analysis and testing hypothesis for different linguistic rules. An annotated 

corpus consists of documents or entities annotated with some task related labels such as part of 

speech tags, sentiment etc One such task is plagiarism detection that seeks to identify if a given 

document is plagiarized or not.  This paper describes our efforts to build a plagiarism detection 

corpus for Arabic. The corpus consists of about 350 plagiarized – source document pairs and 

more than 250 documents where no plagiarism was found. The plagiarized documents consists 

of students submitted assignments. For each of the plagiarized documents, the source document 

was located from the Web and downloaded for further investigation. We report corpus statistics 

including number of documents, number of sentences and number of tokens for each of the 

plagiarized and source categories. 
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1. INTRODUCTION 
 

In the academic community, the term plagiarism (synonymous of cheating) is commonly used 

when someone uses the work of another person without proper acknowledgement to the original 

source. The plagiarism problem poses serious threats to academic integrity and with the advent of 

the Web, manual detection of plagiarism has become almost impossible. Over past two decades, 

automatic plagiarism detection has received significant attention in developing small- to large-

scale plagiarism detection systems as a possible countermeasure. Given a text document, the task 

of a plagiarism detection system is to find if the document is copied, partially or fully from other 

documents from the Web or any other repository of documents. At a broader level, the 

researchers have used both extrinsic and intrinsic approaches in developing such systems. The 

extrinsic plagiarism detection uses different techniques to find similarities among a suspicious 

document and a reference collection [1], [2], [3]. On the other hand, in intrinsic plagiarism 

detection, the suspicious document is analyzed using different techniques in isolation, without 

taking a reference collection into account [4], [5]. Recently, evaluation in plagiarism detection 

systems has seen considerable attention. One limitation which exist in bulk is the lack of 

standardized corpus which contains different levels plagiarism, e.g. exact copy, minor 
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paraphrasing, extensive paraphrasing and so on. The problem is even worse when we develop and 

evaluate a plagiarism detection system for Arabic language. This is because research in Arabic 

natural language processing is still in infancy and we are not aware of any sizeable corpus of 

plagiarized documents.  

 

In this paper, we present an ongoing research on developing an Arabic plagiarism detection 

corpus. The need of such corpus is driven by necessity and is two-fold. First, we intend to use this 

corpus to inform the design of plagiarism detection system. Second, the corpus will serve as a 

gold standard for automatic evaluation of the proposed plagiarism detection system. Our corpus 

development approach is closely related to [6] in spirit, but it differed at least in two different 

ways. First, we develop the corpus for Arabic language whereas [6] built corpus for English. 

Second, they simulated plagiarism cases in their corpus asking participants to reuse information 

from other documents intentionally. We collected students samples without explicitly asking 

them to reuse information from other sources thereby providing genuine cases of plagiarism 

(details follow). 

 

2. RELATED WORK 

 
There are different methods to build a plagiarism corpus, ranging from collecting genuine 

examples of plagiarism, or creating a corpus automatically by asking authors/contributors to 

intentionally reuse another document. This section will provide a representative summary of some 

of these methods that have been employed to create corpora for plagiarism detection or related 

topics. 

 

One such example of creating a corpus automatically was presented by [4]. They manually 

plagiarized articles from the ACM computer science digital library by inserting copied as well as 

rephrased parts from other articles. The purpose was to build a corpus for internal plagiarism 

detection. 

 

A similar example of an automatically created corpus is the corpus for the 2009 PAN Plagiarism 

Detection Competition [7]. It simulates plagiarism by inserting a wide variety of text from one set 

of documents to others. The reuse is either made by randomly moving words or replacing them 

with a related lexical item or translated from a Spanish or German source document. Similar 

approach was taken by [8] by inserting a section of text written by different author into a 

document without changing it. 

 

The METER corpus [9] was manually annotated with three different levels of text reuse: 

verbatim, rewrite and new. The corpus consists of news stories collected during a 12 month 

period between 1999 and 2000 in law and show business domains. 

 

To identify paraphrasing, a subtle form of plagiarism, [10] built a corpus from different 

translations of the same text. The corpus created by [10], along with two other corpora, was 

manually annotated for paraphrases by [11]. 

 

Automatically creating a corpus through text reuse is somehow convenient in the sense that it 

allows for creation of corpora with little effort. Its disadvantage is that it does not reflect different 

types of plagiarism that might be found in an academic environment. The corpus created by [6], 

simulates plagiarism in an academic setting by asking students to intentionally reuse parts of 

documents in their answers. Our approach is similar to theirs but, in our case, the students were 

encouraged to use the Web for their research, but were not explicitly asked to plagiarize. 
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3. CORPUS CREATION 

Our original collection consisted of more than 1600 documents in Arabic. More than 1100 of 

these documents came from the assignments submitted by the students in a first year course about 

introduction to computers, at our university. In the later part of this paper, we will refer to this set 

as suspicious documents. The rest were source documents that were located against the suspicious 

documents and downloaded from the Web. In the later part of this paper, we will refer to this set 

as source documents. There are several reasons to choose the aforementioned course. 

 

1. The course is offered in Arabic as opposed to the rest of the curriculum, which is in 

English. 

2. It is a mandatory course for every student in the university, which made it possible to 

collect a large sample. 

3. The course is offered by our faculty, which made it easy to collect the data. Our previous 

efforts to contact other faculties to provide us with students’ samples were unsuccessful. 

The students were asked to write an essay about the importance of information technology and 

were encouraged to use the Internet and cite their sources, especially in the case of a website. 

Since the students were not specifically instructed to copy verbatim or rephrase, different levels 

of plagiarism exists in the corpus, such as exact copy, light modification or heavy modification. 

 

To get the source documents, references were manually extracted from the suspicious documents. 

These references were stored with the names and IDs of the suspicious documents. Table 1 
displays the basic descriptive statistics regarding the number of references per document. 

 
Table 1: Descriptive statistics about the number of references per document 

Statistic Value 

Mean 1.46 

Median 1 

Mode 1 

Standard Deviation 1.49 

Minimum 1 

Maximum 21 

 

The distribution of number of references per document is given by. Most of the documents 

contain only one reference with the exception of one document containing 21 references, which is 

evident from the histogram. The document was manually inspected to verify if the outlier was 

caused by a document processing error or if it was a real value. 
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Figure 1: Distribution of the number of references per document 
 

For the suspicious documents where the source URLs were provided, the source documents were 

located and downloaded from the Internet. To download the source documents, we used a crawler 

that, given the list of source URLs, downloaded the HTML pages. The pages were cleaned of the 

HTML tags and the text was extracted from each page. The crawler was written in Java and the 

text processing was done in Python. The resulting documents were saved in text format with a 

reference to their sources to identify a suspicious – source document pair. 

 

4. CORPUS ANALYSIS 

 
The corpus was analyzed to compute the basic descriptive statistics. This section will provide 

statistics including the plagiarism related statistics and sentence and token level statistics from the 

corpus. Gathering the latter two is important, especially for computing measures for intrinsic 

plagiarism detection. 

 

4.1. Corpus Statistics 

 
As discussed above, our corpus consists of assignments submitted by the students in one course. 

Most of these submitted assignments were in MS Word format, but some were in PDF or other 

formats too. We converted the submitted assignments to plain text format for further processing. 

This resulted in some processing errors where we were not able to convert a particular suspicious 

document to the text format. The corpus statistics after text processing and cleanup will be 

described in the later part of this paper. Different types of statistics were gathered from the 

corpus. These include the plagiarism related statistics and sentence and token level statistics. The 

latter two are especially important in building an intrinsic plagiarism detection system. 

 

4.1.1. Plagiarism Statistics 

 
For the purpose of corpus building, the suspicious documents where the references were provided 

were considered as plagiarized. Documents where the reference was not provided were manually 

analyzed for plagiarism. The provided reference was used as a label identifying the document as 

plagiarized and, in case, if the reference contains one or more URLs, the source documents were 

fetched from the web create a suspicious – source document pair. Some of the documents were 

plagiarized from the web but instead of providing a URL, terms such as ويكيبيديا (Wikipedia), 

 .were given as a reference. Table 2 displays the plagiarism related statistics (the internet) ا�نترنت
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Table 2: Corpus statistics before cleanup 

 
Type Count Proportion 

Total number of documents in the corpus 1665  

Total number of suspicious documents 1156 69.4% of total 

Total number of source documents 509 30.6% of total 

Plagiarized documents 892 77.2% of suspicious 

Not plagiarized documents 264 22.8% of suspicious 

Documents plagiarized from the web 718 80.5% of plagiarized 

Documents plagiarized from other sources 174 19.5% of plagiarized 

Documents plagiarized from the web with source URL 

provided 

551 76.7% of web plagiarized 

Documents plagiarized from the web without source URL 

provided 

167 23.3% of web plagiarized 

 

4.1.2. Sentence Statistics 
 

For sentence segmentation in colloquial Arabic [12] provided simple heuristics to identify 

sentence boundaries. These included the use of punctuation marks and newline character as 

sentence delimiters. A manual inspection of the sentences generated using this method revealed 

that the newline character was not a reliable delimiter. We, therefore, only used the punctuation 

marks as sentence delimiters. For tokenization, we used tokenizers available in the NLTK [13] for 

Python. From each document we computed the number of sentences and average sentence length. 

The sentence length was computed as the number of words in the sentence and the average 

sentence length in a document is computed as the ratio of the number of words to the number of 

sentences. Figure 1 and  

Figure 3 display the distribution of average sentence length and the number of sentences 

respectively for suspicious documents. Both of these figures show a positive skew indicating the 

presence of outliers. The outliers were traced back to the documents and a manual inspection was 

performed to decide if they were caused by a document processing error or if they are real values. 

In the suspicious documents case, the outliers were real values and the documents were kept in 

the corpus.  

 

Figure 2: Distribution of average sentence length in suspicious documents 
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Figure 3: Distribution of number of sentences in suspicious documents 

 
 

Figure 4 and  

Figure 5Error! Reference source not found. displays the same statistics for source 

documents. The source documents displayed similar characteristics. Unlike the suspicious 

documents, the outliers in the source documents were mostly caused by document processing 

errors such as incorrect sentence segmentation, encoding problems etc. 

 
 

Figure 4: Distribution of average sentence length in source documents 
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Figure 5: Distribution of number of sentences in source documents 

 
4.1.3. Token Statistics 
 

Apart from sentence segmentation, the documents were tokenized to collect the token level 

statistics from the corpus. Figure 6 and  

Figure 7 display the distribution of tokens in the suspicious and source documents, respectively. 

Tokenization was done using the tokenizers available in NLTK. 

 

 

Figure 6: Distribution of the number of tokens in suspicious documents 

 

 

 
 

Figure 7: Distribution of the number of tokens in source documents 

 

Table 3 displays a more detailed picture of the token statistics from the suspicious and the source 

documents. The source documents were, on average, much larger than the suspicious documents. 

This was due to the following two reasons: 

 

1. In most of the cases, parts of the document (web page) were copied therefore the 

submitted assignment (suspicious document) was smaller in size compared to the web 

page (source document). 
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2. Text extraction errors as the extracted text was not limited to the main body of the web 

page but also included text from menus, footers and other page elements, giving the web 

page (source document) a larger size. 

 
Table 3: Descriptive statistics regarding the number of tokens in the suspicious and source documents 

 

Statistic Suspicious Source 

Mean 519.10 1391.65 

Median 282 707 

Mode 201 1081 

Standard Deviation 881.94 2289.77 

Minimum 87 0 

Maximum 13169 19572 
 

On the other hand, the minimum size of the source document is zero indicating an error, either in 

the text extraction process or the unavailability of the web page altogether at the given URL. In 

total, we found 161 erroneous source documents, which were removed from the corpus. The final 

collection thus consisted of 348 suspicious document – source document pairs. The corpus also 

contained more than 250 documents original, non-plagiarized documents. The rest of the 

suspicious documents for which the source could not be obtained were removed from the final 

version of the corpus. The suspicious – source document pairs will be investigated for extrinsic 

while the non-plagiarized documents combined with plagiarized ones will be investigated for 

intrinsic plagiarism detection. 

 

4. CONCLUSIONS 

 
We developed a plagiarism detection corpus in Arabic. The corpus is annotated and organized as 

pairs of plagiarized – source documents along with a set of original non-plagiarized documents. 

Building this corpus is part of our efforts to build a plagiarism detection system for Arabic 

documents. We will investigate these plagiarized – source document pairs and non-plagiarized 

documents to investigate different intrinsic and extrinsic plagiarism detection approaches. 

Resources for Arabic natural language processing are fewer compared to English or other 

European languages. Barring any legal issues, we are planning to release the corpus for other 

researchers interested in investigating plagiarism in Arabic. 
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ABSTRACT 
 
In This article presents a framework for develop de Architecture enterprise based on the 

articulation of emerging paradigms for architecture development of information enterprise [1].  

The first one comes from the agile methods and it is inspired on the Scrum model which aim to 

simplify the complex task of developing a quality software, the second the processes models 

whose are oriented the development of Architectures Enterprise as Zachman and TOGAF in a 

paradigm of the  Model Driven and principles de reference de architecture de Software form the 

paradigms Generation (MDG), these approaches are integrated eventually leading to the 

formulation and presentation of an framework for developed simple architecture enterprise –

FDSAE- The goal is to present a simple, portable, understandable terms enabling, modeling 

and design business information architecture in any organizational environment, in addition to 

this, there are important aspects related to the unified Modeling Language UML 2.5 and the 

Business Process Modeling BPMn that become tools to obtain the products in the FDSAE 

Framework, This framework is an improved version of Framework MADAIKE [2] developed by 

the same authors. 

 

KEYWORDS 
 

Attributes Quality Performance, Architecture Enterprise, Business Process, Software 

Process, Metrics, Model Drive Generation, Views, Viewpoints. 
 

 

1. INTRODUCTION 
 

The construction of information systems in today's complex, to meet the demanding needs of 

organizations especially motivated by the technological trends, new business opportunities in the 

global economies, the development of business strategies, the integration of services, continuous 

improvement of processes in the organization and continued competition in markets increasingly 

require the support of computer systems to ensure functionality, security, scalability, elasticity, 

maintenance, capacity and availability among others. Given these new challenges software 

architects must have tools, processes, techniques and frameworks to resolving these challenges 

and get IT solutions with excellent quality attributes.  In this paper display a simple and extended 

framework that allows to develop baseline architecture and target architecture of an organization 

in order to provide effective response to business needs is presented basically the FDSAE is a 

methodology that is based on the process abstraction and separation of layers and using modeling 
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tools can draw a scale model of the software system, on which they can make decisions and 

achieve launch a plan to mitigate the gaps between the current system and the ideal system within 

transition of the organizational.

framework. In this one composed of seven views structure is shown:  Planning, Business, 

Business Process, Data, Applications, Infrastructure, Safety. Accompanied by two phases of 

coverage, Government Enterprise Architecture and Quality Attributes (performance).

 

Figure 1

 

2. RESEARCH METHODOLOGY

 
The following are the phases of exploratory research that conceptually possible to establish the 

methodology FDSEA, two phases were developed and are described as follows:

 

2.1. Phase I: Analysis of development standards for EA (state of the art)

 
This phase was aimed to evaluate the different standards

of enterprise architecture (EA) on the basis of paradigm MDG (Generation Driver Modeling), in 

this present there are several technologies such as SysML,

and UPDM each with different approaches and techniques to address the development of the EA

[13,14,15.16]. 

 

Model Driven Generation (MDG) Technologies: 

capabilities to specific domains and notations. 

 

Features: 

 

• Helps align business processes and IT to the business strategies and goals.

• Provides support for at the 
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• Provides support for OMG's Business Motivation Model · Provides support for the 

Architecture Content Model ·  Provides support for visual modeling of As-Is and To-Be 

architecture 

• Provides support for modeling at four architecture domains specific to TOGAF 

(Business, Application, Data and Technology)  

• Provides support for the report generation of TOGAF work products 

 

The Systems Modeling Language (SysML): is a visual modeling language for systems 

engineering applications. It supports the specification, analysis, design, verification and validation 

of a broad range of systems. These systems may include network, infrastructure IT, hardware, 

software, information, processes, personnel, and facilities.  SysML is a specified as a profile 

(dialect) of the Unified Modeling Language™ (UML™). [2],[15]. 

 

Features: 

 

• Specify, design and analyze complex system models 

• Model with all 9 diagrams for SysML.  

• Visualize and trace requirements to model elements throughout the entire development 

lifecycle. 

• Custom Search Facility: Perform complex searches, view SysML Allocations and 

generate reports from the results. 

• Support for XMI 2.0, XMI 2.1 and UML 2.x 

 

DDS, Data Distribution Service: DDS is a specification and an interoperability wire-protocol 

that defines a data-centric publishes-subscribe architecture for connecting anonymous 

information providers with information consumers. is a standard widely used for developing the 

architecture of real-time systems is the specification for a middleware type publish/subscribe 

distributed systems,  DDS has been created with the purpose of serving the needs of industry 

standardize data-centric systems [2]. 

 

Features: 

 

• Specify Data-Centric Publishers, Subscribers, Topics and QoS Policies. 

• Define Data Local Reconstruction mappings for effective DDS data access. 

• Target DDS implementations for the Open Splice and RTI platforms. 

 

Framework Zachman™: The Zachman Framework™ typically is depicted as a bounded 6 x 6 

“matrix” with the Communication Interrogatives as Columns and the Reification Transformations 

as Rows. This matrix would necessarily constitute the total set of descriptive representations that 

are relevant for describing something. Anything: in particular an enterprise. (www.zachman.com, 

2014), The Zachman Framework™ is an Enterprise Architecture framework for enterprise 

architecture, which provides a formal and highly structured way of viewing and defining an 

enterprise. It consists of a two dimensional classification matrix based on the intersection of six 

communication questions (What, Where, When, Why, Who and How) with six levels of 

reification, successively transforming the abstract ideas on the Scope level into concrete 

instantiations of those ideas at the Operations level. 
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Features 

 

• Displays the EA from different perspectives: Executive Management, Process, 

Architecture, Engineering and Technology. 

• Identification, Definition, Representation, Specification, Configuration and Instantiation 

(Inventory, Process, Networks, Responsibility, Timing cycles and Motivation intentions. 

 

The Open Group Architecture Framework (TOGAF): TOGAF is an architecture framework 

widely accepted in the industry that provides the methods and tools to assist in the acceptance, 

production, use and maintenance of an enterprise architecture. It is based on an iterative process 

model supported by best practices, and a set of reusable assets from existing architecture. 

 

Features 
 

• Implement all phases of the TOGAF Architecture Development Method (ADM). 

• Create visual models of As-Is and To-Be architecture. 

• Model all four TOGAF architecture domains: Business, Application, Data and Technology 

 

UPDM, the Unified Profile for DoDAF/MODAF (UPDM) is the product of an Object 

Management Group (OMG) initiative to develop a modeling standard that supports both the USA 

Department of Defense Architecture Framework (DoDAF) and the UK Ministry of Defense 

Architecture Framework (MODAF). The MDG Technology for UPDM provides a model-based 

framework for planning, designing and implementing the Unified Profile for DoDAF and UPDM 

architectures. Source: www.sparxsystem.com, and [2]. 

 

Features 
 

• Create architectural models for complex system-of-systems, which may include 

hardware, software, data, personnel and organizations. 

• Define consistent, accurate architectures with clear separation of concerns to describe 

services, systems, operations, strategies and capabilities. 

• Analyze, specify, design, and verify system models using appropriate levels of 

abstraction. 

• Employ a rigorous, standards based approach to defining and exchanging architecture 

information using UML, XMI and related standards. 

 

SOMF™ is a model-driven engineering methodology whose discipline-specific modeling 

language and best practices focus on software design and distinct architecture activities, 

employed during various stages of the software development life cycle. Moreover, architects, 

analysts, modelers, developers, and managers employ SOMF to tackle enterprise architecture, 

application architecture, service-oriented architecture (SOA), and cloud computing organizational 

challenges.  

 

Features 
 

• To achieve these underpinning milestones, six distinct software development disciplines 

offer corresponding models whose language notation guide practitioners in designing, 

architecting, and supporting a service ecosystem: Conceptual Model, Discovery and 
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Analysis Model, Business Integration Model, Logical Design Model, Architecture Model 

and Cloud Computing Toolbox Model. 

 

2.2. Phase II: Description of components Framework for developed simple 

architecture enterprise –FDSAE- 

 
2.2.1. The View Planning Architecture:  
 

Planning view aims to develop a comprehensive project plan to address the development of the 

baseline architecture and target architecture of the organization, which implies:  

 

0. Identify and understand the context of the system (organization) and defining enterprise 

 

• Understand the proposed framework FDSAE  

• Establish the scope, objectives and goals of the project. 

• Establish the requirements for architecture work. 

• Defining the Architecture Principles that will inform any architecture work. 

• Evaluating the enterprise architecture maturity 

• Estimate cost and effort.  

• Identify work products to be developed  

• Prepare budget and schedule  

• Define and ready tools for architecture development  

• Manage the project team  

• Manage project risks  

• Migration Plan  

• Present, Socialize and obtain approval of the general project plan 

 

Outputs: The general project plan and models preliminary of the architecture enterprise 

(example: Models Blocks Construction or Models of Context). 

 

2.2.2. The View Business Architecture:  

 

It is a layer composed of a set of models that allows visualizing the organization strategic 

objectives and facilitates decision making related to the integration and development of IT assets 

[6 and 7]. It is based on the paradigm of Enterprise Architect's Model Driven Generation (MDG) 

Technology, through which we obtain the following models such as: the strategic model, the 

Balanced Scorecard, Strategy Map, Value Chain, Decision Tree and process model organizational 

structures (will not be better or better organizational structure based process model organizational 

structure). The business architecture allows in-depth view of the system context and on this basis 

to establish the principles that guide the development of the following layers of the business 

information architecture.  

 

Outputs: The Strategic Model, Model Chain Value, Model Organizational Structure, Model 

Geographic Distribution Enterprise, Model Business Process, Business Data Model and 

deployment General model. 
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Additionally other products that depend on the nature of the project and the current state of the 

architecture baseline may be included. 

 

Products: Model business processes (Notation BPMn) Organizational Structure Model business 

(organizational structure), model high-level processes (BPMn Orchestration), Model Geographic 

Distribution business (model nodes), model work flows (BPMn) Model Integration work flows 

(BPM) with SOA, Strategy Map (Norton and Kaplan), Value Chain (Michael Porter), BSC (and 

Kaplan and Norton), Vision, Mission and Business Objectives. 

 

2.2.3. View Data Architecture 

 

A layer composed of a set of models to display the organization infrastructure integrated 

information, partly from conceptual models to reach the physical design of the database, data 

warehouses and repositories of information, Here are the models[6,7,8,]: Model of Organizational 

Information Objects, Logical Data Model (high level Master and Transactional), Logical Data 

Model (detailed), database design (physical), General Design Model and Data Warehouse Model 

and design of integrated repositories and. Dictionary of Data. 

 

Outputs: Data Model Conceptual, Data Model detailed, Repository System Model, Data 

Warehouse and Model database design (physical), 

 

Additionally other products, from information architecture, aims to achieve the following 
products: the object model Organizational Information (UML domain model) Object Model 

master and transactional information (object relational model), database design from information 

objects (physical) (database model), the Enterprise Information Integration (EEI), here is the 

implementation of the data model using the DBMS along with the modeling and design of Data 

Warehouse and Information Repositories. 

 

2.2.4. View Applications Architecture 

 
It is a layer composed of a set of models to display the application infrastructure, like the previous 

layer of conceptual models to reach physical model implementation level, in models describing 

this layer are: the model of high-level components, the component model and services detailed 

model of services, applications and software components, the integrated model (services, 

applications and components sw) and extended system design or distributed, (production 

platform).  

 

Outputs: Component Model Conceptual, Component Model detailed, Services Model and 

Component design (physical), 

 

2.2.5. Infrastructure Architecture 

 
It is a layer composed of a set of models to visualize infrastructure hardware components, 

devices, connectivity networks that support communication processes, transfer of data, voice and 

content. Within models and systems that describe these layers are: Model business logistics 

system, distributed system architecture, Distributed System Design, Architecture technology and 

network architecture connectivity [7, 8, 9 and 10]. 
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Outputs: Deployment Model Conceptual, Deployment Model detailed Deployment design 

(physical) and Style Architecture (Distributed, Virtual, Cloud and others). 

 

Additionally other products from infrastructure architecture, aims to achieve the following 

products: The physical distribution model of the business (geographical node model), the model 

of the physical distribution business (networking) (network diagrams), the networking Design 

(network design), the design of the physical layout of the business (Lan, Man, Wan, Wireless, 

Pan) and physical layout design extended Extend Business Networking (backbone networks, 

transport networks, access networks and networks end user). 

 

3. DESCRIPTION OF LAYERS, PHASES AND ROLES (FDSEA) 
 

The FDSAE can be viewed as a multilayer model composed of six layers, see figure 1, In this 

case: Architecture Business, Architecture Data, Architecture functions, Architecture 

Infrastructure Architecture and architecture security.  Plus two supporting layers made up of 

Governance of the architecture and Attribute Quality Architecture. 

 

A. The View Planning Architecture: Business analysts, Board and Team architecture IT: 

Mainly to assume the role of set of business analysts, Board, and team architecture IT, who is the 

one responsible to identify, prioritize, structure and planning architectures, defining the 

enterprise, Identifying key drivers and elements in the organizational context, Defining the 

Architecture Principles, Defining the framework to be used, Defining the relationships between 

management frameworks, Evaluating the enterprise architecture maturity and analyze the 

different topics associated with IT product benchmarking and trend analysis associated with 

technological product to develop. 

 
B: Business Architecture: Business Architect IT: Mainly assumes the role of Business 

Architect is the one who takes care of modeling, design and business structure seen this as 

modeling of the structure of processes (BPM), organization, workflow, (WK) weather events 

(time line), identification of service components (SOA) and business strategic modeling (strategy 

map). 

 

C: View Data Architecture: Information Architect: Mainly assumes the role of Information 

Architect is the one who is responsible for identifying and modeling Organizational Information 

objects (classes, objects, tables), the description of information objects both teachers and 

transactional (relational data model objects), design database from information objects (physical 

database), Enterprise Information Integration (EEI), Database, Data Repository, Data Warehouse 

Design and Repositories Information used in this case comprehensively the DBMS. 

 

D: View Applications Architecture: Application Developer: Mainly it assumes the role of 

Application Architect is the one who is responsible for developing the architecture applications, 

the description of high-level software components, the modeling software components and 

services described the Design Component software and services detailed integration of software 

components and services detailed and extended system design and component-based distributed 

software. 

 
E: View Infrastructure Architecture: Mainly it assumes the role of infrastructure is the 

architect who is responsible for modeling, design Infrastructure Architecture, the physical layout 
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description of the business, the modeling of the physical distribution business (networking), the 

design of the physical layout of the business (network), the deployment of physical distribution 

business (Lan, Man, Wan, Wireless, Pan) and extended physical distribution Design Business-

Networking Extend- 

 
F: View Security Architecture: Security Engineer: Mainly it assumes the role of Security 

Engineer, who is responsible of Identify risks architecture, define Security policies define the 

architecture, Organization security architecture, Identify the Security architecture users, 

management of the Access control architecture, Encryption and data protection architecture, 

Security Infrastructure, Application security and  Security Compliance regulations architecture. 

 

Parallel phase: The Governance Architecture: Business Architect: Mainly it assumes the role 

of Lider Team or Business Architect, who is responsible of Management a enterprise architecture 

consisting of business process, information, data, application and technology architecture layers 

for effectively and efficiently realizing enterprise and IT strategies by creating key models and 

practices that describe the baseline and target architectures. The architect defines and applies 

requirements for taxonomy, standards, guidelines, procedures, templates and tools, and provides a 

linkage for these components. Improve alignment, increase agility, improve quality of 

information and generate potential cost savings through initiatives such as re-use components the 

architecture. 

 

Parallel phase: Attributes Quality Architecture: IT Architect: Mainly assumes the role of IT 

Architect who is the one responsible to identify, describe the Quality attributes are properties that 

comprehensively provide the architecture to stakeholders, are quantitative measures and 

qualitative the system, some examples of quality attributes by which stakeholder’s assessment the 

quality of software systems are: Performance, security, modifiability, reliability, usability, 

calibrates ability, availability, throughput, configurability, Subset ability and reusability. Also the 

quality attributes of the software allow you to set the degree to which a software system meets its 

requirements for quality attributes depends on its architecture. Architectural decisions are made to 

promote different quality attributes. A change in architecture to promote a quality attribute often 

affects other quality attributes. Architecture provides the basis for achieving quality attributes, but 

it is useless if they did not adhere to the application. 

 

4. DESCRIPTION OF PRODUCTS (FDSAE) 
 

The following describes the different products to develop as a result of the application of FDSEA 

well: Some of the representations used in the framework of the methodology shown in figures 2, 

3, 4, 5, 6, 7, 8, and 9. 
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Figure 2.View Business Architecture 

 

 
 

Figure 3. Plant Modeling 
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Figure 4. Geographic Distribution Business Model 

 

 
 

Figure 5. Motivation custom business 
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Figure 6. Activity Diagram Purchase Order Process 

 

 
 

Figure 7.Business Workflow 
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Figure 8. Sequence Diagram 

 

 
 

Figure 9. Deployment Model: source: www.sparxsystems.com 
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Figure 10. Domain Model source: www.sparxsystems.com

 

5. CONCLUSION 
 

In this paper we demonstrate that FDSAE multilayer architecture, you can simplify complex tasks 

when developing quality software based on agile methods, with reference to processes oriented 

towards the development of enterprise information architectures which provides a standardized 

set of tools for project planning. 

 

It is also important to note that the methodology objective sought to represent project phases 

ranging from the conceptual perspective, logic, implementation, integration and extended. In this 

way structure composed of layers methodology and phases resulting in a matrix model. 

 

The methodology FDSEA can be applied to any project, regardless of size, complexity, 

additionally can use any tool case that supports UML 2.5 to develop different models and 

diagrams. 
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ABSTRACT 

 
Big data quickly comes under the spotlight in recent years. As big data is supposed to handle 

extremely huge amount of data, it is quite natural that the demand for the computational 

environment to accelerates, and scales out big data applications increases. The important thing 

is, however, the behavior of big data applications is not clearly defined yet. Among big data 

applications, this paper specifically focuses on stream mining applications. The behavior of 

stream mining applications varies according to the characteristics of the input data. The 

parameters for data characterization are, however, not clearly defined yet, and there is no study 

investigating explicit relationships between the input data, and stream mining applications, 

either. Therefore, this paper picks up frequent pattern mining as one of the representative 

stream mining applications, and interprets the relationships between the characteristics of the 

input data, and behaviors of signature algorithms for frequent pattern mining. 

 

KEYWORDS 

 
Stream Mining, Frequent Mining, Characterization, Modeling, Task Graph 

 

 

1. INTRODUCTION 

 
Big data quickly comes under the spotlight in recent years. Big data is expected to collect gigantic 

amount of data from various data sources, and analyze those data across conventional problem 

domains in order to uncover new findings, or people's needs. As big data is supposed to handle 

extremely huge amount of data compared to the conventional applications, it is quite natural that 

the demand for the computational environment, which accelerates, and scales out big data 

applications, increases. The important thing here is, however, the behavior or characteristics of 

big data applications are not clearly defined yet. 

 

Big data applications can be classified into several categories depending on the characteristics of 

the applications, such as behaviors, or requirements. Among those big data applications, this 

paper specifically focuses on stream mining applications. A stream mining application is such an 

application that analyzes data, which arrive one after another in chronological order, on the fly. 

Algorithms specialized for stream mining applications are intensively studied [1-30], and Gaber 

et al. published a good review paper on these algorithms [31]. 
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High performance computing community has been investigating data intensive applications, 

which analyze huge amount of data as well. Raicu et al. pointed out that data intensive 

applications, and stream mining applications are fundamentally different from the viewpoint of 

data access patterns, and therefore the strategies for speed-up of data intensive applications, and 

stream mining applications have to be radically different [32]. Many data intensive applications 

often reuse input data, and the primary strategy of the speed-up is locating the data close to the 

target CPUs. Stream mining applications, however, rarely reuse input data, so this strategy for 

data intensive applications does not work in many cases. Modern computational environment has 

been and is evolving mainly for speed-up of benchmarks such as Linpack [33], or SPEC [34]. 

These benchmarks are relatively scalable according to the number of CPUs. Stream mining 

applications are not scalable to the contrary, and the current computational environment is not 

necessarily ideal for stream mining applications. The simplest approach is to use this template 

and insert headings and text into it as appropriate. Additionally, many researchers from machine 

learning domain, or data mining domain point out that the behavior, execution time more 

specifically, of stream mining applications varies according to the characteristics, or features of 

the input data. The problem is, however, the parameters, or the methodology for data 

characterization is not clearly defined yet, and there is no study investigating explicit 

relationships between the characteristics of the input data, and the behavior of stream mining 

applications, either. 

 

Therefore, this paper picks up frequent pattern mining as one of the representative stream mining 

applications, and interprets the relationships between the characteristics of the input data, and 

behaviors of signature algorithms for frequent pattern mining. The rest of this paper is organized 

as follows. Section 2 describes a model of stream mining algorithms in order to share the 

awareness of the problem, which this paper focuses on. Then, the section also briefly introduces 

related work. Section 3 overviews the application that this paper picks up, and illustrates the 

algorithms those are typical solutions for the application. Section 4 explains the methodology of 

the experiments, shows the results, and gives discussions over those results. Section 5 concludes 

this paper. 

 

2. RELATED WORK 

 
2.1. A Model of Stream Mining Algorithms 

 
A stream mining algorithm is an algorithm specialized for a data analysis over data streams on the 

fly. There are many variations of stream mining algorithms, however, general stream mining 

algorithms share a fundamental structure, and a data access pattern as shown in Figure 1 [35]. A 

stream mining algorithm consists of two parts, stream processing part, and query processing part. 

First, the stream processing module in stream processing part picks the target data unit, which is a 

chunk of data arrived in a limited time frame, and executes a quick analysis over the data unit. 

The quick analysis can be a preconditioning process such as a morphological analysis, or a word 

counting. Second, the stream processing module in stream processing part updates the data, which 

are cached in one or more sketches, with the latest results through the quick analysis. That is, the 

sketches keep the intermediate analysis, and the stream processing module updates the analysis 

incrementally as more data units are processed. Third, the analysis module in stream processing 

part reads the intermediate analysis from the sketches, and extracts the essence of the data in 

order to complete the quick analysis in the stream processing part. Finally, the query processing 

part receives this essence for the further analysis, and the whole process for the target data unit is 

completed. 

 

Based on the model shown in Figure 1, we can conclude that the major responsibility of the 

stream processing part is to preprocess each data unit for the further analysis, and that the stream 
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processing part has the huge impact over the latency of the whole process. The stream processing 

part also needs to finish the preconditioning of the current data unit before the next data unit 

arrives. Otherwise, the next data unit will be lost as there is no storage for buffering the incoming 

data in a stream mining algorithm. On the other hand, the query processing part takes care of the 

detailed analysis such as a frequent pattern analysis, or a hot topic extraction based on the  

 
Figure 1. A model of stream mining algorithms. 

 

intermediate data passed by the stream processing part. The output by the query processing part is 

usually pushed into a database system, and there is no such an urgent demand for an 

instantaneous response. Therefore, only the stream processing part needs to run on a real-time 

basis, and the successful analysis over all the incoming data simply relies on the speed of the 

stream processing part. 

 

The model in Figure 1 also indicates that the data access pattern of the stream mining algorithms 

is totally different from the data access pattern of so-called data intensive applications, which is 

intensively investigated in high performance computing community. The data access pattern in 

the data intensive applications is a write-once-read-many [32]. That is, the application refers to 

the necessary data repeatedly during the computation. Therefore, the key for the speedup of the 

application is to place the necessary data close to the computational nodes for the faster data 

accesses throughout the execution of the target application. On the other hand, in a stream mining 

algorithm, a process refers to its data unit only once, which is a read-once-write-once style. 

Therefore, a scheduling algorithm for the data intensive applications is not simply applicable for 

the purpose of the speedup of a stream mining algorithm. 

 

Figure 2 illustrates data dependencies between two processes analyzing data units in line, and 

data dependencies inside the process [35]. Here, the assumption is that each process analyzes 

each data unit. The left top flow represents the stream processing part of the preceding process, 

and the right bottom flow represents the stream processing part of the successive process. Each 

flow consists of six stages; read from sketches, read from input, stream processing, update 

sketches, read from sketches, and analysis. An arrow represents a control flow, and a dashed 

arrow represents a data dependency. In Figure 2, there are three data dependencies in total, and all 
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of these dependencies are essential to keep the analysis results consistent, and correct. The three 

data dependencies are as follows, and the control flow for the correct execution generates all 

these data dependencies. 

 

 
 

Figure 2. Data dependencies of the stream processing part in two processes in line. 

 

• The processing module in the preceding process should finish updating the sketches 

before the processing module in the successive process starts reading the sketches (Dep.1 

in Figure 2). 

 

• The processing module should finish updating the sketches before the analysis module in 

the same process starts reading the sketches (Dep. 2 in Figure 2). 

 

• The analysis module in the preceding process should finish reading the sketches before 

the processing module in the successive process starts updating the sketches (Dep. 3 in 

Figure 2). 

 

2.2. A Task Graph 

 
A task graph is a kind of pattern diagrams, which represents data dependencies, control flows, 

and computational costs regarding a target implementation. A task graph is quite popular for 

scheduling algorithm researchers. In the process of the development of scheduling algorithms, the 

task graph of the target implementation works as if a benchmark, and provides the way to develop 

a scheduling algorithm in a reproducible fashion. The actual execution of the target 

implementation in the actual computational environment provides realistic measurement, 

however, the measurement varies according to the conditions such as computational load, or 

timings at the moment. This fact makes difficult to compare different scheduling algorithms in 

order to determine which scheduling algorithm is the best for the target implementation with the 

target computational environment. A task graph solves this problem, and enables fair comparison 

of scheduling algorithms through simulations. 

 
 

Figure 3. An example of a task graph. 
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for all training data do 

(1) fetch one data unit � 

for all attributes for �do 

    (2-1) update the weight sum for this attribute 

    (2-2) update the mean value of this attribute 

end for 

end for 
Figure 4 algorithm. 

 

As discussed in the previous section, the model of a stream mining algorithm has data 

dependencies both across the processes, and inside one process. Therefore, a task graph for a 

stream mining algorithm should consist of a data dependency graph, and a control flow graph 

[36]. Figure 3 is an example of a task graph of the training stage of Naïve Bayes classifier [37]. In 

Figure 3, the left figure is a data dependency graph, and the right figure is a control flow graph. 

Figure 4 represents the pseudo code for the task graph shown in Figure 3. 

 

Both a data dependency graph, and a control flow graph are directed acyclic graphs (DAGs).In a 

task graph, each node represents a meaningful part of the input code. Nodes in white are codes in 

the preceding process, and nodes in gray are codes in the successive process.The nodes with the 

same number represents the same meaningful part in the input source code, and the corresponding 

line in the pseudo code shown in Figure 4. The nodes with the same number in the same color 

indicate that the particular part of the input source code is runnable in parallel. Here, nodes in a 

control flow graph have numbers. Each number represents execution cost of the corresponding 

node. Each array in a data dependency graph indicates a data dependency. If an arrow comes up 

from node A to node B, the arrow indicates that node B relies on the data generated by node A. 

Similarly, each array in a control flow graph represents the order of the execution between nodes. 

If an arrow comes up from node A to node B, the arrow indicates that node A has to be finished 

before node B starts. The nodes in the same level are possible to be executed in parallel.The 

nodes with the same number indicate that the particular line in the pseudo code is runnable in 

parallel. There are two major difficulties for describing stream mining applications with task 

graphs. One problem is that the concrete parallelism strongly relies on the characteristics of the 

input data. The other problem is that a cost for a node varies according to the input data. That is, a 

task graph for a stream mining application is impossible without the input data modeling. 

 

2.3. Related Work 

 
There are several studies on task graph generation, mainly focusing on generation of random task 

graphs. A few projects reported task graphs generated based on the actual well-known 

applications; however, those applications are from numerical applications such as Fast Fourier 

Transformation, or other applications familiar to high performance computing community for 

years. 

 

Task Graphs for Free (TGFF) provides pseudo-random task graphs [38, 39]. TGFF allows users 

to control several parameters, however, generates only directed acyclic graphs (DAGs) with one 

or multiple start nodes, and one or multiple sink nodes. A period, and deadline is assigned to each 

task graph based on the length of the maximum path in the graph, and the user specified 

parameters. 

 

GGen is another random task graph generator proposed by Cordeiro et al. [40]. GGen generates 

random task graphs according to the well-known random task generation algorithms. In addition 

to the graph generator, GGen provides a graph analyzer, which characterizes randomly generated 
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task graphs, based on the longest path, the distribution of the out-degree, and the number of 

edges. 

 

Task graph generator provides both random task graphs, and task graphs extracted from the actual 

implementations such as Fast Fourier Transformation, Gaussian Elimination, and LU 

Decomposition [41]. Task graph generator also provides a random task graph generator which 

supports a variety of network topologies including star, and ring. Task graph generator also 

provides scheduling algorithms as well. 

 

Tobita et al. proposed Standard Task Graph Set (STG), evaluated several scheduling algorithms, 

and published the optimal schedules for STG [42, 43]. STG is basically a set of random task 

graphs. Tobita et al. also provided task graphs from numerical applications such as a robot control 

programs, a sparse matrix solver, and SPEC fpppp [34]. 

 

Besides the studies on task graph generation, Cordeiro et al. pointed out that randomly generated 

task graphs can create biased scheduling results, and that the biased results can mislead the 

analysis of scheduling algorithms [40]. According to the experiments by Cordeiro et al., a same 

scheduling algorithm can obtain a speedup of 3.5 times for the performance evaluation only by 

changing the random graph generation algorithm. Random task graphs contribute for evaluation 

of scheduling algorithms, however, do not perfectly cover all the domains of parallel, and 

distributed applications as Cordeiro et al. figured out in their work. Especially for stream mining 

applications, which this paper focuses on, the characteristic of the application behaviors is quite 

different from the characteristic of the applications familiar to the conventional high performance 

computing community [32]. Task graphs generated from the actual stream mining applications 

have profound significance in the better optimization of stream mining applications. 

 

These all projects point out the importance of fair task graphs, and seek the best solution for this 

problem. These projects, however, focus only on data dependencies, control flows, and 

computational costs of each piece of an implementation. The computational costs are often 

decided in a random manner, or based on the measurements through speculative executions. No 

project pays attention to the relationships between the variation of the computational costs, and 

the characteristics of the input data. 

 

3. ALGORITHMS 
 

3.1. Frequent Pattern Mining 

 
This paper focuses on two algorithms for frequent pattern mining. Frequent pattern mining was 

originally introduced by Agrawal et al. [44], and the baseline is the mining over the stores items 

purchased on a per-transaction-basis. The goal of the mining is finding out all the association 

rules between sets of items with some minimum specified confidence. One of the examples of the 

association rules is that 90% of transactions purchasing bread, and butter purchase milk as well. 

That is, the association rules those appearances are greater than the specified confidence are 

regarded as frequent patterns. Here, in the rest of this paper, the confidence is called "(minimum) 

support". 

 

There are many proposals for frequent pattern mining; however, this paper specifically picks up 

two algorithm; Apriori algorithm [45], and FP-growth algorithm [46]. Apriori algorithm is the 

most basic, but standard algorithm proposed by Agrawal et al.. Many frequent mining algorithms 

are also developed based on Apriori algorithm. FP-growth algorithm is another algorithm, and is 

considered as more scalable, and faster than Apriori algorithm. The rest of this section briefly 

introduces summary of each algorithm. 
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3.2. Apriori 
 

Figure5 gives Apriori algorithm, and there are several assumptions as follows. The items in each 

transaction are sorted in alphabetical order. We call the number of items in an itemset its “size”, 

and call an itemset of size � a �-�������.Items in an itemset are in alphabetical order again. We 

call an itemset with minimum support a "large itemset". 

 

 
Figure 5. The pseudo-code for Apriori algorithm. 

 

 
Figure 6. The pseudo-code for the join step of apriorigen function. 

 

 
Figure 7. The pseudo-code for the prune step of apriorigen function. 

 

The first pass of Apriori algorithm counts item occurrences in order to determine the �	
��1-

�������� (line (1) in Figure 5). A subsequent pass consists of two phases. Suppose we are in �-

�ℎ pass. First, the �	
�������������� found in the (� − 1)-�ℎ pass are used for generating the 

candidate itemsets ��  (potentially large itemsets), using the 	�
��
����  function, which we 

describe later in this section (line (2) in Figure 5). Next, the database is scanned, and the support 

of candidates in �� is counted (line (3) and (4) in Figure 5). These two phrases prepare for the 

�	
������������ (line (5) in Figure 5), and the subsequent pass is repeated until �� becomes 

empty.The 	�
��
���� function takes ����, and returns a superset of the set of all the �	
���-

�������� . The 	�
��
����  function consists of the join step (Figure 6), and the prune step 

(Figure 7). 
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The distinctive part of Apriori algorithm is the 	�
��
���� function. The 	�
��
���� function 

reduces the size of candidate sets, and this reduction contributes for speed-up of the mining. The 

	�
��
���� function is designed based on Apriori heuristic [45]; if any length � pattern is not 

frequent in the database, its length � + 1 super-pattern can never be frequent. 

 

3.3. FP-growth 
 

FP-growth algorithm is proposed by Han et al. [46], and they point out Apriori algorithm suffers 

from the cost for handling huge candidate sets, or repeated scanning database with prolific 

frequent patterns, long patterns, or quite low minimum support. Han et al. advocated the 

bottleneck exists in candidate set generation, and test, and proposed frequent pattern tree (FP-

tree) as one of the alternatives.Here, we see the construction process of FP-tree, utilizing the 

example shown on Table 1. In this example, we set the minimum support as "three times", instead 

of appearance ratio in order to simplify the explanation. The FP-tree developed from this example 

is shown in Figure 8. 

Table 1. The input example for FP-growth algorithm. 

 
TID item series frequent items (for reference) 

100 f, a, c, d, g, i, m, p f, c, a, m, p 

200 a, b, c, f, l, m, o f, c, a, b, m 

300 b, f, h, j, o f, b 

400 b, c, k, s, p c, b, p 

500 a, f, c, e, l, p, m, n f, c, a, m, p 

 

First, the first data scan is conducted for generating the list of frequent items. The obtained list 

looks like as follows. 

< (f: 4), (c: 4), (a: 3), (b: 3), (m: 3), (p: 3) > 

 

Here, (&: ()represents item&appears ( times in the database. Notice the list is ordered in frequency 

descending order. The ordering is important as each path of a tree follows this ordering. The 

rightmost column on Table 1 represets the frequent items in each transaction. 

 

Next, we start generating a tree with putting the root of a tree, labeled with "null". The second 

data scan is conducted for generating the FP-tree. The scan of the first transaction constructs the 

first branch of the tree: 

< (f: 1), (c: 1), (a: 1), (m: 1), (p: 1) > 

 

Again, notice the frequent items in the transaction are ordered in the same order to the list of 

frequent items. For the second transaction, its frequent item list < ), (, 	, *, � >  shares a 

common prefix < ), (, 	 > with the existing path < ), (, 	, �, � > , we simply increment the 

counts of the common prefix, and create a new node (b: 1) as a child of (a: 2). Another new node 

(m: 1) is created as a child of (b: 1). For the third transaction, its frequent item list < ), * > 

shares only < ) > with f-prefix subtree. Therefore, we increment the count of node < ) >, and 

create a new node (b: 1) as a child of this node (f: 3) . The scan for the fourth transaction 
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introduces a completely new branch as follows, because no node is shared with existing prefix 

trees. 

< ((: 1), (*: 1), (�: 1) > 

 
Figure 8. An example of FP-tree.Figure 4. A pseudo code for the training stage of Naïve Bayes 

The frequent items in thelast transaction perfectly overlaps with the frequent items in the first 

transaction. Therefore, we simply increment the counts in the path< ), (, 	, �, � >.Figure 8 is a 

complete FP-tree developed from this example. In the left part of Figure 8, there is an item header 

table, and this table contains head of node-links. This header table is utilized for tree traversal 

when extracting all the frequent patterns. 

 

4. EXPERIMENTS 

 
4.1. Setup 

 
The purpose of this paper is to interpret the relationships between the characteristics of the input 

data, and behaviors of frequent pattern mining algorithms such as Apriori algorithm, and FP-

growth algorithm. This section explains the methodology for the experiment for collecting data 

for the investigation. 

 

We utilize the implementations of Apriori algorithm [47], and FP-growth algorithm [48] in C, 

which are distributed by Borgelt. We compiled, and run the programs as they are for fairness. No 

optimization is applied. In order to observe changes of the behaviors of these programs, three 

kinds of data are prepared as input. The overall feature of each data is summarized as Table 2. 

The details of each data are as follows. 

 
Table 2. Summary of the input data. 

 
 number of transactions number of distinct items 

census 48,842 135 

papertitle 2,104,240 925,151 

shoppers 26,496,646 836 
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• census: This is national population census data, and the data are distributed with Apriori 

algorithm implementation [47], and FP-growth implementation [48] by Borgelt as test 

data. A couple of lines from the actual data as an example are shown in Figure 9. As 

shown on Table 2, the ratio of the number of distinct items to the number of transactions 

is moderate among the three input data, and the ratio is 0.28%. We also see the number of 

transactions in census is the smallest. 

 

• papertitle: This is the data set for KDD Cup 2013 Author-Paper Identification Challenge 

(Track 1), and available at Kaggle contest site [49]. We extract paper titles from 

Paper.csv, and create the list of titles for the experiments here. A couple of lines from the 

actual data as an example are shown in Figure 10. As shown on Table 2, the ratio of the 

number of distinct items to the number of transactions is extremely high compared to the  

other two data sets, and the ratio is 44.0%. We also see the number of transactions is 

moderately high. 

 

 
Figure 9. Examples of census. 

 

 
Figure 10. Examples of papertitle. 

 

 
Figure 11. Examples of shoppers. 

 

• shoppers: This is the data set for Acquire Valued Shoppers Challenge, and available at 

Kaggle contest site as well [50]. For the experiment, we extract categories of purchased 

items from each transaction data in transactions.csv, and create the list of purchased item 

category. A couple of lines from the actual data as an example are shown in Figure 11. 

As shown on Table 2, the ratio of the number of distinct items to the number of 

transactions is extremely small compared to the other two data sets, and the ratio is 

0.0032%.We also see the number of transactions is huge, and the biggest. 
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From the viewpoint of the application, the meaning of frequent mining over census is finding out 

typical portraits of the nation. Similarly, frequent mining over papertitle derives popular sets of 

words (not phrases) in paper titles, and frequent mining over shoppers extracts frequent 

combinations of item categories in the purchased items. 

 

4.2. Results 

 
Table 3 shows the number of found sets for census when support increases from 1.25 to 40. Both 

Apriori algorithm, and FP-growth algorithm found the same number of sets for the same support. 

Figure 12 compares the execution times in seconds of Apriori algorithm, and FP-growth 

algorithm for each support. Figure 13 shows the details of the execution times of Apriori 

algorithm for each support. Similarly, Figure 14 shows the details of the execution times of FP-

growth algorithm for each support. Figure 15 shows the frequency graph of the found pattern 

length for each support. Here, both algorithms found the same patterns; the frequency shown in 

this graph is common to both Apriori algorithm, and FP-growth algorithm. 

 
Table 3. Number of found sets (census). 

 
support [%] number of found sets 

1.25 134,780 

2.5 49,648 

5.0 15,928 

10.0 4,415 

20.0 904 

40.0 117 

 

 
Figure 12. Comparison of durations between Apriori and FP-growth (census). 
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Figure 13. Details of Apriori (census). 

 

Although the number of transactions is moderate among the three cases, the number of the found 

sets is quite huge compared to the other two cases (we see later on Table 4, and Table 5). This is 

reasonable as the ratio of the number of distinct items to the number of transactions in the input 

data is quite small (Table 2). According to [46], Apriori algorithm is expected to be behind 

because of the large number of frequent sets, and the quite low support. Figure 12 shows, 

however, FP-growth algorithm overcomes Apriori algorithm only when support is 2.5%, 5%, and 

10%. The case with 1.25% support is supposed to be the worst case for Apriori algorithm for its 

low support, and the huge number of frequent sets; however, Apriori algorithm is faster than FP-

growth algorithm. The details of the execution times of the two algorithms suggest the 

explanation of this situation. As shown in Figure 13, Apriori algorithm increases its execution 

time of the main part of the algorithm gently, and the curve matches to the decrease of the 

support. The cost for the writing part is almost constant regardless of the support contrary. Figure 

14 shows FP-growth algorithm suffers from sudden and drastic increase in sorting-reducing 

transactions part, and writing part, and this increase caused the behind. As both Apriori algorithm, 

and FP-growth algorithm output the same number of sets, the sudden increase in the writing part 

of FP-growth algorithm apparently implicates the overhead exists in the implementation for this 

case. According to Han et al., Apriori algorithm suffers from the longer frequent pattern [46]. 

Figure 15 shows that the length of the found set is mostly centering around 12, however, scattered 

from 2 to 10 in the case with support value of 1.25. This tendency also indicates that the lower 

support value allowed the shorter pattern more, and this situation may helped Apriori algorithm, 

and contributed to the better performance of Apriori algorithm even with the smaller support 

value. 

 

Table 4 shows the number of found sets for papertitle when support increases from 1.25 to 40. 

Both Apriori algorithm, and FP-growth algorithm found the same number of sets for the same 

support again. Figure 16 compares the execution times in seconds of Apriori algorithm, and FP-

growth algorithm for each support.Figure 17 shows the details of the execution times of Apriori 

algorithm for each support. Similarly, Figure 18 shows the details of the execution times of FP-

growth algorithm for each support. Figure 19 shows the frequency graph of the found pattern 

length for each support. Again, both algorithms found the same patterns; the frequency shown in 

this graph is common to both Apriori algorithm, and FP-growth algorithm. 
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Figure 14. Details of FP-growth (census). 

 

 
Figure 15. Pattern length (census). 

 

Table 4. Number of found sets (papertitle). 

 
support [%] number of found sets 

1.25 49 

2.5 21 

5.0 8 

10.0 3 

20.0 0 

40.0 0 

 

In this case, the input data is huge, however, the number of the found sets is relatively small as 

shown on Table 4. This is the reasonable output as the ratio to the number of distinct items to the 

number of the transactions is the highest in all the input data (Table 2).  
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Figure 16. Comparison of durations between Apriori and FP-growth (papertitle). 

 
Figure 17. Details of Apriori (papertitle). 

Considering the characteristics of Apriori algorithm, and FP-growth algorithm, Apriori algorithm 

is expected to be of advantage. Actually, Figure 16 shows Apriori algorithm is always faster than 

FP-growth algorithm regardless of support. Figure 17 shows Apriori algorithm does not spend 

meaningful time for the main part of the algorithm. Figure 18 shows FP-growth algorithm spends 

a certain time on the main part of the algorithm, and the impact on the overall execution time 

remains almost on the same level. There is no drastic increase in both writing part, and the main 

body of the algorithm; however, this is because the number of the found sets stays small even 

with the smallest support. Figure 19 shows the length of the found pattern is 2 or 3 in all the 

cases, which is very short, and supports the results that Apriori algorithm outperformed FP-

growth algorithm. 

Table 5 shows the number of found sets for shoppers when support increases from 1.25 to 20. For 

support of 40, both Apriori algorithm, and FP-growth algorithm could not list the candidate items; 

therefore, the experiment could not gather meaningful data. Both Apriori algorithm, and FP-

growth algorithm found the same number of sets for the same support. Figure 20 compares the 

execution times in seconds of Apriori algorithm, and FP-growth algorithm for each support. 

Figure 21 shows the details of the execution times of Apriori algorithm for each support. 

Similarly, Figure 22 shows the details of the execution times of FP-growth algorithm for each 

support. Figure 23 shows the frequency graph of the found pattern length for each support. Again, 

both algorithms found the same patterns; the frequency shown in this graph is common to both 

Apriori algorithm, and FP-growth algorithm.The input data for this case is the biggest, however, 
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the ratio of the number of distinct items to the number of transactions is extremely small as 

shown on Table 5. Based on the observation of the characteristics of the input data, the number of 

the found sets shown in Table 5 indicates the ratio of the number of distinct items to the number 

of transactions is not necessarily perfect as the measure of the number of frequent sets. This is not 

surprising, of course, and we need to introduce some other parameters such as distribution to 

preconjecture the number of frequent sets from the input data. With the number of the found sets 

is moderately small; Apriori algorithm is always faster than FP-growth algorithm regardless of 

support again. Different from papertitle, however, both Apriori algorithm and FP-growth 

algorithm increase execution times as support decreases. One more thing to be considered is that 

Apriori algorithm increases the execution time in the main part of the algorithm as support 

decreases (Figure 21), however, FP-growth algorithm spends more time in reading as support 

decreases (Figure 22). Figure 23 also shows the length of the found sets is relatively small, which 

is from 2 to 4, and the situation is favorable for Apriori algorithm. This result also supports why 

Apriori algorithm outperformed FP-growth algorithm. 

 
Figure 18. Details of FP-growth (papertitle). 

 
Figure 19. Pattern length (papertitle). 
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Table 5. Number of found sets (shoppers). 

 
support [%] number of found sets 

1.25 426 

2.5 69 

5.0 12 

10.0 1 

20.0 0 

40.0 - 

 

 
Figure 20. Comparison of durations between Apriori and FP-growth (shoppers). 

 

4.3. Discussion 

 
The overall results clearly indicate that simple one measure such as the total number of 

transactions, or the total number of distinct items does not contribute for algorithm selection. 

Actually, Apriori algorithm is considered to be hard to scale, however, Apriori algorithm was 

faster than FP-growth algorithm in papertitle case, and shoppers case, even though these two 

cases handle huge number of transactions compared to census case. Apparently, the 

characteristics of the input data should be determined in order to select appropriate algorithm. 

 

As the first step of the characterization of the input data, we focused on the number of 

transactions, the number of distinct items, and the ratio of these two numbers. The results showed 

that these three parameters do contribute for the characterization; however, we need a few more 

parameters for the better characterization as we saw in shoppers case. Of course, the length of the 

found sets is also the important parameter. The problem is, however, those parameters such as the 

length of the found sets, or distributions of data, are hard to be anticipated without data mining. 

We need to find a good way to parameterize these characteristics. 
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Figure 21. Details of Apriori (shoppers). 

 

 
Figure 22. Details of FP-growth (shoppers). 

 

 
Figure 23. Pattern length (shoppers). 

 

There is one thing left to be investigated, which is that the details of reading part and writing part 

of FP-growth algorithm implementation. As we observed in census case, and shoppers case, 

reading part, or writing part occupies large part of the overall execution time with smaller 

support, and the increase is not necessarily reasonable. We can make prognostications that there 

is something to do with reading part, or writing part is not simply doing only reading data, or 
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writing data, and that FP-tree has a close relation to the increase of the execution time for these 

two parts. 

 

5. CONCLUSIONS 
 

Big data quickly comes under the spotlight in recent years, and increases its importance both in 

socially, and scientifically. Among big data applications, this paper specifically focused on 

frequent mining, and gave the first step to interpret the relationships between the characteristics 

of the input data, and behaviors of signature algorithms for frequent pattern mining. The 

experiments, and discussions backed up that the characteristics of the input data have certain 

impact on both the performance, and the selection of the algorithm to be utilized. This paper also 

picked up some parameters for characterizing the input data, and showed these parameters are 

meaningful, however, revealed some items to be investigated for the better characterization of the 

input data as well. 
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