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Preface

Fifth International conference on Computer Science and Information Technology (CCSIT-2015) was
held in Sydney, Australia, during February 21~22, 2015. Third International Conference on Signal,
Image Processing and Pattern Recognition (SIPP-2015), Third International Conference on Artificial
Intelligence, Soft Computing (AISC-2015) and Fourth International Conference on Natural Language
Processing (NLP-2015) were collocated with the CCSIT-2015. The conferences attracted many local
and international delegates, presenting a balanced mixture of intellect from the East and from the
West.

The goal of this conference series is to bring together researchers and practitioners from academia and
industry to focus on understanding computer science and information technology and to establish new
collaborations in these areas. Authors are invited to contribute to the conference by submitting articles
that illustrate research results, projects, survey work and industrial experiences describing significant
advances in all areas of computer science and information technology.

The CCSIT-2015, SIPP-2015, AISC-2015, NLP-2015 Committees rigorously invited submissions for
many months from researchers, scientists, engineers, students and practitioners related to the relevant
themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number
of internationally recognized top-level researchers. All the submissions underwent a strenuous peer
review process which comprised expert reviewers. These reviewers were selected from a talented pool
of Technical Committee members and external reviewers on the basis of their expertise. The papers
were then reviewed based on their contributions, technical content, originality and clarity. The entire
process, which includes the submission, review and acceptance processes, was done electronically. All
these efforts undertaken by the Organizing and Technical Committees led to an exciting, rich and a
high quality technical conference program, which featured high-impact presentations for all attendees
to enjoy, appreciate and expand their expertise in the latest developments in computer network and
communications research.

In closing, CCSIT-2015, SIPP-2015, AISC-2015, NLP-2015 brought together researchers, scientists,
engineers, students and practitioners to exchange and share their experiences, new ideas and research
results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges
encountered and the solutions adopted. The book is organized as a collection of papers from the
CCSIT-2015, SIPP-2015, AISC-2015, NLP-2015.

We would like to thank the General and Program Chairs, organization staff, the members of the
Technical Program Committees and external reviewers for their excellent and tireless work. We
sincerely wish that all attendees benefited scientifically from the conference and wish them every
success in their research. It is the humble wish of the conference organizers that the professional
dialogue among the researchers, scientists, engineers, students and educators continues beyond the
event and that the friendships and collaborations forged will linger and prosper for many years to
come.

David C. Wyld
Jan Zizka
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ABSTRACT

In recent years, mobile devices such as smart phones, tablets empowered with tremendous
technological advancements. Augmenting the computing capability to the distant cloud help us
to envision a new computing era named as mobile cloud computing (MCC). However, distant
cloud has several limitations such as communication delay and bandwidth which brings the idea
of proximate cloud of cloudlet. Cloudlet has distinct advantages and is free from several
limitations of distant cloud. However, limited resources of cloudlet negatively impact the
cloudlet performance with the increasing number of substantial users. Hence, cloudlet is a
viable solution to augment the mobile device task to the nearest small scale cloud known as
cloudlet. However, this cloudlet resource is finite which in some point appear as resource
scarcity problem. In this paper, we analyse the cloudlet resource scarcity problem on overall
performance in the cloudlet for mobile cloud computing. In addition, for empirical analysis, we
make some definitions, assumptions and research boundaries. Moreover, we experimentally
examine the finite resource impact on cloudlet overall performance. By, empirical analysis, we
explicitly establish the research gap and present cloudlet finite resource problem in mobile
cloud computing. In this paper, we propose a Performance Enhancement Framework of
Cloudlet (PEFC) which enhances the finite resource cloudlet performance. Our aim is to
increase the cloudlet performance with this limited cloudlet resource and make the better user
experience for the cloudlet user in mobile cloud computing.

KEYWORDS

Mobile Cloud computing, Cloudlet, Resource Scarcity, Performance Enhancement.

1. INTRODUCTION

Cloudlet is a small cloud located in close vicinity to the mobile users connected through wireless
communication. Cloudlet is installed on discoverable, localized, stateless servers running one or
more virtual machines (VMs) on which mobile devices can augment resource intensive
applications offloaded for computational resources [1]. It is a set of relatively resourceful
computers that is well-connected to the Internet and is available for use by nearby mobile devices
[2] . Satyanarayanan, et al. [1] first introduced the cloudlet concept and mentioned it as a “data
center in a box”. It is self-managing, requiring little power, Internet connectivity, and access
control for setup. This simplicity of management make it feasible to use as a model of computing

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, NLP - 2015
pp. 01-11, 2015. © CS & IT-CSCP 2015 DOI : 10.5121/csit.2015.50401
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resources and to deploy on a business premises such as a coffee shop or a doctor’s office.
Internally, a cloudlet resembles a cluster of multicore computers, with internal connectivity and a
high-bandwidth wireless LAN for external access and having the virtualization capability of
cloud computing. Hence, a cloudlet can be viewed as a surrogate or proxy of the real cloud,
located as the middle tier of a three-tier hierarchy: mobile device, cloudlet, and cloud [3-5].

Mobile cloud computing liberates mobile devices from resource constraints by enabling resource-
intensive applications to leverage cloud computing. Researchers named it as a cyber-foraging
which can be realized using distant remote cloud. However, due to WAN latency, jitter,
congestion, slow data transfer resulting increased power consumption and cost for user side [6, 7].

Hence, to alleviate these problems, clouds are being taken closer to the user by cloudlet concept.
The benefits of utilizing cloudlet are the speed of service accessibility, the support of mobility,
the enhanced application performance, the elongated battery life, and the reduced roaming data
cost[8] . Cloudlet has a major important role in Mobile cloud computing for its several
distinguished advantages and features. Recently, researchers have found cloudlet as a viable
solution for mobile cloud computing. [3, 9].Cloudlet and distant cloud have the same
functionality with some differences. Cloudlet performs the tasks that are offloaded to the cloudlet
using different offloading mechanism. Cloudlet has relatively higher resources compared to the
mobile devices and effectively, task completion time is lesser on cloudlet, compared to the mobile
device. However, unlike cloud where the user OS instance is stored along with modifications
permanently, in case of cloudlet, the basic OS instances are available while user snapshots of the
customized OS instances cannot be saved because of limited storage and lesser probability of
reuse [10, 11]. Cloudlet can be situated in common public area, business center, airport, coffee
shops, shopping mall which facilitated the offloading facility to the mobile user by connecting
the mobile devices as a thin client to the cloudlet [12, 13].

There are several methods and offloading techniques introduced for application migration from
mobile device to the computational clouds. One is VM migration, in which an already executing
VM is suspended; its processor, disk, and memory state are transferred; and finally VM execution
is resumed at the destination from the exact point of suspension. For application migration,
Satyanarayanan, et al. [4] introduced a dynamic VM synthesis that enable mobile devices to
deliver a small VM overlay to the cloudlet infrastructure that already possesses the base VM from
which this overlay was derived. The infrastructure applies the overlay to the base to derive the
launch VM, which starts the suspended execution of the suspension at the exact precise point [14,
15].

To realizing the Cyber foraging using a cloudlet, the VM-based cloudlet concept has recently
evolved to component-based cloudlets consisting of a group of computing nodes (both fixed and
mobile) that are sharing resources with one another. Software components on the mobile device
can then be redeployed at runtime to other nodes in the cloudlet according to some optimization
criteria, such as the execution time, energy consumption and throughput[7, 10] . These
applications are involving multiple users interacting with each other in a real-time fashion. The
resource-sharing concept of component-based cloudlets opens a promising research area for
collaborative applications which not only sharing computing resources but also share user data
such as processing results and context information [9, 15]. Cloudlet has a major important role in
mobile cloud computing for its several distinguished features as follows [11].

The mobile users get instant direct access to the cloudlet, due to the close proximity of the user
and the cloudlet which eliminates several drawbacks introduced by the communication latency,
jitter, and slow data transfer of cellular network. The conventional benefit of offloading the
computational resource intensive tasks into cloud is still preserved in cloudlet in which the mobile
device can get rid of resource starvation. Finally, since cloudlet is the near vicinity of the mobile
user, it can save money by avoiding expensive data charging in roaming situation [8, 16]. Hence,
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cloudlet can be situated in common public area, business center, airport, coffee shops, shopping
mall which facilitated the offloading facility to the mobile user by connecting the mobile devices
as a thin client to the cloudlet[13].Section 2 explains the problem analysis of resource scarce
cloudlet, Section 3 describes the PEFC framework with different components, and Section 4
presents the significance of the framework and finally Section 5 draws conclusive remarks with
our future research direction.

2. PROBLEM ANALYSIS

Cloudlet has finite resource and this is an intrinsic problem of cloudlet which has a negative
effect of its overall performance. In this study, we aim to highlight the resource scarcity problem
and establish the impact of the resource scarcity on cloudlet performance by empirical analysis.

2.1 System parameters

We first define the resources, tasks and workload for cloudlet. Subsequently we define the
performance parameters. Our defined several definitions for analysis are as follows:

Definition 1 (Resource): A resource represents an available unit which is required for executing
a task. We can denote r as a resource and R can be denoted as a set of available resource.

Definition 2 (Cloudlet resources): For cloudlet, three types of resources are available such as
CPU, memory and storage. The fundamental operation of most CPUs, regardless of the physical
form they take, is to execute a sequence of stored instructions.

Definition 3 (Task): A task can be a logical unit of work which is executed by resource.

Definition 4 (User service time): User service time indicate the total time taken by the cloudlet
and other related transfers time and network delay to deliver the computation service to the
mobile user. User service time indicate the total time, including execution time and wait time,
taken by the cloudlet to deliver the computation service to the mobile user.

Definition 5 (Remote application execution time): The total time is taken for execute the
application in cloudlet

Definition 6 (Local application execution Time): The time is taken to execute the program in
local mobile device.

Definition 7 (Large application/program): We purposely make this application as a compute-
intensive which comparatively take longer time than our small program.

Definition 8 (Small Application/program): We purposely make this application as a compute-
intensive which comparatively take lesser time than our large program.

2.2 Experiment

In this section, we describe experimental model, mobile client and cloud servers specification,
communication infrastructure and data design. Here, we analyze the impact and verify the
severity of resource scarcity impact on cloudlet. Considering Open stack as a cloudlet service
provider, we use mobile devices for a local user for the test bed.



4 Computer Science & Information Technology (CS & IT)

One is constrained of resources of cloudlet, since these resources are free to use, therefore the
available resources are not adequate when the number of users or applications request for
computational services from the cloudlet. The increasing user load, in some point make the cloud
resource scarceness and ultimately the resource constraint of cloudlet take more time to
application execution, which affect the user experience with long application execution delay. It
also creates the problem of on demand resource availability by the new user request since
resources are provisioned already and lack of available resources for the new requests. These
effects severely hindered the main purpose of using cloudlet.

Resource
for new requets

CLOUDLET
Cloudlets Resources:

Service Unavailability
for new user
Less Resources
Cloudlet overloaded
Problems CPU,
RAM,Storage

Increased waiting time
Less Scalable for offloaded results

Poor QoS/
performance/user
experience

Application
Execution Time

Cloudlet Problem Analysis with possible effects in clod services

Figure 1. Cloudlet problem Analysis with possible effects in application execution time

If we consider the aforementioned problems in cloudlet which are fewer resources and less
scalable, ultimately it affects the application execution time. Among the resources in cloudlets,
for our experiment we consider the processor speed, and how effective it will be to execute the
application in cloudlet. In application execution, we consider two aspects: One is in remote
application execution time which should be in cloudlet, and other one is in local application
execution time which we consider the time taken by the local execution by the mobile device. For
our experiment, we define and design a large program and a small program to differentiate it by
two types of execution time. It is obvious that large program computation time is more than the
small program computation time. We made it purposely to done our experiment. Several
important terms for this experiment:
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Figure 2. Comparison of small program execution time in cloudlet and mobile device

60

a0
Execution
time
(Seconds) 20

70

/ programe
10 — executed in
Mohbile device
a T T T T T T T T T T T T T T T 1
i 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Number of applications

Figure 3. Comparison of Large Program execution time in cloudlet and mobile device

We have done this experiment in Open stack Havana Cloud running in Ubuntu12.04 Linux server
and Samsung Galaxy S2 is used as a mobile device in the lab environment real test bed.
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Figure 4. Comparison of different types program execution time in cloudlet and mobile device

From Experiments and Figure 2,3,and 4, we can confirm that all of the cases if 16 users using
the cloudlet, then 17th number user have no benefit from the cloudlet in terms of program
execution time in cloudlet. Because, in this case, the mobile device can run faster, if execute in
locally.

3. PERFORMANCE ENHANCEMENT FRAMEWORK FOR CLOUDLET

This section reports a Performance Enhancement Framework for Cloudlet (PEFC) for MCC. The
objective is to explain and address the issues of resource scarcity problems which hindered the
cloudlet performance. This section explains the architecture and operating procedure and
performance of the proposed framework.

This framework basically consists with two major building blocks. One is the user side; we
assume it a mobile device. In this study, we assume all the devices are same type in operation
perspective. In the cloud side, we call it cloudlet, a small scale cloud which is built and operated
in open source cloud software named as open stack. We propose a novel Performance
Enhancement Framework for Cloudlet (PEFC) for MCC. PEFC address the issues of resource
scariness in cloudlet by offloading and shifting some of its workload or process to the nearby
mobile device using the Wi-Fi communication and finally sent the processed output to the
specific user. To design and development of the framework, we consider several important
offloading aspects. For decision making, we employed several decision making algorithms and
we consider the mobility pattern for the framework. Two tiers architecture of our framework
basically builds up with the mobile user which we consider as an end user. This user can be
identified as a smartphone, tables and even the laptop user.

After user sending the tasks to the cloudlet, then the second part is executed by the cloudlet for
task completion. This step involves several serious consideration and efficient consecutive
process for the whole task completion cycle. First of all, the framework check the usability of the
cloudlet whether it is practically beneficial for the user to offload the task. If yes then it goes
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through several sections instructed and directed by our algorithms. We explain the each steps
individually the main job and their internal execution to complete the whole task and send back
the result to the user. We present the framework components and building blocks in Fig 5. The
following section explains the components of PEFC framework:

3.1 Task Handler

Task handler is situated in Cloudlet side which first receives the task request from the mobile
device. Task handler mainly analyzes the task and makes a weight for the computational benefit
from the cloud. This task handler initially assesses the whole task and the priority and importance.
For the further analysis then it send to the aggregator and profile section.

3.2 Aggregator

The aggregator mainly aggregates all the components of the task and reorganizes and rearranges
it according to the sequence of the application. It basically incorporates the different components
of the task and reshuffles and reorganizes the random part to make it in an orderly meaningful
manner.

3.3 Profiler

Profiler mainly responsible for analyze the applications and its different components. It describes
the need of demand for computation units need to complete the task execution. In addition it can
make the all components of profile to identify and reorder the task and calculate the whole
necessary resources needed to finish the work.

Mobility Manager k::){ Aggregator ‘<:::>‘ Migrator
Analy'zer and Part-t-on/'DeC|S|on e .
Optimizer Engine

‘ Task Handler F}:D{ Profiler }C:D{ Resource Manager ‘

a . S 4 Cloudlet %’
= e Resources SF
583 Resocueces y

Figure 5. Main building blocks of Performance Enhancement Framework for Cloudlet
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3.4 Analyzer and Optimizer

After profiling, tasks are handed to the analyzer and optimizer section for further analysis based
on the profiler data. By using optimization techniques, analyzer and optimizer decide to further
processing of the request tasks which should be optimally done by the available resources for the
cloudlet and mobile devices.

3.5 Scheduler

Scheduler makes the scheduling for complete the task. It assigns the priority which devices the
task will reschedule and overall available resources for task scheduling. When task finish then it
update accordingly and make the resource free for the other sequential important task for
completion.

3.6 Partition/Decision Engine

The decision engine makes the decision of application execution. It could be the in to cloudlet or
to the mobile devices other than the sending devices. This section makes decision after analysing
the resources associated with the mobile devices resources. We employ several decision making
algorithm in this stage to get the optimized and enhanced performance by make the decision that
should be the optimized one.

3.7 Mobility Manager

Mobility manager hold the status of all the mobile devices connected to the cloudlet in the
proximity of cloudlet. It can be done by storing all the Wi-Fi signal strength registered with the
Wi-Fi zone and their signal strength confirm us the proximity of the all the nearest devices.
Among them, from the client profiler, we can have the resources latest update and the information
who are waiting for the cloudlet services by the receiving the results from the cloudlet. Mobility
is an important aspect which we also consider in our framework. From the mobility pattern
analysis, when decision engine make decision which mobile device, it is going to offloaded task
to the client devices can help the predicted mobile device.

3.8 Resource Manager

Resources indexing are keeping as a database to the cloudlet. All the available and presently used

resources are keep track by the resource manager. Therefore resource manager is responsible for
keep all the updated data and information in the cloudlet which is very important for the decision
engine to estimate the available resources from the cloudlet. Hence, every new device joining in
the network should register their resources by the profiler to the cloudlet and again, when any
device leave the network, instantly the resource manager remove the device and it’s available
resources from the database.

3.9 Migrator

Cloudlet use Migrator to transfer the portion of data or code segment or process to migrate to the
surrounded mobile devices. Obviously, decision engine using our algorithms make decision to
choose the best case mobile device. After that for sending the code, migrator is responsible of
sending to the mobile device. Migrator receives the result from the mobile device to process it
again by sending to the aggregator and other further steps.
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3.10 Client Devices Resources

The resources which are embedded with the client mobile devices are mentioned or marked here
as user device resources. It could be CPU, memory or even storage. Several cases it could be the
installed software that cannot be processed by the cloudlet or clod let has not installed with the
software facility. We can have huge sensors now a day that could be great resources as well such
as GPS, camera, thermometer, location apps, and embedded other latest sensors.

3.11 Cloudlet Resources

Resources which are belongs to cloudlet are normally considered as CPU, memory, and hard
disks. In this experiment and our frame work, mainly we consider the compute-intensive
applications, hence we identified the CPU is the main resources. As, we proof in chapter 3 that
certain cases, this resources are not adequate and we call it some point it as a resource scarcity
which degrade the overall cloudlet performance negatively. We aim to consider the problem and
propose the solution to shift some application or process from the cloudlet to the nearest mobile
devices that they can act as collaborative resources for the cloudlet. Since when the loads are
reduced from the cloudlet, ultimately the performance has been increased and the results we get
from the nearest mobile devices as working as a resource node or hub eventually make the whole
process faster and make the cloudlet to increase the performance and can get rid of resource
scarcity.

4. ADVANTAGE AND SIGNIFICANT

Our proposed framework has several important and significant features and charters tics which
we outline below:

4.1 Enhanced Resources

One of the most significant features of this framework is it eventually increase the resources of
cloudlet. In fact, practically, it does not increase the physical resources of the cloudlet .However;
it does ultimately the same thing, if we increase the physical resources to the cloudlet. Especially
when it dealt with the shifting tasks from cloudlet to the mobile device, in reality, it reduces the
load from the cloudlet resources which free the cloudlet resources.

4.2 Nearest Proximity

The resource rich mobile devices are located to the close proximity of the cloudlet which brings
the mobile devices additional or extra resources nearby to the cloudlet. Moreover, this nearness
makes the framework more stable because it is less affected by the band width or network latency
which is common for distant cloud.

4.3 No Cost

In the cost perspective, no costs are involved with this model and we know the cloudlet service is
free. Hence this model is pretty straight forward no payment module involve with in it. This also
help easier to implement the model and encourage the near vicinity of the cloudlet user to use
their resources as free but still the mobile user who give his/her resources for the cloudlet ensure
the advantage of time or energy benefit. This establishes the strong feasibility of free service and
in this model the cloudlet and the mobile user both are getting mutual benefit with this model.
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4.4 Performance Enhancement

Most important aspect of this framework, we get extra resources without any payment which
ultimately increase the overall performance. It works both ways, at the same time it ensure the
cloudlet performance increase and well as the mobile user performance by helping the mobile
user to perform his tasks in timely manner with time and energy benefit.

4.5 Network delay

Our proposed framework considers the resources from the cloudlet and some are from the nearest
mobile devices collaboratively. Therefore, this framework model do not need cellular or mobile
network for communication between client and cloud. Moreover, it works using the wireless
network with Wi-Fi connection, hence notably important that this proposed framework is free
from communication latency and network delay.

4.6 Adaptive ness

To make the experiment simple and to avoid complexity, we make the framework simple and use
one type of mobile devices. However, this model is suitable and appropriate for other devices
with different operating systems. In short, it is feasible and supports the heterogeneity devices and
operating system. Therefore, this framework has a strong adaptive ness with different platform
and software which make it as strong business feasibility in the marketplace for its adaptive ness.

S. CONCLUSIONS

In this paper, we highlight the cloudlet resource scarcity impact on overall performance in the
cloudlet for mobile cloud computing. First we explain several basic concepts of cloudlet, then, for
empirical analysis, we make several assumptions and research boundaries. In addition, we
experimentally examine the effects and impacts of finite resource on cloudlet overall
performance. We establish the research gap and present cloudlet finite resource problem. In this
study, we propose a framework, PEFC, to enhance the cloudlet performance. Our proposed
framework, mitigate the resources scariness of cloudlet by shifting the load to the nearest idle
mobile device to enhance the cloudlet performance. We describe the frameworks several
components and highlights it’s the important and distinct features. Finally, our framework shows
the cloudlet performance enhancement and in our future work, we will implement the framework
and empirically investigate the performance enhancement of the cloudlet in mobile cloud
computing.
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ABSTRACT

Reliable embedded systems play an increasing role in modern life, especially in modern
automotive designs. Many studies have proved that it performs better in many situations.
Firstly, reliable embedded systems provide the system reliability improvements. Secondly,
reliable embedded systems also can improve the development efficiency and make the
development cycle shorter.

However, in the high real-time required occasion, the software implementation of the RTOS
can’t fully meet requirements. To have better real-time only through the algorithm improvement
or just increase the processor speed. On the contrary, operating system based on a hardware
implementation can make it more real-time and more reliable. The reason is due to that the
hardware circuit is independent of the processor running and do not take up the processing time
of the processor. Thereby it can save time to execute other tasks and improve real-time. In this
paper, ARM+FPGA will be choose as the IP hardware development platform.

KEYWORDS

Time-triggered/event-triggered, jitter, hardware schedule.

1. INTRODUCTION

Since the 1980s, some international IT organizations have started to research the commercial
embedded real-time operating system and specialized real-time operating system. Form that on,
there appears many real-time operating systems, like VxWorks, LynxOS, embedded Linux,
TRON and uC / OS-IL.

In the 80s of the last century in the US, Jaehwan Lee and Vincent John MooenyllI[1]
[2]compared the RTOS scheduler implementation from hardware to software, and make a RTOS

scheduler accomplished by specialized hardware IP core which will greatly improve the work
efficiency of the RTOS.

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, NLP - 2015
pp. 13-26, 2015. © CS & IT-CSCP 2015 DOI : 10.5121/csit.2015.50402
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In Brazil, Mellissa Vetromilleand Luciano OST[3]compare and analyze the RTOS scheduler
accomplished by the software and hardware, the results was that hardware scheduler has higher
reliability.

In Japan, Professor Takumi Nakano[4][5]developed a silicon wafer named STRON-I (Silicon
0OS) in 1990s. It used VLSI to hardened the operating system TROS to a chip. Therefore, the

operating system chips can work in parallel with the microprocessor, which can further ensure the
real-time and high reliability of real-time operating systems.

The TTE32-HR2[6]microprocessor made by TTE Systems, which used the cooperative
scheduling hardware implementation as the TTE32 kernel peripherals and use it to achieve the
task scheduling.

Summary: We can find that the research is mainly concentrated in the local module of the
hardening operating system, while little research literature based on the overall hardware design
and implementation of real-time operating system. Therefore, we should have deeper research in
how to carry out the optimal software partitioning for real-time operating system and accomplish
a hardware real-time operating system.

Nowadays, in our country, real-time operating system based software mainly has two different
types: one of that is China's independent research and development of real-time operating system,
for example: the open source RT-Thread, Delta OS, Hopen OS, CASSPDA developed by Chinese
Academy of Sciences, Beijing Software Engineering Centerand HBOS of Zhejiang university.
Another one is completed by secondary development that based on foreign operating system. This
kind of operating system is the exclusive use of the system such as the Chinese Academy of
Sciences of the red flag Linux and Shenzhen blue Linux.

At present, the domestic research in literature hardware real-time operating system is nearly zero
until some articles have been published recent years. For example, HouMi, from Shanghai
Jiaotong University, proposes and designs a real-time task management device based on
hardware. WangChuanfu and Zhou Xuehai, from the University of Science and Technology of
China's, put forward a method to improve the performance of hardware multithread processor.
Zhejiang University professor Chen Tianzhou[7] proposed a CPU FPGA hybrid architecture
hardware thread execution mechanism method. Cui Jianhua, Sun Hongsheng and Wang Baojin,
from PLA Information Engineering College design a simple hardware real-time operating system
and realize the task scheduling, interrupt management and basic function of timer management
RTOS with a FPGA development board.

Summary: The present study has focused on the hardware task scheduling and hardware
interrupts processing. However, the communication and synchronization between tasks, memory
management and implementation in hardware context switch are still a problem to be solved and
research.

Our design is a hardware real-time operating system IP kernel which including task scheduling,
interrupt processing, communication and synchronization between tasks, and time management.
The kernel development use ARM+FPGA as the IP hardware development platform.
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2. RELATED WORK
2.1 Hardware platform
There are two ways we can choose to realize hardware platform.

First: ARM+FPGA, the following picture is an overview which we realize on FPGA.

/ Task Manager \ Semaphore Mailboxes

Task_REG1 Task_REG1 Mbox_REG1
Task REG2 Task_REG2 Mbox_REG2
Task_REG3 Task_REG3 Mbox_REG3
Task_REG4 Task_REG4 Mbox_REG4
Task_REG5 Task_REG5 Mbox_REG5
Task_REG6 Task_REG6 Mbox_REG6
Task_REG7 Task_REG7 Mbox_REG7
FSMC Task REGS8 Task_REG8 Mbox_REG8

Controller

L CO-Processor

TASK IRQ
- Hardware Scheduler

JYVY

AAA

Timer

l l ,,

/ﬁessage queue Event flags Mutex

Q _REG1 Flag_REG1 Mutex_REG1
Q _REG2 Flag_REG2 Mutex_REG2
Q_REG3 Flag_REG3 Mutex_REG3
Q_REG4 Flag_REG4 Mutex_REG4
Q_REGS5 Flag_REG5 Mutex_REG5
Q_REG6 Flag_REG6 Mutex_REG6
Q_REG7 Flag_REG7 Mutex_REG7
Q_REGS8 Flag_REGS8 Mutex_REGS8

Figure 1. ARM+FPGA
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Second: Only using FPGA, just like the following picture. This picture comes from TTE Systems

TTE32-HR2 Microcontroller
TT3 Core

32 Core
registers

32-bit
Mul/Div

| el |l =T BT

Ex EN EA EX EX E3 EA

Figure 2. FPGA

Considering that the second method is inconvenient to debug. So we choose the first method as
hardware platform.

In order to better test the hardware real-time system. We have made a total of 10 sets of
development board.

Features of the platform include:

(1) MCU uses ST Company’s STM32F103VET6
(2)  FPGA uses Altera Company’s EP4CE6E22C8
(3)  Supply voltage acquisition circuit

(4)  Supply voltage acquisition circuit

(5)  Ethernet module

(6)  Two Serial port modules

(7)  ZigBee module

(8) CAN interface

(9)  Segment module

(10) 4.3-inch LCD module

(11) Analog signal acquisition circuit

(12) Buttons and LEDs
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2.2 Hardware RTOS features

Delete task Suspend A
Wait for internal
event, task delay
Delay/Internal
Responseness
A 4
Task create Task Scheduling
Sleep Ready Running
Task deleted End of time slice,

IRQ

Task End/Deleted

Figure3. State Switching

The Hardware RTOS mainly achieved functions as follows: preemptive scheduling, task
management, semaphores, message mailboxes, message queues, mutexes and event flags group.

We have completed all the necessary components for small real-time embedded systems.

Support the creation of 8 tasks

Support the creation of 8 semaphores
Support the creation of 8 message mailboxes
Support the creation of 8 message queues
Support the creation of 8 mutexes

Support the creation of 8 event flags groups

The FPGA can easily extended to support more components and tasks.

2.3 The communication between ARM and FPGA

By using FSMC interface of STM32, we can realize the communication between ARM and
FPGA. In order to make FPGA as one part of ARM kernel peripherals, we use Bus Interface
instead of SPI or UART.
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CS FSMC-NE1
FSMC > FSMC

WR FSMC-NWE

RD FSMC-NOE
NOR/PSRAM > NOR/PSRAM
memory memory
controller DataBus FSMC-D[15:0] controller

AddressBus FSMC-A[18:16]

Task IRQ

A

Figure4. ARM and FPGA interface

2.3.1 Writing data to FPGA

From the figure above, there are 16 data wires, 3 address wires. ARM can only access to eight 16-
bit data on FPGA. In order to access to more data, We use a method similar to serial. By
distinguishing different ID, we realize the access to more data, Each ID can access to eight 16-bit
data on FPGA. For example. Writing data to FPGA is mainly used to initialize register.

When register HW_ID =0, ARM can access to eight 16-bit data on FPGA.

HW_ID =0;
HW_DELAY =111,
HW_PERIOD = 0;
HW_GPT = 144
HW_AOT = 155;
HW_BACKUP = 166;
HW_OVERRUN = 177;
HW_CONTROL = 1;

When register HW_ID =1, ARM can access to eight 16-bit data on FPGA.

HW_ID =1;
HW_DELAY =211;
HW_PERIOD = Oxffff;
HW_GPT =244,
HW_AOT = 255;
HW_BACKUP = 266;
HW_OVERRUN = 277,
HW_CONTROL = 1;
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2.3.2 Reading data from FPGA

Reading data from FPGA is similar to writing data to FPGA.
Each ID can read eight 16-bit data from FPGA. Reading data is mainly used to read the current
highest priority task which needs to execute from the FPGA.

2.3.3 Scheduler Tick Interrupt

Scheduler Tick Interrupt is generated every millisecond by FPGA.
After ARM receive external interrupt, the interrupt service routine read the current highest
priority task which needs to execute from the FPGA.

3. THE TASK WE COMPLETED

We have mainly achieved functions as follows: preemptive scheduling, task management,
semaphores, message mailboxes, message queues, mutexes and event flags group. We have
completed all the necessary components for small real-time embedded systems.

Support the creation of 8 tasks

Support the creation of 8 semaphores
Support the creation of 8 message mailboxes
Support the creation of 8 message queues
Support the creation of 8 mutexes

Support the creation of 8 event flags groups

The following specific describes the various parts of the implementation.

3.1 Preemptive scheduler
There are three key points to realize preemptive scheduler:

When a task signals or sends a message to a higher-priority task, the current task suspended and
the higher-priority task is given control of the CPU.

When each tick interrupt comes, if there is a high priority task is ready, high priority task will
preemptive low priority task. When a task signals or sends a message to a higher-priority task, the
massage has been sent, the interrupted task remains suspend and the newer higher priority task
resumes.

3.1.1 FPGA

A core job to realize preemptive scheduler is to figure out how to find the highest priority task
inside the task ready list. We use the priority encoder to realize it. The method is as follows:

function[15:0] code;
input[7:0] din;
case x (din)
8'b1000_0000 : code = 16'h7;
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8'bx100_0000 : code = 16'h6;
8'bxx10_0000 : code = 16'h5;
8'bxxx1_0000 : code = 16'h4;
8'bxxxx_1000 : code = 16'h3;
8'bxxxx_x100 : code = 16'h2;
8'bxxxx_xx10 : code = 16'h1;
8'bxxxx_xxx1 : code = 16'h0;
default: code = 16'h7;
end case
end function

We must pay special attention to a point that the idle task is always ready. Idle task has the lowest
priority, when there is no task running, idle task will be executed.

3.1.2 ARM

For this hardware real-time systems, we just need pay attention to two points:

Task-level task switching, which is mainly to realize a high priority task switch to a low-priority
task.

Interrupt-level task switching, to determine whether there is a higher priority task is ready when
interrupt quit and switch to the high priority task.

3.2 Task management

The task management mainly to achieve three functions: Delay time setting, Suspend the task,
Task resume.

Each task has 8 configurable registers
Task_REG2 Delay time setting
=0 add task to ready list
= Oxffff delete task for ready list
= others the task delay time to be set
Task_REG3 Task ID
0-7 8 task ID, read the register can get the current highest priority ready task
Task_REGS 1initialization task execution
=1 task can be executed
= others task can not be executed

3.2.1 FPGA

The task will be start when Task_REGS8 = 1, every single task running on the FPGA is a separate
process but not put them all in one process. This can make full use of hardware real-time system.

always @ (posedge clk)
begin

taskl ;

task?2 ;

End
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always @ (posedge clk) begin
taskl ;

end

always @ (posedge clk) begin
taskl ;

end

3.2.2 ARM

ARM just need simply set the register to configure all tasks.

e Setting the task delay time

Task REG3 =0; //settask O

Task_REG3 = 100; //set task delay time

e Task suspend, delete task form ready list.
Task_REG3 =0; //settask O

Task_REG3 = 0xffff; //to suspend task

e Task recovery, add the task to ready list
Task_REG3 =0; //settask O

Task_REG3 =0; //torecovery task

3.3 Semaphore

Semaphore is to establish a flag for shared resources. The flag indicates that the shared resources
occupancy. Hardware RTOS can support to create 8 semaphores, each semaphore has 8 registers.
Register Description:

Task_REG3 semaphore ID
8 - 15 represents the semaphore ID can be created
Task_REG4 wait semaphore events list
write to this register, add task to this semaphore’s wait list.
read from this register, find the highest priority task form wait list.
Task_REGS5 Semaphore count, indicates the number of available resources

3.3.1 FPGA

In the implementation of the semaphore, Hardware RTOS not only provide the required scheduler
function but also can find out highest priority task in semaphore wait list.

3.3.2 ARM

Mainly provides the following three functions, which is used for the semaphore register
initialization and implementation.

e void OSSemCreate(uint16_t ucSemlID, uint16_t uiSemCnt);
This function is used to initialize the semaphore

When uiSemCnt = 0 can use semaphore for task synchronization
When uiSemCnt> 0 indicates the number of available resources
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¢ void OSSemPend(uint16_t ucSemlID, uint16_t ucSemTime, uint16_t ucPendTaskID);
This function is used to request the semaphore

When ucSemTime = Oxffff indicates the task suspend until there are available resources.
When ucSemTime>0 indicates the task suspend times

e void OSSemPost(uint16_t ucSemlID);
This function is used to release the semaphore

3.4 Message mailboxes

Message mailbox is mainly used for the transmission of messages between the two tasks.
Hardware RTOS support to create 8 message mailboxes, each message mailbox have
8registers, Registers are described below:

Mbox _REG3 message mailbox ID
16-23 indicates the semaphore ID can be created.
Mbox _REG7 wait message mailbox events list
write to this register, add task to this message mailbox’s wait list.
read from this register, find the highest priority task form wait list.

3.4.1FPGA

In the implementation of the message mail box, Hardware RTOS not only provide the required
scheduler function but also can find out highest priority task in message mailbox wait list.

3.4.2 ARM

Mainly provides the following three functions, which is use for the message mailbox register
initialization and Implementation.
e void OSMboxCreate(uintl6_t ucMboxID);This function is used to initialize the

semaphore

e Used to create the message mailboxes

e void *OSMboxPend(uintl6_t uiMboxID, uintl6_t uiMboxTime, uintl6_t
uiPendTaskID);

This function is used to request message mailbox
When uiMboxTime= Oxffff Indicates the task suspenduntil there are available resources.
When uiMboxTime>0 Indicates the task suspend times

¢  OSMboxPost(uint16_t uiMboxID, void *Pmsg);

This function is used to send a message
3.5 Message queue

The realization method of the message queue is similar to the message mailbox, but it is
necessary to do a circular queue for the message queue used for message’s FIFO or LIFO.
Hardware RTOS support to create 8 message queues, each message queue have 8 registers.
Registers are described below :
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Q_REG3 messagequeuelD

24-31 Indicates the message queue ID can be create.

Q_REG6 Wait message queue events list

write to this register, add task to this message queue’s wait list.
read from this register, find the highest priority task form wait list.

3.5.1 FPGA

In the implementation of the message queue, Hardware RTOS not only provide the required
scheduler function but also can find out highest priority task message in queue wait list.

3.5.2 ARM

Mainly provides the following three functions, which use for the message queue register
initialization and Implementation.

¢ void OSQCreate (void **start, uint16_t uiSize, uint16_t uiQueuelD);
Used to create the message queue.

¢ void *OSQPend(uint16_t uiQID, uint16_t uiQTime, uint16_t uiPendTaskID);
This function is used to request message queue
When uiQTime= Oxffff Indicates the task suspenduntil there are available messages.
When uiQTime>0 Indicates the task suspend times

e uint8_t OSQPost(uint16_t uiQID, void *Pmsg);
This function is used to send a message.

3.6 Event flag group

In the real applications practical, The task often need to determine the operation mode of the task
according to the result of the amount of a composition of a plurality of semaphore. So we provide
event flag group for this. Hardware RTOS support to create 8 event flag group, each event flag
group have 8 registers, Registers are described below:

Flag_ REG1 wait event flag group’ list

write to this register, add task to this event flag group’s wait list.
read from this register, find the highest priority task form wait list.
Flag _REG3 event flag group ID

32-39 Indicates the event flag group can be created.

3.6.1 FPGA

In the implementation of the event flag group, Hardware RTOS not only provide the required
scheduler function but also can find out highest priority task in event flag group wait list.
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3.6.2 ARM

Mainly provides the following three functions, which is used for the event flag group register
initialization and Implementation.

¢ void OSFlagCreate(uint16_t ucFlagID);
e Used to create the event flag group.

e void OSFlagPend(uint16_t uiFlagID, uintl6_t uiFlagTime, uintl6_t uiPendTaskID,
uint16_t uiFlag);

This function is used to request event flag group.

uiFlaglD Indicates the flag need to be get .

whenuiFlagTime= Oxffff Indicates the task suspend until there are available resources.
When uiFlagTime>0 Indicates the task suspend times

e void OSFlagPost(uint16_t uiFlagID, uint16_t uiFlag);
This function is used to send event flag group
uiFlagID Indicates event flag group which is need to sent.

3.7 Mutual Exclusion Semaphore

Binary semaphore is so easy to cause priority inversion, so we use mutual exclusion semaphore to
achieve exclusive use of shared resources. Hardware RTOS support to create 8§ mutual exclusion
semaphore, each mutual exclusion semaphore have 8 registers, Registers are described below:

Mutex _REG3 mutex ID

40-47 Indicates the mutex ID can be created

Mutex _REG8 Wait mutex events list

write to this register, add task to this mutex’s wait list.

read from this register, find the highest priority task form wait list.

3.7.1 FPGA

In the implementation of the mutual exclusion semaphore, Hardware RTOS not only provide the
required scheduler function but also can find out highest priority task in mutex wait list.

3.7.2 ARM

Mainly provides the following three functions, which is used for the mutex register initialization
and Implementation.

e void OSMutexCreate(uint16_tuiMutexID, uint8_t uNewPrioty);
This function is used to initialize the mutex

¢ void OSMutexPend(uint16_tuiMutexID,uint16_tuiMutexTime, uint16_t ucPendTaskID);
This function is used to request the mutex
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When uiMutexTime= Oxffff Indicates the task suspenduntil there are available resources.
When uiMutexTime>0 Indicates the task suspend times

¢ void OSMutexPost(uint16_t uiMutexID);

This function is used to release the mutex

4. DISTRIBUTED DEPLOYMENT

Many modern embedded systems contain more than one processor. For example, a modern
passenger car might contain some forty such devices, controlling brakes, door windows and
mirrors, steering, airbags, and so forth. Similarly, an industrial fire detection system might
typically have200 or more processors, associated - for example - with a range of different sensors
and actuators. Two main reasons:

- Additional CPU performance and hardware facilities
- Benefits of modular design

Master node Slave node 1 Slave node 2 e o 0 Slave node #n

A Ye——  ACK Ye——  AK Yy
O >0 > »O
Tick Msg Tick Msg Tick Msg

Figure5. S-C scheduler

By using a shared-clock (S-C) scheduler, we can link more than one processor. There are many
ways to realize shared-clock scheduler. For examples, using external interrupts, using UART, can
bus and so on. Here we will use ZigBee wireless to realize shared-clock scheduler.

5. CONCLUSIONS

The real-time operating system shows more real-time and reliability that based on the hardware
implementation. Because the hardware implementation is running independent of the processor
running, it does not consume the processing time and processor saves time to execute tasks, so
that task scheduling and real-time is improved.

ACKNOWLEDGMENTS

This work was supported by Science & Technology Planning Project of Shenzhen City Grant No.
JCYJ20120613112757342.



26

Computer Science & Information Technology (CS & IT)

REFERENCES

(1]
(2]
(3]

(4]

(5]
(6]

(7]

(8]

V.MOONEY 1III, JLEE, A.DALEBY, etal. A comparison of RTU hardware RTOS with a
hardware/software RTOS[C]. Design Automation Conferece(ASP_DAC '03), 2003:683-688 .
V.MOONEY III, BLOUGH D.M.A Hardware-Software real-time operating system framework for
SOCs[J]. IEEE Design and Test of Computers Magazine, 2002, 19(6):44-52

MELISSA VETROMILLE , LUCIANO OST, CESAR A .M.MARCON, et.al RTOS Scheduler
Implemention in Hardare and Software for Real time Application [C]. proceedings of the
senventeenth IEEE International workshop on rapid system protoryping(RSP 06). 2006:163-168
T.NAKANO, U.ANDY, M.ITABASHI, et.al. Hardware Implemention of a Real-time Operating
System[J]. Proceedings of the Twelfth TRON Project International Symposium IEEE Computer
Society Press, Nov,1995:34-32.

T.NAKANO, U.ANDY , M.ITABSSHI, etal. VLSI Implementation of a Real-time Operating
System[J]. Proceedings of the ASP-DAC '97 Asia and South Pacific, January 1997:679-680
TTE32-HR2 evaluation microcontroller programming guide. Datasheet and Programming Guide
TTE32-HR2 Microcontroller (r1.2): March 2011. This document is copyright © TTE Systems
Limited 2007-2011.

CHEN TIANSHOU, WU XINGLIANG, HU WEI. Research on OS-AwareEmbedded Power-Saving
Architectre[C]. The 2rd Joint Conference on Harmonious Human Machine Environment,
HHME2006,PCC'06: 52-59

ADOMAT J, FURUNAS J, INDH L, etal. Real — time Kernal Hardware RTU: A step torwards
deterministic and high performance real-time systems[J]. Proceedings of eighth Euromicro Workshop
on Real-time Sysrems, 1996:683-688.

AUTHOR

Qiang Huang

Professor of ShenZhen University, P.R. China. born on 1977. Graduated from the
University of Liverpool in Electrical Engineering with Ph.D 2004.

He has published more than 30 papers in international journals and conference
proceedings, 20 of which were indexed by SCI / EI / ISTP. His research work is
supported by Chinese National Natural Science Foundation, Guangdong Province
research foundation and Shenzhen Municipal Science-Technology foundation.




MOBILE APPLICATION TESTING MATRIX
AND CHALLENGES

Bakhtiar M. Amenl, Sardasht M. Mahmood” and Joan Lu®

'3School of Computing and Engineering,
University of Huddersfield, Huddersfield, UK
2Statistics and Computer, College of Commerce,
University of Sulaimani, Sulaimani, Iraq

ABSTRACT

The adoption of smart phones and the usages of mobile applications are increasing rapidly.
Consequently, within limited time-range, mobile Internet usages have managed to take over the
desktop usages particularly since the first smart phone-touched application released by iPhone
in 2007. This paper is proposed to provide solution and answer the most demandable questions
related to mobile application automated and manual testing limitations. Moreover, Mobile
application testing requires agility and physically testing. Agile testing is to detect bugs through
automated tools, whereas the compatibility testing is more to ensure that the apps operates on
mobile OS (Operation Systems) as well as on the different real devices. Moreover, we have
managed to answer automated or manual questions through two mobile application case studies
MES (Mobile Exam System) and MLM (Mobile Lab Mate) by creating test scripts for both case
studies and our experiment results have been discussed and evaluated on whether to adopt test
on real devices or on emulators? In addition to this, we have introduced new mobile application
testing matrix for the testers and some enterprises to obtain knowledge from.

KEYWORDS

Mobile App Testing, Testing Matrix, Automated and Manual Testing.

1. INTRODUCTION

The world of mobile application is emerging rapidly and it attracted extensive research interests
[12]. In fact, due to easiness of technology, every day millions of mobile users are depending on
their mobile apps to conduct and browse internet for social networking (e.g., Facebook, Twitter,
LinkedIn, Instagram), for online banking (transaction and balance sheet), for emailing (arrange
meeting and solving problems). According to [23] every year extraordinary numbers of
applications are flooding onto the market with forecast of 76.9 billion global downloads in 2014
worth of US$35 billion [34]. Therefore, the comprehensive mobile application testing is crucial to
direct high quality of applications and satisfies user needs, whereas studies indicated that
developers are more focusing on the application back end and functionality rather than use
experiences. In fact, a user feedback is one of the fundamental parts of application’s reputation to
ensure app’s owners with successful or failure of their application [20]. Commonly, users can
easily drop interesting in problematic mobile app, and will abandon it after only one or two failed
attempts.

The purpose of this paper is to investigate and provides solutions to firstly; whether agility testing
or physical testing is the most appropriate to adopt? Secondly; identify new testing matrix for
testers to obtaining knowledge from. Thirdly and finally; introduce new mobile application test
David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, NLP - 2015
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strategy, testing state-of -art. More to this, we have analysed both case studies MLM and MES
results and critically evaluate individual findings for experiment results.

This paper is organised as it follow; Section two is consists of mobile app definition, test
definition, mobile test matrix including test environments, test techniques, test levels and test
scopes. Section three presents existing mobile app testing tools while section four introduces
testing strategy. Section five provides related work. Case studies experiment results illustrated in
section six and section seven provide conclusion and future of work.

2. BACKGROUND

This section is consist of three parts; definitions of mobile application, testing definitions and
mobile application testing matrix.

2.1 Mobile Application

Mobile application is a written source code in various programming languages (e.g. Java) and
designed for smartphones to operate on Mobile OS platforms (e.g. Android, iOS). The purpose of
mobile application is to enhance user’s daily life throughout (online banking transactions and
emails) or for entertainments like (social media and gaming). The novel of mobile app is designed
for the user to input data from touch screen and expected output results efficiently and effectively
regardless of the application’s development knowledge.

2.2 Testing Definitions

Testing defined by [2] [25] [35] is ‘the process of executing a program with the intent of finding
errors’. In fact, test is one of the fundamental requirements of mobile app development
methodology phases in the development life cycle to measure the quality of application’s standard
and to avoid vital bugs. Due to the rapid growth of mobile apps every year, developers and
enterprises are losing confidence in to relays on the best testing techniques and adopt economical
ways of delivering mobile apps in to the market [16] [19] [32].

2.3 Mobile Application Testing Matrix

Mobile Apps testing is more complicated than the software or web apps testing due to the nature
of development specifications techniques like; OS platforms, devices and screen resolutions [14]
[33]. However, we have managed to impalement and organise mobile application testing matrix
from [40] to Test Techniques, Testing Environment, Test Level, and Test Scopes as depicted in
Figure 1.

Test Test
Scopes Technigques

Mobile
Application
Testing
Matrix

Figure 1: Mobile Application Testing Matrix
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2.3.1. Test Techniques

According to Selvam in [40] the principal test challenge arise throughout mobile apps
development process “how to test the apps”. The authors of [6] [7] [40] emphasized that, it’s very
crucial to decide whether automated or manual testing are the most appropriate testing techniques
to adopt in mobile apps testing stage, Figure 2 depicted the techniques. Moreover, we have
conducted both techniques for our case studies of MES and MLM in order to obtain our paper’s
objective questions. The experiment results of both case studies were demonstrated in the result
section with emphasised issues in each technique. On the other hand, researchers are indicating
that automated testing is more relaying on programming development tool for instance Monkey
Talk, Test Plant and other top mobile apps testing tools depicted in Table 3. Whereas, according
to the researchers prospective, manual testing is more relaying on human interaction like usability
testing.

2.3.1.1 Automated Testing

Automated testing technique is highly desirable, for this reason automated testing is capable in
decrease of human errors, efficiency in finding bugs, with less time consuming [3]. In fact,
automated testing is permit tester to verify the main critical features of the application by testing
different data sets [42]. According to Quilter in [39] automated testing has capability to execute
large volumes of repeatable scenarios beyond human capabilities to undertake manually.

2.3.1.2 Manual Testing

Manual testing is very time-consuming compare to automated testing, and often it has limitation
in testing through the limited user-interface of the mobile device. Manual testing acknowledge
tester to create test case and follow the test case design, instruction design to achieve their
specific test goals [19] [40]. In addition to this, automated Vs manual results would be
demonstrate in the testing results section Seven.

Automation
Testing

Manual
Testing

Figure 2: illustrates mobile App tests techniques

2.3.2 Test Environments

The critical demands on test environments are widely remained within scientist and enterprises.
Kim in [28] argues that ‘developers establish mobile applications on a desktop computer using a
development toolkit and emulator’. Therefore, this is indicating that developer is enabling to test
on both real device and simulator. Whereas, Simulator has matching look and feel of real device
and it executes on desktop operating system. According to Quilter in [39] Simulator-based
approaches have various specific advantages like lower cost, scalability, time and easy of
implement, opposite to the real device. Figure 3 depicted mobile application environments.
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2.3.3 Test Levels

Test level is one of the fundamental crucial parts of mobile application development. Mobile apps
test level consists of; Unit Testing [11] [24], Functionality Testing [24], Usability Testing [24]
[35], Compatibility Testing, Regressions Testing [24], Security Testing [18][22], Acceptance

Testing [18][22] and Network Testing [35].

Computer Science & Information Technology (CS & IT)

Table 1 Different Testing Level in Mobile Application

Test Who does When is
. Specification Why this type? Opacit
Levels it? P y yp Necessary? pacity
Complete the test To check app When the
automatically through code structures to | Programmer wrote
Unit run the test script to find bugs and a piece codes .

. White box
Testing Programmer | ensure that the test has errors Testin
[11], [24] turned from "red" 2

(failure) to "green"

(success) [11]

Verifies app/site content | To check the During and after
Functional (1mages, text, Cf)ntrols, app’s . the development Black box
. . and links) as it is functionality and stage .
ity Testing | Programmer . and While
[24] displayed on the actual compare the box Testing

mobile devices. [11] user’s

[22] requirement

Refer to the app’s To check apps After app’s
Usabilit effectiveness, efficient link validation, functionality

ity Client, and satisfaction multiple completed. Black box

Testing s .
Users [24][35] browsers’ support, Testing
[24][35] :
screen resolution.
[24]
Compatlbl Programmer Refers to vallqatlon of To .ver1fy and ’ When the app Black box
lity the apps for different validate of app’s completed and .
. Independent - s . and While
Testing operating system, compatibility before deliverable .
Tester . : box Testing
mobile devices [24]
Regressio | Client and Expect apps operating To ensure the Before the Black box
ns Testing | Independent | 3 intends to [24][35] correctness of application and While
[24] tester [24] app’s operation | deployment box Testing
To ensure with app’s To ensure with Atend of Black box
encryption/decryption information development and While
Security techniques in used protection process box Testing
Testing Programmer | sensitive data of users landscape [35]
[18][22] (e.g. ID, Password,
Credit card details) [35]
The objective of To Delivery and When the user
Acceptanc acceptance testing is to evaluate the acceptance criteria | Black box
e Testing Client create confidence in the | application in met with the and While
[18][22] application [18][22] aspect of end user | requirements box Testing
point of view [18][22]
ompatibility app’s o check app’s efore the app’s
Network C ibili ’ To check app’ Before th ’
Network . with different Network connection deliverable phase .

. expertise . - While box
Testing and signal (Wi-Fi, 2G, 3G, strength and Testin
[35] Programmer 4G) Impact of weakness. g

e Connectivity Issues [35]
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Figure 3: Mobile Application Testing Environments

2.3.4 Test Scopes
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Generally, test scopes have been categorised in two major parts, functional (black box) and
structural (white-box) [42] [14]. The following table is depicted the classification of each parts.

Table 2 Different Testing SCOPES in Mobile Application

SCT(f;; ; What is it? Who do¢S | Why this type?
Known as functional and non-functional testing. Black box | Independen | To detect bugs,
testing is a widely used in testing environments. The t undertake | errors in the app’s
Black Box . s
Testing component under. test has inputs, outputs, and a . the test codes.. Tes.t app’s
(14] specification, V{hlch states .the relationship .between inputs functionalities
[42][43] and outputs. It ignores the internal mechanism of a system [24]

or component and focuses solely on the outputs generated

without prior knowledge of it source code [14][24][42][43]

Known as structural testing, cover the internal data Developers | To detecting
White Box | structures that exercised to ensure validity of test Execute logical errors in
Testing conditions, with good knowledge of the source code This test the program code
[271[37] [271[31]1[351[42][43] (Unit Test)

[27], [37]

3. STATE OF ART

In this section, testing tools that are supporting the testing techniques have been proposed
specifically for mobile app testing environments. Each tool has been described in Table 3 in terms
of their licenses whether they are open source tools, the table consists of tool’s device support for
instance Android, iPhone or multi platform as well as tool’s scripting and languages. Finally

provides the tool’s specification testing types support.

Table 3: Mobile apps testing tools

Logo License Support Scripting/ Testing Types
Device Language
Andos SDK Unit Testing
Open Source | Android JAVA GUI interface [9]
Window or Mac L GUI interface
— Open Source {08 Objective C Unit Testing [10]
Simulator
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Open Source iPhone & HTML5 Functional,
P Android etc. & JAVA GUI Testing [17]
. . GUI, Accepting
Open Source | Multi Platforms | Unit Test Testing [46]
L
7 . Test across
M BN Phone & ) .
lestvlant | Cost Ao mobile OS with | GUI Test [44]
a single script
= . Vari ¢
:‘:ﬁ Open Source ariety o C# Google Test UI
= platforms
A Cost Multi Platforms | A single Script GUI Testing [38]
O ‘ Cost Android, iPhone | C#, Java, Perl & |Functionality & Speed
EXpEfItESt etc. Python Performance [13]
keynote iPhone, Functionality,
i “‘: “’“"“’:‘“ Cost Android ‘g?)\.:;if; C Usability,
e T etc. ) Performance [26]

4. TEST STRATEGY

Before decide to adopt any test techniques on the mobile apps, it is necessary to have testing
strategy in order to meet user’s requirements, specifications and to avoid negative feedbacks from
app’s users. Furthermore, testing progress is important in terms of quality assurance. Figure 4
predicted test strategy plans for the testers to beware of from test document preparation to the

application test acceptance/deliverable phase

I“". Features not |
| tobe Tested |

Documentation

TestPlan

Test Scopes
& Objectives

Techniques

Test

Test ltems

[ Features
| tobe Tested |

Deliverables

Test

Environments

Test
Levels

Test l“l

Figure 4: Mobile apps Test strategy plan

S. LITREATURE REVIEW

Haller in [20] proposed agile and compatibility testing for one a case study from Swisscom IT
services to identify whether test on wild device and failure during the start-up application and

focused on regression testing process.




Computer Science & Information Technology (CS & IT) 33

Amalfitano et al. highlighted the results of automated testing experiment for Android mobile
application platform [1]. The author specifically presents a technique for rapid crash testing and
regression testing based on crawler that automatically builds models of application in GUI. Heo,
Jeongyun et al. in [21] introduced new framework for evaluation of usability in mobile
application that has been conducted based on a multi level, hierarchical model of usability factors,
the author proposed case study for new framework to test his frameworks on in order to identify
the characteristics of the framework.

UTest Inc. proposed usability testing mobile application for NHD Direct in 2011, whereas
according to uTest Inc. the application is more likely to focus on symptom checking for mental
health conditions, self-care and free advice [45]. Respectively, the objectives of NHS Direct
Mobile application usability testing were to enhance the user’s feedback and compotator app on
top number one in iTunes charts for the best free apps within the first week of released app [4].
Knott suggested that it is necessary to implement some of the specific features of the application
manually rather than conduct automated testing [29]. Functional testing consists of both input and
output data. However, from the input aspect, mobile application receives two types of actions,
whereas the first action is from GUI input by any keyboard keys and touch events, while the
second action is the result output.

6. CASE STUDIES

Mobile Lab Mate (MLM) is one of the particular applications developed by the University of
Huddersfield research team. The aim of this application is to support students in accessing into
their account at anytime in anywhere in order to view their class materials and results effectively
and efficiently. Furthermore, MLM application was a pilot case study and attempt to help
developer to identify issues within application before the acceptance-testing phase. Figure 5
depicted the applications screen prints. Therefore, both testing techniques such as automated and
manual have been conducted and the experiment result will be discussed in the result section.

On the other hand, Mobile Exam System (MES) was another pilot case study that has been
conducted. The aim of this application was to support students throughout answering their
questions online and save their exam time, to assist teachers to see the results efficiently and
avoiding any misconduct mechanism during exam taken. In fact, both techniques of automated
and manual testing have been carried out.

[Phone Simulator

Mobile Lab Mate

i MES

N A

Current Class Create Class

Your ID:

e 54

History Classes User Guide

Ishi\
\-umt-

® XDIR 2011

Figure 5: MLM & MES Mobile Application

Furthermore, both application case studies have been tested by open source automated tool
known Monkey Talk. According to Corbett and Bridgwater ‘Monkey Talk is the latest testing
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platform from Gorilla Logic [5] [8]. Monkey Talk IDE (Integrated Development Environment)
extends with Java Script API and it assist tester to creating, recording, and manage the test on
actual devices. However, Monkey Talk is free and open source automated tool operates on iPhone
and Android [5] [17]. The reason behind conducting Monkey Talk was to test the applications
functionalities and have the test records while emphasis the demands of automated capabilities.
Figure 6 depicted the use case design that we have made in the testing process in order to have
better and clear of testing objectives
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Figure 6: Case Study Use Case Test Process
7. RESULTS (EVALUATION AND ANALYSIS)

Test automated solution consists of: test scripts, connection between automated tool (PC) and the
mobile device, remote control mechanism for the device, and an interaction strategy for the
mobile device GUI depicted in (Figure 7,8,9 and 11). The selected solution affects the test script
language. For example, Expertise, Keynote and Monkey Talk were only tools that capable of
testing functionality as well as GUIL. When scalable test configuration coverage is the main aim,
the test scripts must run on multiple devices and potentially on various OS and OS versions. This
requirement affects the connection between a test PC and the mobile device. First, a direct
connection can exist from the PC to the device. Second, an indirect connection can exist that acts
as a switch between various PCs and a large device pool.

The automated testing is a solution to improve the testing efficiency; it is the most important
latest techniques to improve functionality testing as multiple device handlers, and to ensure that
MES and MLM applications are resulting automated testing technique efficient and accurately.
The following test script was for the MLM app’s login function and result of the app‘s login
function has predicted in Figure 8.
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1) load("libs/MobileLabMate.js");

2) MobileLabMate.Login.prototype.run = function() {

3) this.app.login().run();

4) this.app.link("sign").click();

5) this.app.link("st").click();

6) this.app.input("studentname").enterText("Tester");

7) this.app.input("studentpassword").enterText("u0772370");
8) this.app.button("login").click();

9) this.app.link("Logout").click();

10)};

Figure 7: Login Test Script

Figure 8 depicted the test script for MLM new student who has not been registered before.

1) load("libs/MES.js");

2) MESapp.CreateAccount.prototype.run = function() {
3) this.app.createAccount().run();

4) this.app.link("sign").click();

5) this.app.link("i").click();

6) this.app.input("name").enterText("Tester2");

7) this.app.input("pass").enterText("1234567");

8) this.app.button("callAjax").click();

9) this.app.link("sign").click();

10) this.app.link("st").click();

11) this.app.input("studentname").enterText("tester2");
12) this.app.input("studentpassword").enterText("1234567");
13) this.app.button("login").click();

14) this.app.link("Logout").click(); };

Figure 8: Create Account Test Script

1) load("libs/MobileLabMate.js");

2) MobileWebApp.ChangePassword.prototype.run = function() {
3) this.app.changePassword().run();

4) this.app.link("sign").click();

5) this.app.link("change").click();

6) this.app.input("usernamepass").enterText("Tester2");
7) this.app.input("oldpass").enterText("1234567");

8) this.app.input("newpass").enterText("12345678");

9) this.app.input("newpass2").enterText("12345678");
10) this.app.button("changepass").click();

1D}

Figure 9: chanhe password test script



36 Computer Science & Information Technology (CS & IT)
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Figure 10: change password test result

Figure 10 depicted the new class for the students and teachers screen print results and test scripts

1) load("libs/MobileLabMate.js");

2) MobileWebApp.CreateClass.prototype.run = function() {
3) this.app.createClass().run();

4) this.app.link("sign").click();

5) this.app.link("st").click();

6) this.app.input("studentname").enterText("Tester2");

7) this.app.input("studentpassword").enterText("12345678");
8) this.app.button("login").click();

9) this.app.textArea("textarea").enterText("OK OK");

10) this.app.button("callAjax").click();

11) this.app.textArea("textarea").enterText("2");

12) this.app.button("callAjax").click();

13) this.app.input("ql").enterText("2");

14) this.app.button("callAjax").click();

15) this.app.link("Result").click();

16) this.app.link("Help").click();

17) this.app.link("Logout ").click();

18) %

Figure 11: Test script for new class
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3 Link Result dick
u Link Help dick
15 Link Logout dick

Figure 12: Test result for new class
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On the other hand, one of the most important aspects was to consider and carry out functionality,
usability and security testing. MLM application was operated normal, but still there were some
bugs existed in the application during the functionality of “forgot password” link. However,
change password functionality was not crucial and secure Figure 14 depicts the result of MLM
functionality, usability as well as security.

In fact, due to the limited space, we have only illustrated a few initial test scripts while for each
application of MLM and MES have had several test scripts. In fact, MES app was very secure in
the aspects of authorisation, encryption and data store, but MLLM apps has had some bugs within
the application when the user have access to make more than 16 characters for username and
password while in MLLM user only unable to enter different characters accept numbers and letters
between 8-20 length spaces. MLM apps do not have the limitation input. Therefore, these are
some of weak points in MLLM for the hacker to inject the database by random characters.

Bugs in MES and MLM
Application

12

10 10

8 /.

6 -

4 4 L

2 2

0 5]

Security Functionality Usability
=¢— MES Application 0 2 5
—#= MLM Web 4 4 10
Application

Figure 13: Bugs in both MES and MLM applications

Furthermore, testing functionality and usability activities were performed by real device as well
as automated tool for each applications. Figure 13 indicates that MES apps have more bugs
compare to MLLM apps from manual testing results. Finally, the test scrip results are demonstrates
that some functionality of MLM is not working as intends to do by automated limitation while
they were working effectively on the real devices. On the other hand, the source code of the test
scrip’s in Figure (7,8,9 and11) illustrated that some of functional of the MLM application is not
structured accurately when two users were enable to create new account within the same email
address and type in long characters or digits in the password field. However, from both case

studies we have managed to highlight the limitation of each automated and manual testing in
Table 4.

Table 4 DISTINCTIONS between Automated Testing and Manual Testing

Automated Testing Manual Testing
- Testers require to conducting specific tool to - Tester has to write a test case and executes on
execute the test. the application manually.
- Cost effectiveness - More likely to cost.
- Programming knowledge is required. - Not programming knowledge is required.
- Less staff’s required but tools are expensive. - Skilled testers and staffs required.

- Difficult to depend on automated, some app’s
area still has to test manually.

Testing apps on real device is time-consuming
[41]
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- Automated avoid overloaded work and save - Staffs Training expensive.
more times. - Manual testing is more time considered to
- Requirements does not changing frequently. perform a test case.
- Requirements more likely to changing
frequently.

8. CONCLUSION AND FUTURE WORK

This paper is managed to answer the most demandable questions related to each mobile app’s
testing techniques, whether to conduct automated or manual testing. Tests were executed for both
case study applications by Monkey Talk open source in order to identify bugs and errors in both
case studies. Moreover, it is difficult decision for the testers to decide whether adopt automated or
manual testing environments, for this reason, tester has to investigate in selected tool’s limitation
before the testing strategy had has planned. In fact, it is necessary for the testers to keep in mind
testing objectives, testing has to be performed on many combination of devices, browsers, and
operating systems rather than just depends on one test technique. Automated testing cannot to be
judged by manual testing, for the following reasons:

1. Automated testing has only functional capabilities.

2. Automated testing has benefits of reducing time and cost.

3. Usability testing difficult to be conducted by automated testing.
4. More tests can be run in a shorter time in automated.

Finally, In order to obtain higher standard and quality mobile applications feedback, testing
different activities throughout the application’s development process and effective models,
methods, techniques and tools are essential to be considered by the testers. Furthermore, we
highly recommend testers to conduct both test techniques of automated and manual in order to
cope with the fundamental necessity of the rapid delivery of these applications, for these reasons,
combined both testing techniques will assist testers to identify some of the bugs and errors within
the apps efficiently while it might be difficult to identifies them in automated testing on the real
devices as we have predicted in our case studies result. To conclude, Automated testing is one of
the efficient methods to guarantee of app’s quality and performance within the mobile testing
environments compare to manual testing. In the future, we implement our Mobile App’s Testing
Matrix and Testing Strategy in several real time applications within enterprises in order to
enhance one powerful test technique for the testers to relays on.
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ABSTRACT

XML is a standard of data exchange between web applications such as in e-commerce, e-
learning and other web portals. The data volume has grown substantially in the web and in
order to effectively retrieve or store these data, it is recommended to be physically or virtually
fragmented and distributed into different nodes. Basically, fragmentation design contains of
two parts: fragmentation operation and fragmentation method. There are three different kinds
of fragmentation operation: Horizontal, Vertical and Hybrid, determines how the XML should
be fragmented. The aim of this paper is to give an overview on the fragmentation design
consideration.
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1. INTRODUCTION

XML is a semi-structured, self describing and human-readable document. A native XML
document is stored in a plain text format and thus it can be easily processed by any applications
and systems. XML and HTML are both subset of Standard Generalized Markup Language
(SGML) [1]. And, HTML is commonly used in web environment. It makes XML a good option
for data exchange in web environment. Thus, XML has started to become a standard of data
exchange between applications and systems. It has been extensively used in web environment and
data exchange between web applications. However, as the nature of XML, it is also commonly
used in standalone applications to store metadata or application data.

The emerging of smart phone and tablet market has generated big volume of data and it grown
exponentially in every minute. This gigantic volume of data also has been named as Big Data.
The cohesiveness between these data is low as data might or might not be related to each other.
Thus, XML is a good choice to be used to handle these data. However, large volume data will be
only effective to be stored and retrieved in distributed model as it can be making used of the
parallelism processing.

There are three main advantages on distributed large database. First of all, a distributed system
may require multiple normal specification computer system rather than a very high specification
computer system. Thus, it will lower the cost but sustain the high performance on the distributed
database. Secondly, it also increased scalability. There is always a boundary for a database to
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expand within a single computer system. When it is design to be distributed, the database can
expand beyond a single computer system. Thirdly, it will increase the availability. Normally,
distributed design database will be replicated. This will make the database more resistance to the
failure of a single computer system [2]. Thirdly, it will increase the performance of the database
system as it used parallelism processing to store and retrieve data from the database system [3].
Distributed design of database normally includes three basic steps: fragmentation, allocation and
replication [4]. Nevertheless, the focus on this paper is on fragmentation. Fragmentation is a
process of divide database into smaller fragments. Fragmentation contains two steps: determine a
fragmentation model to be used and select a method or an algorithm to use for the fragmentation.
In the first step, it determines what structure or model of fragmentation to be used. It can be
horizontal, vertical or mixed. In the second step, it determines how the data should be fragmented
into fragments. It also sometimes refers to fragmentation method or technique.

The rest of the paper is organized as follows. Section 2 outlines the factors driven to distribution
database. Section 3 gives an overview on fragmentation models, followed by Section 4, which
discusses on the fragmentation methods. Section 5 presents our discussion. Finally, Section 6
concludes the paper.

2. FACTORS DRIVEN TO DISTRIBUTION

Main driving forces for having distributed database include:

e Lower costs: having distributed architectures made of hundreds of PC computers proves
to be much cheaper and even more powerful the one mainframe systems serving hundred
terminals

e Increased scalability: adding a new network node is the easiest way to respond to
extensibility needs of the company,

e Increased availability: by replicating data over several network nodes data becomes
closer to the end user and more resistant to system failures,

3. FRAGMENTATION MODEL

3.1. Fragmentation Model for Traditional Databases

There are three basic types of fragmentation models in traditional databases such as relational
database and object oriented database. There are horizontal, vertical and mixed [5].

In the relational database, horizontal fragmentation referring a fragmentation database at the
record, row or tuple level [3, 6]. To illustrate the scenario, assume a simple relational database
contains the following fields in each record: name, gender, address, phone, income and tax_id.
There are 56,000 records are stored in a single table for recording 56,000 person data (Table 1). A
simple horizontal fragmentation might result into the first node storing the first 28,000 records
and the second node storing the last part of 28,000 records. The structure of the fragmentation
will be look similar to Figure 1.
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Table 1. Sample data of Person Table

name | gender | address | phone | income | tax_id
XXX X XXXX XXXX | XXXX XXXX
yyy y yyyy YYYY | YYYY YYyy
Ooo 0 0000 0000 | 0000 0000
Horizental Fragmentation
T 1T T T 7]
I I I I I |
{_

Figure 1: Horizontal Fragmentation for relational database
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On the other hand, vertical fragmentation referring a fragmentation database by grouping fields or

attributes of records. Using the previous relational database show on Table 1, vertical

fragmentation will split this database by grouping fields such that it might group name, gender,
address and phone fields and store in first node, while income and tax_id into the second node.

The fragmentation structure will be look similar to Figure 2.

The mixed or hybrid is a combination of both horizontal and vertical fragmentation. It can be split
horizontally then vertically or vice versa. Using the same relational example, a mixed can first
split horizontally by grouping records that belong to particular level of income. Then, split further
on the current records by splitting name, gender, address and phone on other node and the rest of
the data income and tax_id on other node.
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Object oriented database is totally different from relational database. The data is stored in object
form and can be illustrated in a hierarchical or tree format. Fragmentation in object oriented has
increased complexity of its hierarchical structure, methods or properties within an object [7]. In
term of structure, XML is quite similar to object oriented database. Fragmentation in object
oriented share the same fragmentation model like relational database aside the complication
involved in object oriented database. It can be fragmented in horizontal, vertical or mixed. Figure
3 and Figure 4 shown the concept how object oriented database can be fragmented into horizontal

Computer Science & Information Technology (CS & IT)

Vertical Fragmentation

Figure 2: Vertical Fragmentation for relational database.

and vertical model respectively.

Horizontal Fragmentation - Object Oriented

Mo 1 s 2 Moo 3

11

igure 3: Horizontal Fragmentation for object oriented database

Vertical Fragmentation - Ohject Oriented

Mode 1 ¢ Mode 2

] Baa

Figure 4: Vertical Fragmentation for object oriented database
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3.2. Fragmentation Model for XML Databases

In general, there are only three types of fragmentation models: horizontal, vertical and mixed in
XML distributed design [6]. As relational database and object oriented database has started to
develop distributed design earlier than XML, the fundamental concept in XML fragmentation
also referencing to these two databases. Initially, XML is introduced to run in a single machine.
However, as the size of the data grow substantially and it needs to be distributed form in order to
achieve better performance on retrieving and storing the data.

Generally, the fragmentation models can be broadly classified into Horizontal, Vertical and
Hybrid. The following subsections briefly explain each model.

3.2.1. Horizontal Fragmentation

In XML, horizontal fragmentation can be achieved by selection. Selection is based on the pre
defined conditions on splitting the fragments. A horizontal fragment f; is determined by the
selector operator ¢ of predicates p over collection of elements E in a homogeneous XML
document. It can be written so that f; - E(c,;). Assume we have a XML document constructed
according to the relational database stated in the previous section. If the simple selection predicate
of pl such that /person/employee/income to be income level less than or equal 5000 and p2 to be
income level more than or 5000, thus fragments will be written as f; - E(c,1) and as f - E(6).
From Figure 5, employee elements with the of name Wong Wei Wei and Lee Jia Fong will be
then split and stored as a new XML document in node 1 as first fragment and the rest of the
elements of employee will stored in node 2 as a new XML document.

After the operation, node 1 and node 2 may have DTD like <!DOCTYPE person (employee*)>
and <!ELEMENT employee (name, gender, contacts, income, tax_id)>.

Horizontal fragmentation is recommended when the query criteria is based on particular attribute
that used as selection predicate to fragmenting the XML database. In this scenario, horizontal
fragmentation may reduce the transportation cost and processing time as the data is determined in
a specific distributed note. Moreover, horizontal fragmentation can easily transport data between
sites to improve system performance [8].

Using the same XML database in this document as an example, we use /person/employee/income
as the attribute for selection predicate to fragment the database horizontally. Assume this XML
database has been fragmented into 5 nodes with income level as the selection predicate of the
following categories: 0-999, 1000-1999, 2000-2999, 3000-3999, 4000 and above. If a query
searching for a person detail information with income level of 3000-3999, these data can be
obtain by querying the fourth distributed nodes thus the query will be able to locate the data in
minimum time and retrieve the data with lease processing time.

3.2.2. Vertical Fragmentation

Vertical fragmentation can be achieved by projection. It will split the data structure into smaller
parts as particular selected child elements will be split and stored as fragment in other node. A
vertical fragment f; is determined by the projection operator by path selection p over collection
of element E in a homogeneous XML document. It can be written so that f; - E(n,;). If the path
selection pi is /femployee/contact, all the children elements under this tree path will be split and
stored in other node. In this case, fragment f/ - E(m,;) represents all contact elements in the XML
document will be split and stored in node 2. And, the remaining elements will be stored in node 1.
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After the operation, node 1 may have an DTD like <!DOCTYPE person (employee*)> and
<!ELEMENT employee (name, gender, income, tax_id)>. And, node 2 may have an DTD like
<!DOCTYPE contacts (contact*)> and <!ELEMENT contact(address,phone)>. In order to create
reference link between these two nodes, at least one reference attribute is required for the element
that will able to refer back to elements that resided in other node or site [9].

Vertical fragmentation is a kind of affinity-based fragmentation. As opposed to horizontal
fragmentation, this type of fragmentation does not encourage transportation of data from node to
node which will trade off flexibility to affinity [8].

Assume a particular employee data is needed with a provided phone contact as search criteria.
First the contact elements in the node 2 that match search criteria will be searched. If this entry
found, the reference attribute will be used to access the employee data in node 1.

3.2.3. Hybrid Fragmentation

Hybrid fragmentation or sometimes also referring to mixed fragmentation uses both horizontal
and vertical fragmentation by taken advantages of both models. It operates in the way where a
horizontal fragmentation will be implemented to split the document into horizontal fragment and
then further fragmented from these fragment by implementing vertical fragmentation.

A hybrid fragment f; is determined by the horizontal and vertical fragmentation implemented. It is
depend on how you would like to implement the hybrid into the XML document. It can be split
horizontally then vertically or vice versa.

Assume you would like to do it horizontally then vertically. First fragment the document
horizontally and called this fragment f,. Thus, f, = E(c,;) and from these f, fragments we further
fragmented them vertically such that the hybrid fragment f; - fi(r,).

Assume we use income level as the selection condition in horizontal fragmentation, and vertically
fragment further with the path /employee/contact as previous example. There will be 4 hybrid
fragments generated for 4 nodes.

After the operation, node 1 and node 2 may have DTD like <!DOCTYPE person (employee*)>
and <!ELEMENT employee (name, gender, income, tax_id)>. Node 3 and node 4 may have
DTD like <!DOCTYPE contacts (contact*)> and <!ELEMENT contact(address,phone)>. It will
look exactly like in vertical fragmentation as it final operation is using vertical fragmentation.
However, each node contains only two records instead of four records using vertical
fragmentation.

Hybrid fragmentation is the combination of horizontal and vertical fragmentation which getting
advantages of both fragmentations. In the above scenario, the search can be limited only to
particular income level. At the same time, data can be also obtained from vertical fragments by
contact element and then with the reference link to the particular employee.
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<?xml wversion="1.0" encoding="utf-8"7?»>
fperson>
<employea>
<name>Wong Wei Wei</mame»
<gender>Female</ gender>
“ocontacts
<address>Sungai Besi«</address>
“phone>03-91234567< /phone>
<fcontact4
<income>3500«</income>
<tax_id»120000</tax id>
</emplovesr
<emploveeal>
<name>Lee Jia Fong</name>
<gender>Male</genders
“ocontacts
<addre=z=>Batu Pahat</address>
<phone>0T7-71234567<,/phone>
</fcontact>
“income>2500</income>
<tax id»120001«</tax id>
</employes>
<employee>
sname>Tan Jung</nams>
<gender>Male</gender>
“ocontacts
<address>Genting<,/address>
<phone>05-34564567< /phone>
</contact>
<income>6000«</income>
<tax_id»120002</tax idx>
</femplovesr
<emploveeal>
<name>Fan Wei Tong</name>
<gender>Female</genders
“oontacts
vaddress>Fuala Lumpur</address>
phone>03-71234567</phone>
</contact>
<income>9000</income>
<tax_ id>»120003</tax idx>
</employes>
</person>

Figure 5: XML sample

4. FRAGMENTATION METHODS

Fragmentation model only define the fragmentation structure in distributed design.
Fragmentation method is required to determine how the data should be fragmented (horizontally,
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vertically or hybrid). Fragmentation by arbitrary cutting document in to fragments horizontally,
vertically, or hybrid may not necessary effectively improve the query performance. Thus, some
fragmentation methods have been introduced. These proposed methods have their own
advantages and disadvantages against difference scenario. These methods can be group into four
categories: structure and size, query and cost, predicate and holes and fillers (for streamed data).

4.1. Structure and Size

Fragmentation of XML document can be fragmented based on structure and size of the document.
The structural information about the document can be obtained from the document schemata
(DTD or XML Schema). The structure information also can be obtained by transverse the XML
document. There is an advantage of this fragmentation method which balanced the load of site or
nodes processing power. And this will lead to more effectively uses of resource and improve
query performances.

Skewed query processing problem is a well known problem in distributed design. It merely
indicated an unbalance on loading on particular distributed node against other nodes. And, this
method of fragmentation can resolve particular skewed query processing problem as the fragment
is properly distributed according to the structure and size of the document.

To fragment document using structure and size method, first of all, the document is required to be
parsed. In other words, map the XML document into a tree structure. This parser is either tree-
based or event-based. A tree-based parser may consume memory resources as it transverse the
whole document and save all the relationship and node of these nodes in the memory. DOM is a
tree-based parser. On the other hand, event-based consumed less memory. It does not construct a
large tree in memory as it only scan particular element, attribute, content sequence in an XML
document [10].

In structure and size method, event-based parser is used to construct vertex/node list, structural
information. After obtained this information, the document then fragmented accordingly.

A typical example using this method on horizontal fragmentation can be achieved by determining
a threshold size of the each fragment. Then, transverse throughout the XML document by
determine the size of a single level child node horizontally. If the size of the child node including
its descendants is smaller than the threshold size then continue on the next sibling child and so on
until reaching the threshold size. These child nodes then will be created as a fragment and store in
a distributed node or site as illustrated in figure 6. This scenario is vulnerable to skewed query
process problem if particular fragment loading is much higher than other fragments.

Angela et al. proposed a simple top-down heuristics fragmentation method called SimpleX [11].
In order to fragment document using this method, three criteria are required to determine before
hand: tree-width constraint, tree-depth constraint and tree-size constraint. These criteria will
restrict the size of fragment. Fragment is determined when transverse down from the root element
to the leaf elements (top-down). Fragment will be decided upon sub tree size that fulfils the tree-
size, tree-width and tree-depth constraint. Then, structure histogram is constructed to evaluate
how efficient is the fragmentation generated.
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SMB ~ 3MB  BMB  OMB

Figure 6: Fragmented by size
4.2. Query and Cost

Fragmentation of XML document can also be fragmented based on XML queries. The most
common criteria to determine the fragment using this method are query frequency and the cost of

query.

Leykun et al. proposed vertical fragmentation model based on queries. In their approach, two
components are required to be set up for the fragmentation: Most frequently used queries with
their frequencies, Element Usage Matrix (EUM) and Element Affinity Matrix (EAM) [12].

In this proposed method, it will analyze the total data access in the distributed system to
determine the most frequently used queries and its frequencies. A matrix then will be constructed
based on the elements access and queries. After EUM, another matrix called EAM is constructed.
This matrix illustrated the relationship between elements against the queries requested. Finally,
Grouping Heuristic Module is used to group elements and Splitting Heuristic Module will
determine the fragment point for the fragmentation.

Ma et al., however, proposed method using heuristic to effectively fragment the XML document
in horizontal fragmentation model. This method contains four steps. First of all, a horizontal
fragmentation is constructed based on simple selection predicate. A query tree or query plan is
build on this distribution design. From the query tree, the total execution query costs have to be
determined. The query cost is the summation of storage costs and transportation costs. Storage
cost is a measure of time in retrieving data from secondary storage. And, transportation cost is a
measure in time for transverse time on XML document at different sites. Finally, the minimum
total query cost will determine how the document should be fragmented [13, 14] Sven et al.
proposed simplified cost model that work similar to previous method. The query processing cost
model is based on the size estimation on the query results and query processing costs to determine
the fragmentation of XML document [8].
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4.3. Predicates

Predicates are commonly used in horizontal fragmentation model. There are two types of
predicates: simple selection predicates and normal selection predicates.

The simple selection predicate takes the form of path 0 v. 0 is the comparison operator which
belong to the subset of {<. >, =, #, <, >,..}. path is the path expression in XML and v is the value
[15].

Predicate in relational database is differed from XML. In relational database, predicate indicate
value of the fields. However, predicate in XML is indicated by path expression. In the previous
example, predicate in relational database can be stated as income >= 5000. In XML, it then
express in the form of /person/employee/income >= 5000.

4.4. Holes and Fillers

Holes and Fillers is a fragmentation method uses in Ad-hoc fragmentation. Ad-hoc fragmentation
is fragmentation model for stream data. It does not required document schema for document
fragmentation. Fragment in this model is fragmented and mark with special identifier for
reconstruction later [4].

XFrag is the framework used in holes and fillers fragmentation method. In this method, the
original document is break into smaller part (fillers) and one or more holes resided in filler with
special tag and contains ID to corresponding filler.

5. DISCUSSION

Structure and size fragmentation method will fragment document according to the defined
structure and size of XML document. The advantage of this method will distribute the content
evenly across the distributed platform. However, it does not mean effectiveness in query
processing response time. Skewed query processing problem is a common problem in this
fragmentation method if the query processing concentrating only on particular site or distributed
nodes.

The advantage of query and cost method is the most efficient method but the fragmentation cost
is higher than other two methods.

Simple selection predicate is the most fundamental fragmentation method. It works fine in
fragmented large XML document into smaller pieces to reduce search time and processing power
on large XML document. However, it does not work efficiently compare to the query based
methods.

6. CONCLUSIONS

There are pros and cons on different fragmentation models and fragmentation methods. However,
heuristic is a method that can improve the query performance by study the usage of the
distributed XML database. A horizontal fragmentation based on simple selection predicate
method can be improved by study the query cost. According to the study to create a better
fragmentation that will greatly optimize the query performance [14]. Another example of
optimizing performance with its top-down heuristic is the SimpleX on structure and size
fragmentation method [11].
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With XML becoming the dominant standard for data exchange between various systems and
databases on the Web, distributed XML is becoming crucial. In this paper, we have reviewed the
types of fragmentation operations and fragmentation methods. As the result, we have also
suggested the grouping for the fragmentation method.
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ABSTRACT

Data entry is a time consuming and erroneous procedure in its nature. In addition, validity
check of submitted information is not easier than retyping it. In a mega-corporation like Kanoon
Farhangi Amoozesh, there are almost no way to control the authenticity of students' educational
background. By the virtue of fast computer architectures, optical character recognition, a.k.a.
OCR, systems have become viable. Unfortunately, general-purpose OCR systems like Google's
Tesseract are not handful because they don't have any a-priori information about what they are
reading. In this paper the authors have taken a in-depth look on what has done in the field of
OCR in the last 60 years. Then, a custom-made system adapted to the problem is presented
which is way more accurate than general purpose OCRs. The developed system reads more than
60 digits per second. As shown in the Results section, the accuracy of the devised method is
reasonable enough to be exposed in public use.

KEYWORDS

Optical character recognition, tesseract, neural networks, row finding, segmentation.

1. INTRODUCTION

Data-entry phase, is by far the most time-consuming and the deadliest line of work in data
acquisition process. A remarkable portion of a company's human resource should be devoted to
collect printed information in the forms. Computer-assisted data-entry process has been a human
ancient dream. In the latest sixty years, there have been exerted massive efforts to implement an
automatic character recognition system [1]. Template-Matching was one of the earliest methods
for character recognition in which an unknown character should be compared to all of the
possible candidates. Optical imaging techniques were the backbone of identification systems
before 70s. Hongo and Nitta devised an optical system that processed a video signal using
template matching [2].
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Fig. 1. Chain codes grid. (a) 4-connected gird (b) 8-connected grid. (c) a sample of coded sequence using 8-
connected grid.
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Fig. 2. Basic graphs of LAG method. Node A is a junction and nodes B,C and D are paths.

Digital computers deviated the way of template matching from optical to logical ones. Peephole
method was one of the earliest logical approaches to digital template matching. Template
matching technique evolved and offered using moments [1] and Fourier series later [3]. The
former method made an invaluable translation-rotation-scale invariant a.k.a TRS, a tool for
template matching [4]. Another set of commonplace TRS moments in the vicinity of pattern
recognition are Zernike [5] and Fourier-Mellin moments that implemented in character
recognition as well [6, 7].

Sakoe offered using dynamic programming (DP) technique to template matching problem [8].
Dynamic time warping (DTW) used to find the minimum distance between a given template and
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its corresponding candidate [8, 9]. DP-based template matching techniques make the comparison
of two non-equal length vectors possible. Therefore, character matching would be possible while
aspect ratio remains intact through DP.

Template matching practice, however, remained limited to printed character recognition systems
[10]. To cover handwritten characters, another useful recognition method called structural
analysis, introduced [1]. Freeman introduced a novel method on encoding curvatures in [11]. The
proposed method, currently called "chain codes", was proposed in order to be used in image
compression however, later it found practice in character recognition efforts [10]. Chain codes
were developed in encoding efforts and a more sophisticated one is presented in [12]. Chain
codes are founded on quantization process and decode a curvature to a line with a certain slope.
As depicted in figure 1, 4-connected and 8-connected grids are two types of commonplace chain
codes being used. The higher slopes in a grid, the lower quantization error in the coded curvature.
Pavlidis at Bell laboratories proposed a thinning method suited for multi-font document
recognition system [13]. The before said method uses line adjacency graphs (LAGs) which tries
to stack semi-linear group of segments. Pavlidis addresses two types of graph nodes as junction
and paths as shown in figure 2.

Structure analysis method alleviated template matching defects in handwritten character
recognition systems. The candidate with the lowest distance with the template considers to be the
best match. Since characters are not connected, registration problem, however, is straightforward
to deal with.

In a wider sense, trainable scoring techniques are amazingly suited to human activities like speech
and handwriting recognition [14]. Hidden markov models a.k.a HMMs have long been used in
speech recognition systems. Due to probabilistic features of human writing systems, HMM has
also been used to serve character recognition purposes [15]. Neural networks are another useful
matching asset in character recognition systems [16,17,18,19]. Neural networks are trainable and
their usage is less complicated as HMMs while multi layer perceptrons (MLPs) need more
training data compared with HMMs [20]. Despite HMMs' more accurate performance in [20],
MLPs show a better performance in speech recognition activities [21].

Right-to-left, cursive and connected scripts, however, are the most challenging scripts in
recognition systems [22]. Arabic and Farsi scripts are two well-known cursive scripts widely
using. Reading these scripts requires an excessive segmentation process, say, word segmentation
[23, 24]. Technically speaking, a Farsi and/or Arabic word consists of connected characters (see
figure 3). Therefore, a vital step in reading Farsi/Arabic characters is to rightly segment all of the
characters.

o

Fig. 3. Two samples of Farsi word “Sample”. This word consists of 5 characters N-M-U-N-H. It is
noteworthy that unlike Arabic, vowels are not being written in formal Farsi handwriting.
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This paper is organized as follows. In the section 2 the proposed framework is shortly introduced.
In section 3, the preprocessing methods are discussed. Section 4 is devoted to segmentation
procedures. Section 5 pays attention to training process and scoring. Finally, section 6 reveals the
results of our proposed method.

2. DISCUSSING THE PROBLEM

Reading and checking printed score sheets for a massive number students is a cumbersome task
which is not achievable by human resources. Kanoon Farhangi Amoozesh is a test-conducting
foundation in Iran holds weekly exams among 400,000 students. In order to analyze students'
educational background, one needs to certify the student claimed GPA according to printed
documents. An Iranian high-school score-sheet issued by ministry of education is shown in figure

4.
=
272NN
- L -
t—\-—::'- : -
Fig. 4. A standard Iranian high-school score-sheet
3. PREPROCESSING

The devised system works along with a web-server in which server sends uploaded score-sheets
to character recognition system and its output is fed back to the web-server (see figure 5).

client client
— —

Fig. 5. Topology of the devised system
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Fig.7. Sinusoid curves intersect on points located on a line. Curves are intersecting in two distinct points. It
means that all of the points are located on a line.

A major problem with this case is image acquisition phase. As long as images are taken by
clients, there is no control over the scanning procedure. The input images to the character
recognition system are prone to rotation, scale manipulation and translation. Therefore, a
preprocessing step is strictly required.

The most annoying scanning-mismatch is rotation. To remove rotation effects on reading
characters, the perpendicular lines of the table are used. Hough line transform is used to extract
lines and their angles [25]. As shown in figure [6], the Hough line transform first expresses a line
in the polar system as below.

r = xcos(f) + ysin(f) (1)

Each point P=(x,,yo) identifies a Sinusoidal curve. Points located on a straight line result in
Sinusoidal curves that intersect in polar coordinates (see figure 7). In a real case, there are many
points and many Sinusoidal curves in result. The points with the majority of intersections identify
straight lines. In this venue one looks for the longest lines and computes their angle. After that,
the input image will be rotated in inverse direction. Figure 8 depicts an instance of recovered lines
using Hough method.
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' LT

Fig. 8. A sample of rotation correction by Hough line transform. The rotation is removed by computing the
rotation angle and inversely applying it to the image. In this method the horizontal lines are removed by
filtering.

4. SEGMENTATION

A top-to-bottom raster scanning is required to find the position of lines whole the score-sheet.
Before that, a canny edge detector should be applied to the image to remove redundant image
data. In the case of characters, canny preserves the contours of the characters. Moreover, line
height is obtainable in this way. Extracted lines are depicted in figure 9. This method is scale,
translation and rotation invariant since it just attempts to find pixels concentration regions.
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Fig. 9. Finding the rows of the score-sheets. The centers of the rows are emphasized by solid horizontal
lines. The image is cropped to safeguard student’s personal information.

In a similar manner, the table columns can be resolved easily. In the case the rows are not
detectable, the input image would be rejected.

The last step to be paved is character segmentation. The output of row detection is fed to
character parser. Character parser extracts a block containing the character. Fortunately,
numerical digits are not connected in Farsi handwriting system. However, the character "point" or
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nn

." is troublesome in Farsi. The mentioned character prints like "slash" or "/" in both Farsi and
Arabic writing systems. The mentioned character sometimes connects two numerical digits
specifically when scanning resolution is not fair enough. Figure 10 shows the output of character
parser. To deal with the problem of parsing connected characters like figure 10.b, the authors
proposed the average character width method in which the width of characters obtains for every
row and the blocks wider than twice the width of average width considered as connected blocks.
Average width method is life-savor in the case of ink spattering as well.

5. SCORING

The proposed multi-font character recognition system should be flexible about font change.
Moreover, it should cover handwritten numerical digits. To cover this wide range of formation
changes, artificial neural networks have been utilized [26]. In the proposed method multilayer
perceptrons are used and back-propagation (BP) training method adjusts the weights of the
perceptrons. Figure 11 illustrates an example of neural network with 4 hidden layers. Hidden
layers are not accessible and their weight cannot be easily changed. Back-propagation method
tries to minimize the distance between the real output, yy, and the desired output, dy. This distance
can be formulated as below:

1 = = a
£ = 3 L N IfrfL Wi © I:.-J,}
" k=l -

Where N is the number of neurons. The effect of neurons' weights on the output error is
represented by gradient of &.

Ay = @)

oy 5
Using the steepest descent gradient algorithm [27] it leads to:

wyi(m + 1) = wy;(m) + ;\n'h{m} 4
and w, is as below:
) (3

Awyy = —n

g

$\eta$ is coined as learning rate. The output of each perceptron, yy, is the weighted sum of
previous layer perceptrons. In other words:

=Y e, ©)

7y applies to sigmiod function :

Wherein:
e = Fyi(zk) (7

Exploiting the sigmoid function results in:
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Then using (6) and the fact that y;(p - 1)=x;(p) leads to:
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where p is the output layer. Let define a new parameter ¢ as follows:
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Using this new parameter and obtain:
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Doing some math and to get:
Awy; = nop(p)z;(p) = nPr(p)y; (p - 1)

Invoking the chain rule in equation (10) results in:
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The latter equation is used for the output layer. Differentiating from (2) results in:
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Exploiting the sigmoid property which is
Ui = Fylze) = well — wi)
Therefore
O = yr(1 — i) (i — )

Invoking (5) and (6) to obtain Awy; as below:
Awyg;(p) = n®r(ply;(p—1)

The Awj;; for the hidden layers are being computed as follows.

)
Awji = =y (r = 1) = n®;(i(r = 1)
Oz,

In order to update ¢; for the hidden layers, the following equation is being used.
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Back-propagation method converges more quickly than Adaline and Madaline methods [26].
In order to train the neural network, the segmented digit obtained from the segmentation process
feeds to neural network as a 20x20 binary image. The training set consists of 42 classes without

rejection class. Each class consists of 300 samples of 300 Farsi/Arabic fonts.
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6. RESULTS

The proposed character recognition approach is implemented using C language along with
openCV library. It is able to read score-sheets and report the results in both plain text and HTML
format. The utilization is as simple as follows:

$ ocr -i < path to input file > [-h]

Wherein "-h" comes if the HTML report is needed. The system reads every 1200x800 pixel score-
sheet in less than 2 seconds on a core i5 2.4GHz personal computer. The devised system brings a
high degree of precision. In average, the presented system correctly reads every numerical
characters in 0.015 seconds with an error rate less than 2%. The accuracy of the Google's
Tesseract is less than 40% for similar tests.
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ABSTRACT

The determination of Region-of-Interest has been recognised as an important means by which
unimportant image content can be identified and excluded during image compression or image
modelling, however existing Region-of-Interest detection methods are computationally
expensive thus are mostly unsuitable for managing large number of images and the compression
of images especially for real-time video applications. This paper therefore proposes an
unsupervised algorithm that takes advantage of the high computation speed being offered by
Speeded-Up Robust Features (SURF) and Features from Accelerated Segment Test (FAST) to
achieve fast and efficient Region-of-Interest detection.

KEYWORDS

Region of Interest, Image segmentation, SURF, FAST, Texture description, PLSA, BOV, K-
means clustering, unsupervised image classification.

1. INTRODUCTION

Image modelling has been recognised as an essential step towards recognition [1], thus an
important components in image retrieval. Many image retrieval implementations adopt global
features such as colour histograms in describing image contents [2]. Although this approach of
covering the entire image space has proven to be successful for images with distinct colours,
Tuytelaars and Mikolajczyk [2] noted that such approach cannot distinguish between foreground
and background, and it is severely challenged by image clutter and occlusions [2].

Tuytelaars and Mikolajczyk [2] explained that an approach to tackling the challenges of global
image features is to segment the image into a limited number of regions or segments, where each
region corresponding to a single object or part of an object. Common methods of achieving this
involves exhaustively sampling different subparts of the image at each location and scale. Such
approach has the tendency to become computational expensive and inefficient [2, 3]. An efficient
alternative is to determine the most important region of the image, commonly regarded as Region
of Interest (ROI) [4].
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The identification of an image’s ROI using supervised learning is often challenged by the need
for prior information regarding patterns within the image collection, thus making unsupervised
learning a more attractive option [4, 5]. This paper presents a novel ROI detection approach that
uses fast feature detection algorithms (Speeded-Up Robust Features (SURF) and Features from
Accelerated Segment Test (FAST)) to identify likely regions of interest, and then compares the
texture of these regions to complete the ROI detection.

The remainder of this paper is structured as follows: Section 2 provides background information
SURF detector and FAST detector. Section 3 gives a brief review of recent works on ROI
detection where related approaches have been applied, while Section 4 provides a detailed
description of the implementation of the proposed SURF and FAST combination in the detection
of ROL. Section 5 discusses the experimentations carried out in the evaluation of the effect of the
proposed ROI detection on unsupervised classification using PLSA, and Section 6 highlights the
direction of future works aimed at the use of ROI in semantic labelling of images.

2. IMAGE FEATURE DETECTORS

Feature extraction algorithms use digital image processing techniques to extract low level features
from the high dimensional matrix representation of images. For reliable image recognition, it is
important that the features extracted from images be detectable even under changes in image
scale, noise and illumination. To satisfy this need, keypoints corresponding to high-contrast
locations such as object edges and corners are often sought [6, 7]. Although traditional image
feature extraction algorithms consist of feature detection and feature description components, this
section focuses mainly on the detection of image features.

The most popular image feature extraction algorithm is the Shift Invariant Feature Transform
(SIFT). SIFT uses the Difference of Gaussian (DoG) algorithm to detect image features, and has
proven to be very successful in computer vision applications due to it resistance to common
image transformations [6, 7]. However, the computational requirement of SIFT is very high [6,
7], which has made algorithms such as SURF and FAST preferred choice for real-time
applications [6, 7].

2.1 SURF

Like SIFT, SURF features extraction algorithms can be regarded as sparse feature extraction
algorithms because it only detect and describe features at keypoint locations. Rather than using
DoG and image pyramid for the detection of keypoints as in SIFT, SURF uses the Hessian matrix
in which the convolution of Gaussian second order partial derivatives with a desired image are
replaced with box filters applied over image integrals (sum of grayscale pixel values) [9]. Given a
point x = (X, y) in an image I, the Hessian matrix H(X, o) in x at scale ¢ is defined as follows
(Equation 1):

Lyy(x,0) ny (x, 0))
H(x,0) = 1)[9
2
Where Lxx(x, o) is the convolution of the Gaussian second order partial derivative % g(o) with

the image I in point x, and similarly for Lxy(X, 6) and Lyy(x, ) [9]. The use of integral image
representation at the keypoint detection stage of SURF ensures that the computational cost of
applying box filter is independent of the size of the filter. This allows SURF to achieve much
faster keypoint detection than SIFT by keeping the image size the same while varying only the
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filter size [9]. Figure 1A illustrates the SURF keypoints detected on a sample image from
Caltech-101 dataset.

Although, SURF’s performance is mostly similar to SIFT, it is unstable to rotation and
illumination changes [10]. Liu et al. [11] noted that although SUREF is capable of representing
most image patterns, it is not equipped to handle more complicated ones. However, Khan et al
[9], implemented classification experiments on images from David Nister, Indoor, Hogween and
Caltech datasets to yield results that confirms that SURF’s performance is as good as that of
SIFT, with both recording 97% accuracies on Caltech dataset. Therefore, this study considers
SURF adequate enough to be considered for the purpose of detecting image features in the
determination of ROL

2.2 FAST

Corners are found at various types of junctions, on highly textured surfaces, and occlusion
boundaries. With the aim of identifying a set of stable and repeatable features, they are typically
detected using corner detectors such as the Harris corner detector, Smallest Univalue Segment
Assimilating Nucleus (SUSAN) detector, and FAST detector.

The Harris detector was identified as the most stable one in many independent evaluations.
Although SUSAN is more efficient than Harris detector, it is also more sensitive to noise. FAST
is an improvement over the SUSAN detector with higher accuracy [2]. It fell just behind the
Harris detector, but significantly faster than any other algorithm [13] making it the most
appropriate for real time machine vision applications and for image retrieval purposes.

The FAST considers corners more intuitive than edges because they show a stronger two
dimensional intensity change, and are therefore well distinguished from the neighbouring points
[13]. FAST uses a corner response function (CRF) that gives a numerical value for the corner
strength based on the image intensity in the local neighbourhood. This CRF was computed over
the image and corners which were treated as local maxima of the CRF. Along with this, FAST
also employs a multi-grid technique to improve the computational speed and supress detected
false corners being detected. Figure 1 demonstrates the corners points detected using the FAST
algorithm.

Undoubtedly, the main contribution of FAST was the increment of the computational speed
required in the detection of corners [2]. SURF and FAST have been considered two of feature

detection algorithms most suitable for real-time applications due to their speeds.

SURF paints FASTponts

a.SURF Keypoints b. Fast corner points

Figure 1. Feature detection on a sample image
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3. RELATED WORKS

Existing unsupervised ROI determination algorithms often require extensive and computational
search within an image space before the identification of the desired region [4]. In the
unsupervised image categorisation framework proposed by Huang et al. [4], the authors presented
an unsupervised ROI detection approach that computes dense-SURF over the unlabelled image
[4]. The high computation requirement of dense-features is further increased by the comparison
of the images within the image set so as to identify common feature when the process is built on
unsupervised learning [4].

The unsupervised ROI determination proposed by Huang et al. [4] incurs heavy computation, and
is not suitable when managing large number of images. This study considers computational speed
an important requirement in image retrieval especially when handling large number of images
(1000 images and above), and proposes a ROI determination algorithm that takes advantage of
the high computational speed offered by SURF and FAST keypoint detection algorithms.

Although the use of keypoints in the detection of ROI has been investigated by Kapsalas et al [3],
who used Harris corner detector in identifying objects present in an image, the approach proposed
in this paper differs, in that it attempts to achieve effective labelling through the identification of
the important object within the image. It also differs from the ROI detection approach proposed
by Huang et al [4] since it does not compared the image being processed with other images in the
set during the ROI detection, thus reducing the computational requirement.

4. THE PROPOSED UNSUPERVISED FRAMEWORK

The identification of interest points present within the space of an image is important in the
determination of the image’s ROI [3], therefore the method being proposed in this paper
maximises the number of the number of interest points detected within a sample image through
the use of the combination of FAST corner detector and SURF detector as shown in Figure 2A.
The use of several complementary feature detectors in such manner ensures good coverage of the
image surface [2].

If FAST corner points and SURF keypoints are respectively represented by the sets F =
{fi.fo, f3 e fr} andS = {54, 5,,53 ... .....s.}, then the combined FAST and SURF feature
points can be represented by the set P; where P = F U S= P = {p;,p,,P3 --- ----- D1 }. The two key
criteria which distinguish keypoints belonging to an ROI from those that do not belong to the
desired region are location and description.

The algorithm proposed uses the coordinates provided by the SURF and FAST algorithm to
satisfy its need for location information. It recognises texture as the most appropriate image
characteristics by which regions within an image can be distinguished from one another, and
employs Law’s filter [13, 14] in developing a 9 dimensional descriptor for a rectangular mask
centred at the coordinates of the location of the point.

The dimension of the mask use is made to be 0.33*(height * Width), thus responding to image
size while capturing similarities between neighbouring keypoints. The choice of 9 dimensional
texture descriptor ensures the avoidance of the heavy computations associated with the popular
descriptors, thereby reducing the computation overhead. The proposed algorithm relies on K-
Nearest Neighbour categorisation (KNN) for the categorisation of the texture descriptions of each
keypoint into either foreground or background, therefore it requires training samples.
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From a reference point (x,y) established to be the mean of all the x and y coordinates, the
horizontal and vertical distances of each point are calculated. The pair of distances for all the
keypoints are placed in the sets X = {x1,x,, X3 ... ... x;} which has a mean of X, and Y =

1, Y2, V3 e e y,} with a mean of Yrepresents the means of the sets. A keypoint (x;,y;) is chosen
to be a likely foreground training sample candidate if it satisfies the conditions of Equation 2.

|Xi - EI < )_(
(2a)
lvi =yl <Y
(2b)
Where I,and Iy represents the image dimensions, any keypoints that do not satisfy the above
criteria is considered to be a background training sample if does not satisfy at any of Equation 3a
or Equation 3b.

2
lxi = x| <g* ()
(3a)
i =¥l <2 (L)
(3b)
Keypoints that does not satisfy both of Equation 2, but satisfies one of Equation 3 are categorised
based on their texture descriptors using KNN. Furthermore, the texture description of the “likely”
foreground training samples are compared with those of the background training samples so as to
achieve a set of training samples that is exclusive to the foreground. Assuming
R ={r;, 1,7 ......1 }is a set of texture descriptors for points that satisfied Equation 2, and
B = {by,b,, b3 ........ b, } is the set of texture descriptors for points that satisfied at least one of

Equation 3, then a sample is confirmed to belong to the foreground training set if it satisfies the
Equation 4.

Yicalri—n|  Tjoalri — byl
n(R) n(B)

(4)
Equation 4 indicates that a legitimate foreground training candidate sample should record an
average Euclidean distance from every other point within the “likely” foreground training sample
group which is less that the average Euclidean distance recorded from the point to every point in
the background training samples.

Preliminary experiments conducted as part of this study shows that although Equation 4 holds in
most case, the reverse can also be the case, thus making the Equation a means of separating the
“likely” foreground samples into two groups. In such case, the group which is least similar to the
background training samples in term of texture description is then chosen to be the foreground
training samples. In the implementation of the KNN, each feature point to be categorised is
allocated the highest occurring label from the closest 5 neighbours, thus the points labelled as the
foreground are grouped together to form the desired Region. In this way, the points located within
the region of interest are effectively identified as shown in Figure 2B. The ROIs detected on more
sample images from Caltech-101 are displayed in Figure 3.
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Feature points

. The combined FAST and SURF feature points on a sample image

Final res ult

S R Tast LI TIE]

b. An illustration of the result of using the proposed algorithm on a sample image

Figure 2. Illustration of a.) The keypoints identified using SURF and FAST, and b.) The Region of
Interest points identified using the proposed ROI detection algorithm




Computer Science & Information Technology (CS & IT) 69

1 |

Figure 3. Results of application of the proposed ROI detection framework on sample images

5. EXPERIMENTS AND RESULTS

As discussed in Section I, the determination of ROI during unsupervised image categorisation is
important because it ensures that most of the attention is paid to the images’ foreground, thereby
limiting the effect of images’ background on the classification accuracy. This section examines
the effect of this algorithm on the completely unsupervised combination of PLSA and K-means.

The experiments in this study used the 3 image datasets constituted from 12 Caltech-101 in [15].
While the number of images is fixed at 500, the categories are varied (4, 8 and 12categories).
These classes are: Airplanes, Motorbikes, Face, Watch, Car, Backpack (Caltech-256), Ketch,
Bonsai, Butterfly, Crab, Revolver, and Sunflower. In all the experiments in this section, the
Histogram of Oriented Gradients (HOG) [16] feature extraction is chosen as the image feature
extraction algorithm [11].

The proposed ROI detection algorithm is implemented on the image collections and the detected
ROI images are converted to the various forms PLSA models, and then quantised into semantic
groups using the k-means algorithm. The PLSA/K-means classification is implemented with 25
latent topics and 25 clusters, thus allowing a one to one mapping between each of latent topics
and each of the semantic groups identified during K-means clustering.In evaluating the quality of
the centroids presented at the completion of each categorisation process, each of the centroids is
visualised and labelled, and the label appointed to the centroid is automatically applied to all the
images in the centroid’s cluster. With all the available images labelled, accuracy of the
unsupervised categorisation is determined through a comparison between the new labelling and
the ground truth. By varying the visual codebook size under the 3 chosen image collections, this
section determines the appropriate visual codebook sizes for the Bag-of-visual word modelling
which precedes the PLSA classification. The graphical demonstration of their average
performances over 5 runs is shown in Figure 4.
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Using the data presented graphically in Figure 4, this paper identifies that the most appropriate
visual codebook sizes for the implementation in the categorisation of 4, 8 and 12 categories image
collections are 200, 500, and 900. Table 1 provides a comparison of the performance of PLSA
classification under two scenario; 1) without using ROI, and 2) using ROL.

An overall assessment of Table 1 reveals a general increment in categorisation accuracy when
ROI is included during PLSA/K-means categorisation. This increment can be attributed to the

ability of the proposed ROI algorithm to minimise the amount of image background included
during image modelling.

90

Unsupervised PLSA Classification
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Figure 4.The unsupervised PLSA categorisations implemented with the inclusion of Region of Interest

determination

Table 1. A comparison of the effects of ROI during Unsupervised image categorisation via PLSA

Accuracies
Number of Visual _ _ _ _
categories Codebook sizes Without using ROI Using ROI detection
detection
4 200 80.80% 82.77%
500 58.07% 64.56%
12 900 45.55% 48.07%
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6. FUTURE WORKS

This paper has successfully demonstrated the use of FAST and SURF to be useful tools in the
determination of an image’s ROI, and the possibility of improving the accuracy of an image
classification by limiting an image’s modelling to the ROI of the image. However, it is important
to note that the categorisation accuracies recorded with the use of ROI is lower than the
accuracies obtainable under a completely supervised implementation of PLSA categorisation. The
recorded performance can be further improved through the combination of the proposed ROI
determination algorithm with the spatial pyramid algorithm proposed by Lazebnik et al. [17] or
with semantic segmentation. These combinations will be investigated in future works.

To further improve the categorisation accuracy, there is the need to identify a more effective
feature extraction algorithm especially that is able to accommodate the diverse nature of the
nature dataset. A possible solution to this challenge is the combination of the HOG descriptor
with another image feature extraction algorithm (such as shape or corner description algorithms).
This will also be examined in future works.

7. CONCLUSION

For minimising the effect of image backgrounds on classification accuracies, this paper proposes
the use determination of the ROI of each using SURF and FAST, and demonstrated the ability of
the proposed algorithm to limit image modelling to relevant region within the image.

Using 3 image collections constituted from Caltech-101, this paper successfully demonstrates the
effectiveness of the categorisation model in improving the unsupervised PLSA categorisation,
and identified the inclusion of spatial pyramid and semantic segmentation alongside ROI
determination as two approaches that may be employed in the search for higher accuracy during
unsupervised PLSA categorisation.

ACKNOWLEDGEMENT

The authors of this work wish to thank the research students of their University for their support.

REFERENCES

[1] C.M.Bishop and J.M.Winn, “Non-linear Bayesian Image Modelling,” in 6th European Conference on
Computer Vision, ECCV 2000, Antibes, 2000.

[2] T.Tuytelaars and K.Mikolajczyk, “Local Invariant Feature Detectors: A Survey,” Foundations and
Trends in Computer Graphics and Vision, vol. 3, no. 3, p. 177-280, 2008.

[3] P.apsalas, K.Rapantzikos, A.Sofou and Y.Avrithis, “Regions of interest for accurate object detection,”
in International Workshop onContent-Based Multimedia Indexing, CBMI., London, 2008.

[4] Y. Huang, Q.Liu, F.Lv, Y.Gong and D.Metaxas, “Unsupervised Image Categorization by Hypergraph
Partition,” IEEE Transactions On Pattern Analysis And Machine Intelligence, vol. 33, no. 6, June
2011.

[5] D.-C.Lee and T.Schenk, “Image Segmentation From Texture Measurement,” ISPRS Journal of
Photogrammetry and Remote Sensing, vol. XXIX, no. 3, pp. 195-199, 1992.

[6] M.Guerrero, “A Comparative Study of Three Image Matcing Algorithms: SIFT, SURF, and FAST,”
Utah state University, Utah, 2011.

[7] R.Sukthankar and Y. Ke, “PCA-SIFT: A More Distinctive Representation for Local Image
Descriptors,” in Computer Vision and Pattern Recognition, 2004. CVPR 2004, Pittsburg, 2004.

[8] E.Rublee, V.Rabaud, K. Konolige and G.Bradski, “ORB: an efficient alternative to SIFT or SURF,”
IEEE International Conference on Computer Vision (ICCV),, Barcelona, 2011.



72

Computer Science & Information Technology (CS & IT)

[91 H.Bay, T.Tuytelaars and L. V. Gool, “SURF: Speeded Up Robust Features,” in Computer Vision-
ECCV , Zurich, Springer Berlin Heidelberg, 2006, pp. 404-417.

[10] N.Khan, B.McCane and G. Wyvill, “SIFT and SURF Performance Evaluation against Various Image
Deformations on Benchmark Dataset,” in International Conference on Digital Image Computing:
Techniques and Applications, Noosa, 2011.

[11] LJ. &. O.Gwun, “A Comparison of SIFT, PCA-SIFT and SURF,” International Journal of Image
Processing, vol. 3, no. 4, pp. 143-152, 2008.

[12] C.Liu, J.Yang and H. Huang, “P-SURF: A Robust Local Image Descriptor,” Journal Of Information
Science And Engineering, vol. 27, pp. 2001-2015, January 2011.

[13] M.Trajkovic and M. Hedley, “Fast corner detection,” Image and Vision Computing, vol. 6, no. 2, pp.
75-87, 1998.

[14] H.A. Elnemr, “Statistical Analysis of Law’s Mask Texture Features for Cancer and Water Lung
Detection,” International Journal of Computer Science, vol. X, no. 6, pp. 196-202, 2013.

[15] A.Olaode, N.Golshah and C.Todd, “Unsupervised Image Classification by Probabilistic Latent
Semantic Analysis for the Annotation of Images,” in 2014 International Conference on Digital Image
Computing: Techniques & Applications (DICTA), Wollongong, 2014.

[16] N.Dalal and B.Triggs, “Histograms of Oriented Gradients for Human Detection,” INRIA,
Montbonnot, 2004.

[17] S.Lazebnik, C.Schmid and J.Ponce, “Beyond Bags of Features: Spatial Pyramid Matching for
Recognizing Natural Scene Categories,” in Computer Vision and Pattern Recognition, 2006 IEEE
Computer Society Conference, Illinois, 2006.

AUTHORS

Abass A. Olaode obtained a Master of Engineering in Telecommunication from the
University of Wollongong, Australia in 2012, and is currently a research student at the
same institution. He is currently conducting a research into the application of
unsupervised machine learning in the elimination of semantic gap from image
retrieval.

Golshah Naghdy is an Associate Professor at the School of Electrical, Computer and
Telecommunication Engineering, University of Wollongong. She was a Senior
Lecturer at Portsmouth University before joining Wollongong University in 1989. Her
research interests include biological and machine vision in particular a generic vision
system based on “wavelet neurons” and its application in the development of artificial
retina implants, medical image processing, content based image retrieval, and robotics.




A DECISION TREE BASED PEDOMETER
AND ITS IMPLEMENTATION ON THE
ANDROID PLATFORM

Juanying Lin, Leanne Chan and Hong Yan

Department of Electronic Engineering,
City University of Hong Kong, Hong Kong, China
juanyilin2-c@my.cityu.edu.hk,
leanne.chan@cityu.edu.hk,h.yan@cityu.edu.hk

ABSTRACT

This paper describes a decision tree (DT) based pedometer algorithm and its implementation on
Android. The DT- based pedometer can classify 3 gait patterns, including walking on level
ground (WLG), up stairs (WUS) and down stairs (WDS). It can discard irrelevant motion and
count user’s steps accurately. The overall classification accuracy is 89.4%. Accelerometer,
gyroscope and magnetic field sensors are used in the device. When user puts his/her smart
phone into the pocket, the pedometer can automatically count steps of different gait patterns.
Two methods are tested to map the acceleration from mobile phone’s reference frame to the
direction of gravity. Two significant features are employed to classify different gait patterns.

KEYWORDS

Pedometer, Decision Tree, Sensor, Gait analysis &Classification, Mobile Phone Applications.

1. INTRODUCTION

Commonly used pedometers are often built as separate products and their accuracy is often
affected by random motions. In this paper, we present a new method to count steps of walking
using a mobile phone. We use several sensors to extract signal features and a decision tree to
perform data classification. Gyroscopes and accelerometers are wildly used to detect human
motions. Gyroscope sensor is used to measure the angular velocity of an object. Doheny et al.
used a single gyroscope to analyze spatial gait [1]. Lim et al. proposed a gyroscope-based
pedometer [2]. A gyroscope is adhered to the right shank segment to detect user’s motion. The
work presented here uses gyroscope to measure angular velocity of user’s thigh, when the phone
is in the user’s pocket as shown in Figure 1.

The accelerometer can be used as a sensor to measure the acceleration of an object. Aguiar et al.
used the accelerometer embedded in smart phone to detect falling of the elder [3]. Mantyjarvi et
al. used accelerometers to recognize human motions [4]. The magnetic field sensor is often used
in global positioning system navigation. In this work, data from this sensor are used to generate a
rotation matrix. Using the matrix and the original acceleration, the vertical acceleration can be
determined. Decision tree is one of the predictive modeling approaches used in statistics, data
mining and machine learning. In a decision tree [5], leaves represent target values, which are also
called class labels, and branches represent measurements about an item, which is also called a
feature. Manap et al. used decision tree to detect parkinsonian gait motor impairment [6].

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, NLP - 2015
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Figure 1. An example of a mobile phone in the user’s pocket.

In the work by Lovell et al. [7], a sliding window with a size of 128 samples is used to segment
signal of acceleration. In our work, an angular velocity based algorithm is developed to segment
the signal of acceleration. Using this algorithm, classification and step counting can be done at the
same time. In many pervious work of pedometer or gait classification, such as [2], [7], [8],
researchers did not consider the capacity of anti-interference of their systems. In our method,
daily irrelevant motions are added to the training set to improve the capacity of anti-interference
of the system.

2.SYSTEM STRUCTURE

—> | Sensor: Collect data |

v

| Segment the signal |

v

Acceleration mapping

v

| Feature extraction |

v

Classification and count steps

Figure 2. System follow chart of the pedometer.

The system structure of the proposed pedometer is shown in Figure 2. Signals of original
acceleration, angular velocity and magnetic field are recorded with a sampling frequency of 100
Hz. Then the signals will be cut into small segments. After that, original acceleration is mapped to
the direction of the gravity. The features are extracted from each segment. Finally, all features are
sent to the decision tree to classify each segment.
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3. SIGNAL PROCESSING ALGORITHMS

3.1. Algorithms for signal segmenting
To the thigh, a cycle of walking only contains 2 phases, forward rotation (FR) and backward

rotation (BR). According to the case shown in Figure 1 and the reference frame of gyroscope
shown in Figure 3, BR and FR can be detected by the x-axis of gyroscope in mobile phone.

v

Figure 3. Three axes of the gyroscope in a mobile phone.

Most mobile phones now have a large screen and occupy most space of user’s pocket. Therefore,
the position of mobile phone is usually stable in the user’s pocket and it is reliable to use the x-
axis to detect FR and BR. FR and BR can be easily recognized in the signal of x-axis as shown in
Figures 5, 6 and 7. The principle of the algorithm is to detect FR of user’s thigh and use it to
separate signal of each step. The system will continue to monitor the angular velocity of x-axis
and detect FR.

If there are 15 consecutive data points whose values are all less than -1 rad/s, an FR is detected.
The start point of a segment is the first data point with positive value after the FR. The start point
is located by monitoring the first positive point after detecting the 15 consecutive negative points.
The end point of a segment is the last peak whose value is larger than 1 rad/s, before the FR of the
next step. A peak is located by checking whether there is a data point denoted by x(n) that meets
the requirement : x(n)-x(n-1)>0 and x(n+1)-x(n)<0, where n denotes the index of the data point.
After setting the start point, if no FR is detected, the end point of the segment will be set to be the
150th data point after the start point. The signals of angular velocity and vertical vibration are
segmented according to start points and end points as shown in Figures 4, 5, 6 and 7. FR is an
important element of a walk-like event. If no FR is detected, no segments will be created as
illustrated by the signals after the segmentation in Figure 8. Therefore, some irrelevant motions
are discarded and the reliability of the system is improved.

Using this algorithm, one segment represents a walk-like event. The system can simply count the
number of segments, which are considered to be true walk events by a decision tree, and obtain
the number of steps of different gait patterns as shown in Figure 8. Let Swig, Swus, and Swps
denote the number of steps of the 3 gait patterns. The mobile phone only monitors one of user’s
thighs. Therefore, one segment represents 2 steps.

If a sliding window is used, one step might be detected with 2 consecutive windows, and the
number of segments is not equal to the number of steps. Also, a step near the boundary of a
segment might be missed, if the step counting algorithm is applied to a larger segment that
consists of several small segments.



76

Computer Science & Information Technology (CS & IT)

Vertical Acceleration

Acceleration (mez)

1 1 1
155 16 16.5 17 175 18
Time (s)
Gyroscope x-axs

1
185

=L
"
___.a.__

AHMA

WUV

-]
T
fes]

E‘
—]
e
=
=]

Angular Velocity (radfs)
2 [N
ny
D

l I I
Tia 1 145 1F5 165 17 17.8 18 185
1 | T\me (s)
| | Cutting Paint
T T T T T T T T
121 Start Point | —— ]
1} T :/ 4
0a- =
0§ } . One Segment } J h
1 1 1 1 | 1 1
14 145 15 155 16 165 17 178 1B 185
Time (s)

Figure 4. Signals of walking on a level ground
Vertical Acceleration

- - g T T T T T T
20 E
15 ‘
0 ‘
s | L 1 1 L
10 s o ng 12 125 13 135 14 15
Time (s)

|
| Gyroscope x-axs
|

FASSYN

& o N
T
£l
joc}
=

Angular Velocity (radfs)  Acceleration (mis?)

1 1
10 105 [ ny 12 125 13 135 14 145
| | Time (s}
| | Cutting Point
12 — 3 T T T T
5 Start Point ~y | End Point i
08p ¥ el
08 One Segment | A 1
0.4 I I I | 1 | L | | =
10 105 " ns 12 125 13 135 14 145
Time (s)
Figure 5. Signals of walking up stairs.
. Vertical Acceleration
b
.
S
]
5
3
o Il Il 1 1
= 1| 15 | 12 125 13 135 14 145 15 155
— | | Time (s)
2 | | Gyroscope x-axis
g T | T T T T T T
Fd o ]
ED[!\ [ Vi\ /“\nﬂ/\ anllr\ /f"\l\lr\j\/\
o YAV Y
& -2 FR! BR! a
_g, P a———n L 1 L 1 I
e [IETY] ns | 12 s s 14 145 15 155
| | T\me (s)
| | Cutting Point
1.2[5tart Puir‘ui ! i ' ! : ' ; ' ! ]
'1 | End Point
08 4 E
One Segment \ }
086 4—:i -
1 1 1 1 1 1 1 1 Il 1
" ns 12 125 13 135 14 145 15 155
Time (s)

Figure 6. Signals of walking down stairs.



Computer Science & Information Technology (CS & IT) 77

Vertical Acceleration

P — \ — T 1 ™
= 2 | | B
o
215 e | | E
5 10— o Peee—— s 1. IR OSRUN| BN
% ol T | \UJ | i
8
o 1 k 1 % Il 1 1 I Il 1 1 1
< 3 35 4 s 5 55 | 6 B5 7 75
. | Time (s) I
3 | Gyroscope x-axis |
2. T T T | T T T | T T T
> 2F - ]
) 177\ /

Sy { f\‘ﬂ 7T $ =
T 7
=, i i/ | ST ]
s w1 |
EX | L 1 L 1 - I I 1 1
Z 3 35 4 s 5 55 | B B5 7 75
: Time (s) :
| Cutting Point |
T T T T T T
12} Start Point | | . -
L | End Point i
|
0er- One Segment ! 1
- —| 4
ug L 1 1 L 1 1 I 1 L 1 L
3 35 4 45 5 55 3 6.5 7 75
Time (s)

Figure 7. Signals of walking down stairs.

| A segment |

| Feature extraction |/'| WLG |—>| SwLe=Swrg+2 |

| A decision tree |_’| WUS |_>| Swus=Swus+2 |
\| WDS |_>| SWDS:SWDS+2 |
v

| Irrelevant motion | =| Discarded |

Figure 8. Gait classification and step counting.

3.2 Acceleration mapping

The acceleration given by the mobile phone is respected in the mobile phone reference frame
shown in Figure 3. Vertical vibration is a significant signal induced by the walk. Therefore,
original acceleration needs to be mapped to the direction of the gravity to generate the signal of
vertical vibration. There are two methods to achieve it.

In the first method, we calculate the angle between vector of linear acceleration provided by
linear acceleration sensor and the vector of g provided by gravity sensor, where g denotes the
acceleration due to gravity, and 1gl=9.8 m/s”. Let Ajnear denote the linear acceleration, Agp denote
the value of the acceleration in the direction of gravity, and Xjnear, Yiinear a0d Zjinear denote elements
of the vector of Ay, respectively, then they can be computed as follows.

—
2 2 2
Aa'mmr = \f X fingar + Y linear + Z hnear

(1)
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In the second method, a rotation matrix can be generated by getRotationMatrix, a function
provided by Android, using data from the accelerometer and the magnetic field. Then the original
acceleration can be mapped to the direction of gravity. Let Agp denote the value of the
acceleration in the direction of gravity, M;uion denote the rotation matrix and Aygina denote the
vector of acceleration respecting to mobile phone’s reference frame, then

x A

IG:D: AO‘D I =M original (4)

rolation
In Android, there are two kinds of sensors, hardware-based sensors and software-based sensors.
Software-based sensors need data from several hardware-based sensors to produce its own data
[9]. This means they need more time to process their data. Linear acceleration sensor and gravity
sensor are software-based. Method 2 is better than Method 1 because the former is based on
hardware-based sensors and needs less time to generate the data.

4. SIGNIFICANT FEATURES

In Figure 9, Dgs denotes the distance between one’s foot and the surface of ground or stairs.
Lengthy; denotes the length between the start point and the point of the maximum in a segment.
Lengths denotes the length of a segment. In the signal of vertical vibration, two significant
features, location of peak in a segment and variance are found to classify different gait patterns.

4.1. Location of the maximum in a segment

The definition is shown as follows. Locationy; denotes the location of the maximum in a segment.
Data of a segment is recorded in an array. Each data point has its own index. Indexg denotes the
index of the start point. Indexg denotes the index of the end point. Index,; denotes the index of the
data point with maximum value. Lengths denotes the length of a segment. Lengthy denotes the
distance between the start point and the point with the maximum value.

Lengthy, = Index,, — Indexg )

Lengths = Indexg — Indexg )
Length

Locationy = il x 100
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Figure 9. Gait analysis and signal of vertical vibration

Signal in a segment represents the BR of user’s thigh, as shown in Figure 9. In motions of
walking on level ground or walking up stairs, when the user begins to rotate his/her thigh
backward, his/her foot will soon touch the surface, due to small Dgs. Then vibration is induced by
heel strike. Therefore, the maximum is located near the start point of a segment. When walking
down stairs, Dgs is larger. After beginning to rotate one’s thigh backward, one’s foot will not soon
touch the surface and induce vibration. Then the maximum is not located near the start point. This
feature can separate the motion of walking down stairs from the other 2 gait patterns.

4.2 Variance of a segment
Let D, denote the average of data values in a segment, n denote the number of data points, and Di

denote a specified data point. Var denotes the variance of a segment. We calculate the variance of
a segment as follows

n
1
Da = EZ Di
i=1 (®)
1 n
Var = EZ(DL- — D,)?
i=1 )

In Figure 9, R1 and R2 denote 2 ranges in the signals of walking on level ground and down stairs
respectively. R1 is a range of vibration. This range will increase the variance of the segment.
Compared with R1, R2 is a range that is relatively flat. R2 will decrease the variance of the
segment. Therefore, the variance of a segment of walking on level ground will be larger than that
in a segment of walking up stairs. Using this feature, the motion of walking on level ground can
be distinguished from the motion of walking up stairs.
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5. TRAINING SET AND DECISION TREE

Five subjects, participate in an experiment to create a training set with 4 kinds of motions,
including the 3 gait patterns and irrelevant motion. We choose the decision tree as the
classification engine since it has a very low computational complexity and can be implemented
on a mobile computing unit (MCU) efficiently [10-12]. In order to avoid imbalanced distribution
of different classes in a decision tree, the amount of each class in a training set should be
balanced. If one class is the majority in a training set, the decision tree created by this training set
is more likely to classify an unknown instance to that class. Then C4.5 algorithm in Weka is used
to identify distinct features and create a decision tree, according to the training set. Six features
are selected to create the decision tree as shown in Figure 10. In this figure, “Ground” denotes
walking on level ground. “Up” denotes walking up stairs. “Down” denotes walking down stairs.
“Other” denotes irrelevant motion. In the signal of vertical acceleration, AcceleGMin denotes the
minimum value, AcceleGMax denotes the maximum value, AcceleGAverage denotes the
average, AcceleGMaxL denotes the location of the maximum and AcceleGVar denotes the
variance. In the signal of angular velocity, GyroMin denotes the minimum.

AcceleGVar <= 16.988167
AcceleGAverage <= 10.725424: Other
AcceleGAverage > 10.725424

| AcceleGMin <= 6.927609

| AcceleGMaxL <= 20

| | GyroMin <=-1.517695: Other

| | GyroMin >-1.517695: Up

| AcceleGMaxL > 20

| | AcceleGMin <=35.061104

| | | GyroMin<==-3.314555:Up

| | | GyroMin > -3.314555: Other
| | AcceleGMin > 5.061104

| | | AcceleGMin <= 6.043906: Ground
| | | AcceleGMin > 6.043906: Up
AcceleGMin > 6.927609: Other
AcceleGVar > 16.988167

| AcceleGMaxL, <=42

| | AcceleGMaxL <= 7.619048: Other

| | AcceleGMaxL >7.619048

| | | AcceleGMax <=29.776773: Ground
| | | AcceleGMax =29.776773: Other
| AcceleGMaxL > 42

| | AcceleGMin <= 3.332462: Other

|

|

|

|

|

|
|
|
|
|
|
|
|
|
|
|
c

| AcceleGMin > 3.332462

| | AcceleGMaxL <= 82: Down

| | AcceleGMaxL > 82

| | | AcceleGMin <=4.426645: Down
| | | AcceleGMin >4.426645: Other

Figure 10. Decision tree used in the system

While creating the classifier Weka also evaluate the performance of this predictive model. Cross
validation is a common method to evaluate the accuracy of classifiers [10]. In Leave One-Out
(LOO) cross validation, one subject is used for testing and the rest are used for training. The
classification result is then computed and repeated until all subjects have participated in the
testing dataset. The overall classification result is then computed as the average of all testing
subjects [13]. Here 10-folder cross-validation is used to measure the accuracy of this classifier. In
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the cross-validation, the whole training dataset is divided into 10 subsets. One subset is used for
testing the rest are used for training. The classification accuracy of this decision tree is 92.3645 %.
Another measure of classification algorithms performance is a confusion matrix [14]. Precision
and recall are typical classification performance measures using the confusion matrix [15].
Precision and recall are defined as:

Precision — TP
recision = TP + FP (10)
Recall b
ecall = ———
TP + FN (11)

To a class in training dataset, TP (True Positive) denotes the number of correctly classified
positive instances, FN (false negative) denotes the number of positive instances incorrectly
classified as negative; TN (true negative) denotes the number of correctly classified negative
instances and FP( false positive) denotes number of negative instances incorrectly classified as
positive. The precise and recall of each class is shown in table 1.

Table.1 Confusion matrix of the decision tree

Classified as Measurement
Class WLG WUS WDS Other TP Fp FN Precision Recall
WLG 93 1 2 4 93 4 7 95.9% 93.0%
WUS 1 87 0 4 87 8 5 91.6% 94.6%
WDS 0 1 80 6 80 5 94.1% 92.0%
Other 3 3 115 115 14 12 89.1% 90.6%
6. EXPERIMENT RESULT

The decision tree based pedometer is tested in a walking experiment and an anti-interference
experiment. Subjects were asked to wear a Samsung Gear fit [16], a wearable device, in the two
experiments. Then the efficiency of the proposed system can be compared with that of the Gear
fit. Four subjects participated in these two experiments. In the walking experience, each subject
was asked to take 200 steps on level ground, go up 4 floors, then go down 4 floors. Each floor has
16 stairs. In the anti-interference experiment, subjects were asked to shake or swing the mobile
phone and the Gear fit 10 times at the same time and to see whether the pedometer and Gear fit
take those motions as steps. Samsung Gear fit cannot classify gait patterns. The accuracy of Gear
fit in Table 1 only represents the accuracy of step detection. In the walking experiment, the
overall classification accuracy is 89.4%. In the anti-interference experiment, the average false
steps recorded by the pedometer are 2.5, while Gear fit produces 12 false steps, as shown in Table

2.
Table .1 Accuracy of step detection

Proposed Pedometer Samsung Gear Fit
Gait Total  [Steps Detected Accuracy of Step Detection Steps IAccuracy of
Pattern  |Steps Detected  [Step detection
WLG 800 776 97.0% 779 97.4%
WUS 256 230 89.8% 235 91.8%
WDS 256 238 92.9% 210 82.0%
\Average | ------ | = ----—- 932% | - 90.4%
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Table .2 Accuracy of classification
Proposed Pedometer

Gait Pattern ~ [Total Steps Steps Correctly Classified IAccuracy of Classification

WLG 800 752 94.0%

WUS 256 218 85.2%

(WDS 256 228 89.1%

\Average | @ - | ——ee- 89.4%

Table 3. Result of anti-interference experiment
False Steps Recorded
Subjectl Subject2 Subject3 Subject4 Average

Proposed Pedometer 2 0 4 4 2.5

Gear fit 13 10 17 8 12
7. CONCLUSION

A decision-based pedometer that can count steps and classify 3 gait patterns is developed. An
angular velocity based algorithm is used in this pedometer to segment signals and enable the
pedometer to count steps of different gait patterns easily. The decision tree is used to improve the
accuracy and reliability of the pedometer. The system has been tested in several experiments with
good results. The experiment results show that the proposed pedometer produces much less false
step count than a commercial product.
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ABSTRACT

Agent technologies could be a good approach to solving a number of problems concerned with
personalised learning due to their inherent autonomy and independence. In this paper, we
describe a number of e-learning scenarios that could be addressed by agent technologies. We
then analyse these scenario highlighting how specific agent feature such as collation formation
and bargaining (Negotiation) could be used to solve the problem. Our aim is to show how agent
systems can not only form a good framework for distributed e-learning systems, but how well
they match to situations where learners are themselves autonomous and independent.

KEYWORDS

Collation formation, personalised learning, Negotiation.

1. INTRODUCTION

E-learning systems have been used for a number of years in the delivery and management of
learning content. More recently there has been a focus on how they could help personalize the
learner’s experience, as students begin moving from a world of VLEs (Virtual Learning
Environments) into a space where students are taking more control of their learning in the form of
PLEs (Personal Learning Environments).

Agent systems are a good approach to building systems where different people (represented by
agents) may have orthogonal goals. As such they match very well with the world of personalized
learning, where many students may have to negotiate with their peers, their tutors and their
institut