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Preface 
 

The Fourth International Conference on Advanced Information Technologies and Applications 

(ICAITA 2015) was held in Dubai, UAE, during November 06~07, 2015. The Fourth International 

Conference on Soft Computing, Artificial Intelligence and Applications (SAI 2015), The Fourth 

International Conference on Data Mining & Knowledge Management Process (CDKP 2015), The 

Second International Conference on Signal and Image Processing (Signal 2015) and The International 

Conference on Networks and Communications (NCO 2015) were collocated with the ICAITA-2015. 

The conferences attracted many local and international delegates, presenting a balanced mixture of 

intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia and 

industry to focus on understanding computer science and information technology and to establish new 

collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 

that illustrate research results, projects, survey work and industrial experiences describing significant 

advances in all areas of computer science and information technology. 

 

The ICAITA-2015, SAI-2015, CDKP-2015, Signal-2015, NCO-2015 Committees rigorously invited 

submissions for many months from researchers, scientists, engineers, students and practitioners related 

to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an 

unparalleled number of internationally recognized top-level researchers. All the submissions 

underwent a strenuous peer review process which comprised expert reviewers. These reviewers were 

selected from a talented pool of Technical Committee members and external reviewers on the basis of 

their expertise. The papers were then reviewed based on their contributions, technical content, 

originality and clarity. The entire process, which includes the submission, review and acceptance 

processes, was done electronically. All these efforts undertaken by the Organizing and Technical 

Committees led to an exciting, rich and a high quality technical conference program, which featured 

high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest 

developments in computer network and communications research. 

In closing, ICAITA-2015, SAI-2015, CDKP-2015, Signal-2015, NCO-2015 brought together 

researchers, scientists, engineers, students and practitioners to exchange and share their experiences, 

new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss 

the practical challenges encountered and the solutions adopted. The book is organized as a collection 

of papers from the ICAITA-2015, SAI-2015, CDKP-2015, Signal-2015, NCO-2015. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years to 

come.  

                                                             

Jan Zizka 

                                       Dhinaharan Nagamalai 
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ABSTRACT 

 

Graph Isomorphism is one of the classical problems of graph theory for which no deterministic 

polynomial-time algorithm is currently known, but has been neither proven to be NP-complete. Several 

heuristic algorithms have been proposed to determine whether or not two graphs are isomorphic (i.e., 

structurally the same). In this research, we propose to use the sequence (either the non-decreasing or non-

increasing order) of eigenvector centrality (EVC) values of the vertices of two graphs as a precursor step 

to decide whether or not to further conduct tests for graph isomorphism. The eigenvector centrality of a 

vertex in a graph is a measure of the degree of the vertex as well as the degrees of its neighbors. We 

hypothesize that if the non-increasing (or non-decreasing) order of listings of the EVC values of the 

vertices of two test graphs are not the same, then the two graphs are not isomorphic. If two test graphs 

have an identical non-increasing order of the EVC sequence, then they are declared to be potentially 

isomorphic and confirmed through additional heuristics. We test our hypothesis on random graphs 

(generated according to the Erdos-Renyi model) and we observe the hypothesis to be indeed true: graph 

pairs that have the same sequence of non-increasing order of EVC values have been confirmed to be 

isomorphic using the well-known Nauty software.  

 

KEYWORDS 

 

Graph Isomorphism, Degree, Eigenvector Centrality, Random Graphs, Precursor Step   

 

 

1. INTRODUCTION 

 

Graph isomorphism is one of the classical problems of graph theory for which there exist no 

deterministic polynomial-time algorithm and at the same time the problem has not been yet 

proven to be NP-complete. Given two graphs G1(V1, E1) and G2(V2, E2) - where V1 and E1 are the 

sets of vertices and edges of G1 and V2 and E2 are the sets of vertices and edges of G2 - we say the 

two graphs are isomorphic, if the two graphs are structurally the same. In other words, two graphs 

G1(V1, E1) and G2(V2, E2) are isomorphic [1] if and only if we can find a bijective mapping f of 

the vertices of G1 and G2, such that ∀ v ∈V1, f(v) ∈  V2 and ∀ (u, v) ∈  E1, (f(u), f(v))∈  E2. As the 

problem belongs to the class NP, several heuristics (e.g., [7-9]) have been proposed to determine 

whether any two graphs G1 and G2 are isomorphic or not. The bane of these heuristics is that they 

are too time-consuming for large graphs and could lead to identifying several false positives (i.e., 

concluding a pair of two non-isomorphic graphs as isomorphic).  
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To minimize the computation time, the test graphs (graphs that are to be tested for isomorphism) 

are subject to one or more precursor steps (pre-processing routines) that could categorically 

discard certain pair of graphs as non-isomorphic (without the need for validating further using 

any time-consuming heuristic). For two graphs G1(V1, E1) and G2(V2, E2) to be isomorphic, a 

basic requirement is that the two graphs should have the same number of vertices and similarly 

the same number of edges. That is, if G1(V1, E1) and G2(V2, E2) are to be isomorphic, then it 

implies |V1| = |V2| and |E1| = |E2|. If |V1| ≠ |V2| and/or |E1| ≠ |E2|, then we can categorically say that 

G1 and G2 are not isomorphic and the two graphs need not be processed further through any time-

consuming heuristics to test for isomorphism.  

In addition to checking for the number of vertices and edges, one of the common precursor steps 

to test for graph isomorphism is to determine the degree of the vertices of the two graphs that are 

to be tested for isomorphism and check if a non-increasing order (or a non-decreasing order; we 

will follow a convention of sorting in a non-increasing order) of the degrees of the vertices of the 

two graphs is the same. If the non-increasing order of the degree sequence of two graphs G1 and 

G2 are not the same, then the two graphs can be categorically ruled out from being isomorphic. If 

two graphs are isomorphic, then identical degree sequence of the vertices in a particular sorted 

order is a necessity. However as shown in Figure 1, it is possible that two graphs could have the 

same degree sequence in a particular sorted order, but need not be isomorphic [2]. Though very 

time-efficient, the degree sequence-based precursor step to test for graph isomorphism is 

typically considered to be erratic and not reliable (leading to false positives), especially while 

testing for isomorphism among graphs with a smaller number of vertices (like the example in 

Figure 1).  

 

Figure 1: Example for Two Non-Isomorphic Graphs with the Same Degree Sequence, but Different 

Eigenvector Centrality (EVC) Sequence 
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Centrality metrics are one of the commonly used quantitative measures to rank the vertices of a 

graph based on the topological structure of the graph [3]. Degree centrality is one of the primitive 

and typically used centrality metrics for complex network analysis; but, in addition to the 

weakness illustrated in Figure 1 and explained in the previous paragraph, it is also evident from 

Figure 1 that degree centrality-based ranking of the vertices could result in ties (i.e., the technique 

has weak discrimination power) among vertices having the same degree (as the degree centrality 

values are integers) and it may not be possible to unambiguously rank the vertices; for graphs of 

any size, it is likely that more than one vertex may have the same degree (ties). Eigenvector 

centrality (EVC) is a well-known centrality measure in the area of complex networks [4]. The 

EVC of a vertex is a measure of the degree of the vertex as well as the degree of its neighbors 

(calculations of EVC values is discussed in Section 2). For example: if two vertices X and Y have 

degree 3, but if all the three neighbors of X have a degree 2 and if at least one of the neighbors of 

Y have degree greater than 2 and others have degree at least 2, then the EVC of Y is guaranteed to 

be greater than the EVC of X. In general, the EVC of a vertex not only depends on the degree of 

the vertex, but also on the degree of its neighbors. For a connected graph, the EVC values of the 

vertices are positive real numbers in the range (0...1) and are more likely to be different from 

each other, contributing to the scenario of unambiguous ranking of the vertices as much as 

possible (the EVC technique has a relatively stronger discrimination power compared to the 

degree-based technique). 

 

With respect to Figure 1, we notice that the non-increasing order listings of the EVC values of the 

vertices for the two graphs are not the same. The discrepancy is obvious in the largest EVC value 

of the two sequences itself. The largest EVC value for a vertex in the first graph is 0.4253 and the 

largest EVC value for a vertex in the second graph is 0.3941. The example in Figure 1 is a 

motivation for our hypothesis to use the EVC values as the basis for deciding whether or not two 

graphs could be isomorphic.  

The rest of the paper is organized as follows: Section 2 explains the procedure to determine the 

Eigenvector Centrality (EVC) values of the vertices. In Section 3, we propose the use of the 

Eigenvector Centrality (EVC) measure as the basis of the precursor step to determine whether or 

not two graphs are isomorphic. In Section 4, we test our hypothesis on random network graphs 

(generated according to the Erdos-Renyi model [5]) with regards to the application of the EVC 

measure for detecting isomorphism among graphs. Section 5 discusses related work. Section 6 

concludes the paper. Throughout the paper, the terms 'node' and 'vertex' as well as 'edge' and 'link' 

are used interchangeably. They mean the same. 

2. EIGENVECTOR CENTRALITY 

The Eigenvector Centrality (EVC) of a vertex is a measure of the degree of the vertex as well as 

the degree of its neighbors. The EVC of the vertices in a network graph is the principal 

eigenvector of the adjacency matrix of the graph. The principal eigenvector has an entry for each 

of the n-vertices of the graph. The larger the value of this entry for a vertex, the higher is its 

ranking with respect to EVC. We illustrate the use of the Power-iteration method [6] (see 

example in Figure 2) to efficiently calculate the principal eigenvector for the adjacency matrix of 

a graph. The eigenvector Xi+1 of a network graph at the end of the (i+1)
th
 iteration is given by: 

i

i
i

AX

AX
X =

+1 , where ||AXi|| is the normalized value of the product of the adjacency matrix A of 

a given graph and the tentative eigenvector Xi at the end of iteration i. The initial value of Xi is the 
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transpose of [1, 1, ..., 1], a column vector of all 1s, where the number of 1s correspond to the 

number of vertices in the graph. We continue the iterations until the normalized value ||AXi+1|| 

converges to that of the normalized value ||AXi||. The value of the column vector Xi at this 

juncture is declared the Eigenvector centrality of the graph; the entries corresponding to the 

individual rows in Xi represent the Eigenvector centrality of the vertices of the graph. The 

converged normalized value of the Eigenvector is referred to as the Spectral radius. 

As can be seen in the example of Figure 2, the EVC of a vertex is a function of both its degree as 

well as the degree of its neighbors. For instance, we see that both vertices 2 and 4 have the same 

degree (3); however, vertex 4 is connected to three vertices that have a high degree (3); whereas 

vertex 2 is connected to two vertices that have a relatively low degree (of degree 2); hence, the 

EVC of vertex 4 is larger than that of vertex 2. As can be seen in the example of Figure 2, the 

EVC values of the vertices are more likely to be distinct and could be a better measure for 

unambiguously ranking the vertices of a network graph. 

 

Figure 2: Example to Illustrate the Computation of Eigenvector Centrality (EVC) of the Vertices using the 

Power-Iteration Method 

 

The number of iterations needed for the normalized value of the eigenvector to converge is 

anticipated to be less than or equal to the number of vertices in the graph [6]. Each iteration of the 

power-iteration method requires Θ(V 

2
) multiplications, where V is the number of vertices in the 

graph. With a maximum of V iterations expected, the overall time complexity of the algorithm to 

determine the Eigenvector Centrality of the vertices of a graph of V vertices is Θ(V 
3
). 
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3. HYPOTHESIS 

Our hypothesis is that if a non-increasing order of listings of the EVC values of the vertices for 

two graphs G1 and G2 are not identical, then the two graphs are not isomorphic. If the non-

increasing sequence of EVC values for the two graphs is identical, we declare the two graphs to 

be potentially isomorphic and subject them to further tests for isomorphism (for confirmation). 

Thus, the technique of listing the EVC sequence of the vertices (in a non-increasing order) could 

be used as an effective precursor step before subjecting the graphs to any time-consuming 

heuristic for graph isomorphism. As the EVC values of the vertices in any random graph are 

more likely to be unique, this test would also help us to extract a mapping of the vertices between 

two graphs that have been identified to be potentially isomorphic and make it more easy for the 

time-consuming complex heuristics to test for isomorphism. We illustrate our hypothesis using an 

example in Figure 3. From the example, it is very obvious that if two graphs have an identical 

non-increasing order listing of the EVC sequence, they should have identical non-increasing 

order listing of the degree sequence; but, not vice-versa (refer example in Figure 1). If two graphs 

have a different non-increasing order of degree sequence, they cannot have the same non-

increasing order of EVC sequence and we do not need to compute the EVC values. 

 

 
 

Figure 3: Illustration of the Hypothesis: Eigenvector Centrality (EVC) to Decide Graph Isomorphism 

 

We notice from Figure 3 that the vertices corresponding to the non-increasing order of the EVC 

values in both the graphs could be uniquely mapped to each other on a one-to-one basis (bijective 

mapping). On the other hand, the non-increasing order of the degree sequence of the vertices 

merely facilitates us to group the vertices into different equivalence classes (all vertices of the 

same degree in both the graphs are said to be equivalent to each other); but, one could not arrive 

at a unique one-to-one mapping of the vertices that corresponds to the structure of the two graphs. 

We thus hypothesize that the EVC approach could not only help us to determine whether or not 

two graphs are isomorphic, it also facilitates us to potentially arrive at a unique one-to-one 

mapping of the vertices in the corresponding two graphs and feed such a mapping as input to any 



6  Computer Science & Information Technology (CS & IT) 

 

heuristic that is used to confirm whether two graphs that have been identified to be possibly 

isomorphic (using the EVC approach) are indeed isomorphic. 

 

4. SIMULATIONS 

 

We tested our hypothesis by conducting extensive simulations on random network graphs 

generated according to the Erdos-Renyi model [5]. According to this model, the network has N 

nodes and the probability of a link between any two nodes is plink. For any pair of vertices u and v, 

we generate a random number in the range [0...1] and if the random number is less than plink, 

there is a link between the two vertices u and v; otherwise, not. We constructed random networks 

of N = 10 nodes with plink values of 0.2 to 0.8 (in increments of 0.1). We constructed a suite of 

1000 networks for each value of plink. We chose a smaller value for the number of nodes as we 

did not observe any pair of isomorphic graphs in a suite of 1000 graphs created with N = 100 

nodes for any plink value. Even for networks of N = 10 nodes, there is a high chance of observing 

pairs of isomorphic graphs only under low or high values of plink. For plink values of 0.2 and 0.3, 

the pairs of isomorphic graphs observed were typically trees (graphs without any cycles) that 

have the minimal number of edges to keep all the nodes connected. As we increase the number of 

links in the networks, the chances of finding any two distinct isomorphic random graphs get 

extremely small. On the other hand, for plink values of 0.7 and 0.8, the isomorphic graphs were 

observed to be close to complete graphs (with only one or two missing links per node from 

becoming a complete graph). 

 

 

Figure 4: Number of Isomorphic Random Graph Pairs: Degree Sequence vs. EVC Sequence Approach 

 

The success of the hypothesis is evaluated by determining the number of pairs of isomorphic 

graphs identified based on the non-increasing order of the EVC sequence vis-a-vis the degree 

sequence. As mentioned earlier, if two graphs are isomorphic, then the non-increasing order of 

listing of the EVC values of the vertices has to be identical (as the two graphs are essentially the 

same, with just the vertices labeled differently). This implies that if the non-increasing order of 

listing of the EVC values of the vertices for a pair of graphs G1 and G2 are not identical, we need 

not further subject the two graphs to any other heuristic test for isomorphism. If two graphs are 

identified to be potentially isomorphic based on the EVC sequence, we further processed those 

two graphs using the Nauty software [7] and confirmed that the two graphs are indeed isomorphic 

to each other. We did not observe any false positives with the EVC approach. The Nauty 

software [7] is the world's fastest testing software (available at: http://www3.cs.stonybrook.edu/ 

~algorith/implement/nauty/implement.shtml) to detect graph isomorphism. 
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Figure 4 illustrates the number of graph pairs that have been identified to be potentially 

isomorphic on the basis of the EVC sequence approach vis-a-vis the degree sequence approach. 

We observe that even with the degree sequence approach, for moderate plink values (0.4-0.5), the 

number of graph pairs identified to be potentially isomorphic decreases from that observed for 

low-moderate plink value of 0.3. As we further increase the plink value, the number of graph pairs 

identified to be potentially isomorphic increases significantly with both the degree sequence and 

EVC sequence-based approach, and the EVC sequence-based approach identifies a significantly 

larger number of these graph pairs (that are already identified to be potentially isomorphic based 

on the degree sequence) to be indeed potentially isomorphic and this is further reconfirmed 

through the Nauty software. For low-moderate plink values, we observe the degree sequence-based 

approach to identify an increasingly larger number of graph pairs to be potentially isomorphic, 

but they were observed to be indeed not isomorphic on the basis of the EVC sequence approach 

as well as when tested using the Nauty software. This vindicates our earlier assertion (in Section 

1) that the degree sequence-based precursor step is prone to incurring a larger number of false 

positives (i.e., erratically identifying graph pairs as isomorphic when they are indeed not 

isomorphic).  

 

5. RELATED WORK 

 

Though centrality measures have been widely used for problems related to complex network 

analysis [3], the degree centrality measure is the only common and most directly used centrality 

measure to test for graph isomorphism [1]. The other commonly used centrality-based precursor 

step to test for the isomorphism of two or more graphs is to find the shortest path vector for each 

vertex in the test graphs and evaluate the similarity of the shortest path matrix (an ensemble of 

the shortest path vectors of the constituent vertices) of the test graphs. Since the one-to-one 

mapping between the vertices of the test graphs is not known a priori, one would need a time-

efficient algorithm to compare the columns (shortest path vectors) of two matrices for similarity 

between the columns. The closeness centrality measure [3] is the centrality measure that matches 

to the above precursor step. Both the degree and closeness centrality measures have an inherent 

weakness of incurring only integer values (contributing to their poor discrimination of the 

vertices) and it is quite possible that two or more vertices have the same integer value under 

either of these centrality measures and one would not be able to obtain a distinct ranking of the 

vertices (i.e., unique values of the centrality scores) to detect for graph isomorphism. The 

eigenvector centrality measure incurs real numbers as values in the range (0...1) and has a much 

higher chance of incurring distinct values for each of the vertices of a graph. Though there could 

be scenarios where two or more vertices have the same EVC value, a non-increasing or non-

decreasing order listing the EVC values of the vertices of two different graphs is more likely to 

be different from each other if the two graphs are non-isomorphic. As the complexity of the graph 

topology increases (as the number of vertices and edges increases), we observed it to be 

extremely difficult to generate two random graphs that have the same sequence (say in the non-

increasing order) of EVC values for the vertices and be isomorphic. 

 

As mentioned earlier, graph isomorphism is one of the classical problems of graph theory that has 

not been yet proven to be NP-complete, but there does not exist a deterministic polynomial time 

algorithm either. Many heuristics have been proposed to solve the graph isomorphism problem 

(e.g., Nauty [7], Ullmann algorithm [8] and VF2 [9]), but all of them take an exponential time at 

the worst case as most of them take the approach of progressively searching for all possible 

matching between the vertices of the test graphs. To reduce the search complexity, the heuristics 
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could use precursor steps like checking for identical degree sequence for the vertices of the test 

graphs. It would be preferable to use precursor steps that contribute to fewer false positives, if not 

none. This is where our proposed approach of using the eigenvector centrality (EVC) fits the bill. 

We observe from the simulations that all the graphs identified to be isomorphic (using the EVC 

approach) are indeed isomorphic. Thus, the EVC sequence-based listing of the vertices could be 

rather used as an effective precursor step to rule out graph pairs that are guaranteed to be not 

isomorphic, especially when used with the more recently developed time-efficient heuristics that 

effectively prune the search space (e.g., the parameterized matching [10] algorithm).   

The eigenvector centrality (EVC) measure falls under a broad category of measures called "graph 

invariants" that have been extensively investigated in discrete mathematics [11-12], structural 

chemistry [13-14] and computer science [15]. These graph invariants can be classified to be 

either global (e.g., Randic index [16]) or local (e.g., vertex complexity [17]) as well as be either 

information-theoretic (statistical quantities) [18-19] or non-information-theoretic indices [20]. 

With the objective of reducing the run-time complexity of the heuristics for graph isomorphism, 

weaker but time-efficient precursor tests (measures with poor discrimination power like the 

degree sequence) were rather commonly used. Sometimes, a suite of such simplistic graph 

invariants were used [21] and test graphs observed to be potentially isomorphic based on each of 

these invariants were considered for further analysis with a complex heuristic. The discrimination 

power of the weaker graph invariants also vary with the type of graphs studied [21]. To the best 

of our knowledge, the discrimination power of the more complex graph invariants - especially 

those based on the spectral characteristics of a graph (like that of the Eigenvector Centrality), is 

yet to be analyzed. Ours is the first effort in this direction.  

6. CONCLUSIONS 

The high-level contribution of this paper is the proposal to use the Eigenvector Centrality (EVC) 

measure to detect isomorphism among two or more graphs. We propose that if the non-increasing 

order (or non-decreasing order) of listing the EVC values of the vertices of the test graphs are not 

identical, then the test graphs are not isomorphic and need not be further processed by any time-

consuming heuristic to detect graph isomorphism. This implies that if two or more graphs are 

isomorphic to each other, their EVC values written in the non-increasing order must be identical. 

We test our hypothesis on a suite of random network graphs generated with different values for 

the probability of link and observed the EVC approach to be effective: there are no false 

positives, unlike the degree sequence based approach. The graph pairs that are observed to have 

an identical EVC sequence are confirmed to be indeed isomorphic using the Nauty graph 

isomorphism detection software. We also observe it to be extremely difficult to generate 

isomorphic random graphs under moderate values for the probability of link (0.4-0.6); it is rather 

relatively more easy to generate isomorphic random graphs that are either trees (created when the 

probability of link values are low: 0.2-0.3) or close to complete graphs (created when the 

probability of link values are high: 0.7-0.8). 
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ABSTRACT 

 
Extraction of semantic relations from various sources such as corpus, web pages, dictionary 

definitions etc. is one of the most important issue in study of Natural Language Processing 

(NLP). Various methods have been used to extract semantic relation from various sources. 

Pattern-based approach is one of the most popular method among them. In this study, we 

propose a model to extract antonym pairs from Turkish corpus automatically. Using a set of 

seeds, we automatically extract lexico-syntactic patterns (LSPs) for antonym relation from 

corpus. Reliability score is calculated for each pattern. The most reliable patterns are used to 

generate new antonym pairs. Study conduct on only adjective-adjective and noun-noun pairs. 

Noun and adjective target words are used to measure success of method and candidate 

antonyms are generated using reliable patterns. For each antonym pair consisting of candidate 

antonym and target word,  antonym score is calculated. Pairs that have a certain score are 

assigned to antonym pair. The proposed method shows good performance with 77.2% average 

accuracy. 

 
KEYWORDS 

 
Natural Language Processing, Semantic relations, Antonym, Pattern-based approach 

 

 

1. INTRODUCTION 

 
Extraction of semantic relation pairs from corpus is one of the most popular topic in NLP. 
Hyponymy, hypernymy, meronymy, holonymy, synonymy, antonymy etc. can be given to 
example of semantic relations.  
 
Several resources are used to acquire semantic relations. WordNet [1] is the one of the important 
sources for semantic relations. WordNet is a lexical database for English and consists of so many 
words and links among these words. Since each word is represented as synonym words called 
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synsets in WordNet, it can be said that main relations of  WordNet is synonymy. Apart from 
synonymy relation, words are connected each other via semantic relation links like hyponymy, 
hypernymy, meronymy, holonymy, antonymy etc. Words are collected under four different titles 
as noun, adjective, verb, adverb, respectively in WordNet. 
 
One of the most important semantic relation in WordNet is antonymy. Antonymy represents 
contrast sense between two words. In fact, there is no exactly consensus on the definition of the 
antonymy. According to domain experts, some pairs like good-bad, hot-cold etc. represent good 
antonymy relation, but some pairs like north-south, woman-man do not exactly represent 
antonymy. This makes difficult to detect opposite pairs. In addition, studies have shown that 
synonym and antonym words occur with similar context words. This case also reveals difficulty 
of distinguishing antonyms from synonyms. 
 
In this study, we propose  a pattern-based model to extract antonym pairs from Turkish corpus. 
Only lexico syntactic patterns are used to find antonym pairs. Noun-noun and adjective-adjective 
antonym initial seeds are prepared and antonym patterns are extracted using seeds. Patterns 
having a reliable pattern score are selected to generate new antonym pairs from corpus.  
 
The rest of this paper organized as follows: Section 2 presents related works. Extraction of 
antonym patterns and extraction of new antonym pairs are explained in Section 3 and Section 4, 
respectively. Finally, we present experimental results in Section 5. 
 

2. RELATED WORKS 

 
Patterns have been widely used to extract semantic relations from corpus. The most popular 
pattern-based study was made by Hearst [2] in 1992. Hearst used some patterns like “such X as 
Y” to extract hyponym words from corpus. In this pattern, X and Y represent hypernym and 
hyponym words, respectively. After experiments, it has been shown that using some patterns, 
hyponym words can be extracted from corpus with high accuracy.      
 
Various studies have been conducted on extraction of antonym pairs. Lobanova (2010) [3] 
prepared some adjective-adjective antonym initial pairs and generated antonym patterns 
occurring with initial pairs from large Dutch corpus. Lobanova used generated antonym patterns 
to extract new antonym pairs from corpus. This process repeated iteratively. At each iteration, 
new antonym patterns were generated by using initial pairs and new antonym pairs were used to 
extract new antonym patterns again. At each iteration, only reliable antonym pairs and patterns 
were selected. Thus, sharp  accuracy  decreasing  for  generated  antonym  pairs  was  prevented. 
 
Turney (2008) [4]  used a corpus based supervised classification method to separate antonyms 
from synonyms. Only patterns obtained from corpus were used as features. Co-occurrence 
frequency between pair and pattern was used as a feature. Support Vector Machines (SVM) was 
used as classification algorithm. To measure success of method, English as a second language 
(ESL) questions were used and 75.0% classification accuracy was obtained for antonym pair 
classification.  
 
Lin (2003) [5] manually prepared some patterns like “from X to Y”, “either X or Y” to 
discriminate synonyms from antonyms. It was observed that antonym pairs occur with these two 
pattern very frequently but synonym pairs occur with these patterns rarely.    
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Mohammad (2008) [6] developed an unsupervised method using degree of antonym to 
discriminate antonym pairs. According to definition of degree of antonym, the more a pair has 
antonym degree, the more the pair represents antonymy. Mohammad used corpus statistical 
features and antonym dictionary category words together. Over test pairs 80.0% accuracy was 
obtained for antonym pairs. 
 
For Turkish, there are some studies to extract semantic relation pairs from corpus and dictionary 
definitions [7], [8]. Hyponym-hypernym [9], [10], meronym-holonym [11] and synonym [12] 
pairs have been automatically extracted from Turkish corpus. For hyponym-hypernym, 
meronym-holonym and synonym pairs 83.0%, 75.0% and 80.3% accuracies were obtained, 
respectively.   
 
Although there are some studies about antonym pair extraction from Turkish dictionary 
definitions, there is no study using Turkish corpus and antonym corpus patterns. Our main 
motivation is that there is no such a corpus based study for Turkish before. 

3. EXTRACTION OF ANTONYM PATTERNS FROM TURKISH CORPUS 

LSPs are widely used to extract antonym relation pairs. In this study, antonym patterns are used 
to extract antonym pairs. Therefore, we have to generate antonym patterns from corpus. To 
extract Turkish antonym patterns, following processing steps are applied. 
 
� BOUN web corpus was used [13] as a source. The corpus consists of nearly 10 million 

sentences and 500 million words (tokens). Firstly, we remove all punctuation and special 
characters from corpus. Corpus is parsed morphologically by Zemberek Turkish NLP tool 
[14] and each word in corpus is separated to root, root part-of-speech tag and suffixes. For a 
given word, Zemberek generates multiple parsing results, but only first parsing result is used. 
Because our corpus is too big, search process can take a long time. For fast search operations, 
morphologically parsed corpus is indexed by Apache Lucene 4.2.0 searching tool [15] and 
index file is used for all corpus search operations. 
 

� To find antonym patterns, we generate noun and adjective target words. Antonym equivalents 
of target antonyms are extracted with using Turkish Antonym Dictionary [16]. 184 antonym 
pairs called initial seeds are searched in corpus index file and sentences which contain initial 
seeds are found. In related sentences, initial seeds are replaced with * (wildcard) character. 
We select patterns having maximum two words between two * characters and others are 
removed. Thus, we ignore unproductive special patterns. 
 

� Reliability score of each pattern is calculated. To calculate pattern reliability score, we used a 
formula which is given in equation (1). 
 

                                                Rn =    
�
�                                                  (1) 

 
In formula, Rn represents reliability score of pattern n. P is total co-occurrence frequency of 
pattern n with initial seeds. T represents total co-occurrence frequency of pattern n with other 
antonym pairs(other seeds) in corpus. Total co-occurrence frequency of pattern with initial seeds 
is divided by total co-occurrence frequency of pattern with other seeds. Then, reliability score is 
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calculated for each pattern. For example, if pattern X occurs with initial seeds 100 times and 
occurs with other seeds 10.000 times in corpus, reliability score of  X equals 100/10.000 = 0.01. 
But the reliability score may be misleading. If pattern X occurs with initial seeds 7 times and 
occurs with other seeds 10 times, reliability score equals 7/10 = 0.7. Although reliability score of  
X is high, X occurs with initial seeds only 7 times. Because co-occurrence frequency of  X with 
initial seeds is too low, pattern X does not have any importance in terms of productivity and 
generality. For this reason, we calculate reliability score for patterns occurring with initial seeds 
more than 50 times and other patterns are ignored. To determine pattern reliability score, number 
of different initial seeds occurring with a pattern is an important parameter. We can say that the 
more different initial seeds occur with a pattern, the more the pattern is reliable. We assume that 
pattern X occurs with initial seeds 100 times, but only occurs with 5 different initial seeds. 
Likewise, pattern Y occurs with initial seeds 100 times, but occurs with 20 different initial seeds. 
If total co-occurrence frequency of  X and Y with other seeds equals 1000, reliability scores of 
both patterns equal 100/1000 = 0.1. Although pattern reliability scores of  X and Y equal each 
other, Y pattern occurs with more different initial seeds than X. Hence the pattern Y is more 
general and productive than X. To tackle this problem, pattern reliability score is calculated for 
patterns occurring with more than 20 different initial seeds and other patterns are not assessed. 
After calculating reliability score for each pattern according to two conditions given above, all 
patterns are sorted according to reliability score. Patterns that have reliability score greater than 
0.02 are selected to generate new antonym pairs from corpus. Reliable antonym patterns are 
given in Table 1. 
 

Table 1. Antonym patterns extracted from corpus using initial seeds 
 

 
 

4. EXTRACTING NEW ANTONYM PAIRS USING PATTERNS 
 
Using antonym patterns in Table 1, antonym equivalent words are extracted for a given target 
word. Process steps of new antonym pair extraction are given below. 
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� Firstly, target words are determined and patterns generated by replacing target word with * 
characters are searched in corpus. Words corresponding to * characters are extracted as 
candidates of target word. Although reliable patterns are used, not antonym pairs can occur in 
these patterns. For this reason, antonym equivalents of given a target word are defined as 
candidates. In pattern structure, any antonym pairs can show two different sequence like X-Y 
and Y-X. Thus, given a target word is searched in two different positions and words in 
different * positions are recorded as candidates. For example, target word “iyi” (good) are 
searched as; 
 

                                               Turkish patterns                        English equivalents 

                                              # iyi ve * arasındaki                     # between good and * 
                                              # * ve iyi arasındaki                     # between * and good 

                                              # ne iyi ne de *                             # neither good nor * 
                                              # ne * ne de iyi                             # neither * nor good 

… 
 

� After extracting candidates of target word, antonym score is calculated for each pair 
consisting of target and a candidate. Pairs having a certain antonym score are assigned to 
antonym and others are eliminated. 

 
To calculate antonym scores of pairs, we used Lobanova’s antonym score formula given in 
equation (2) [17]. 

                                        Px = 1 -  ∏ �1 − ��
��	

��

��
                                                    (2) 

 
In formula, Px represents antonym score for pair x. M is number of reliable pattern and Ck is co-
occurrence frequency of pair x with pattern k. Tk represents co-occurrence frequency of pattern k 
with other seeds in corpus. 
 

5. EXPERIMENTAL RESULTS 

 
To measure success of model, 196 noun and adjective target words are utilized. Target words 
were searched together with reliable antonym patterns and candidates were extracted. For each 
pair, antonym score was calculated. After observations, we defined minimum reliable antonym 
score as 0.3. When the minimum reliable antonym score is defined less than 0.3, it is shown that 
accuracy of the method falls sharply. For 45 out 196 target words, our method proposed reliable 
antonym pairs with 77.2% average accuracy. Class of pairs were manually tagged by 3 Turkish 
native speakers. 21 target words and candidates, english equivalents are given in Table 2.  
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Table 2. Target words, candidates, antonym scores and pair classes 
 

 
 

6. CONCLUSIONS 

 
In this study, antonym pairs and patterns were automatically extracted from Turkish corpus. 
Noun-noun and adjective-adjective seeds were created and antonym patterns were generated 
using these seeds. After generating patterns from initial seeds, reliability score was calculated for 
each antonym pattern. 11 patterns having reliability score greater than 0.02 were selected to 
produce new antonym pairs. To measure accuracy of method, noun and adjective target words 
were used as test words. Using these targets with antonym patterns, candidates were found for 
each target words. For each antonym pair, antonym score was calculated. Pairs having antonym 
score greater than 0.3 were assigned to antonym and others were eliminated. For 45 out 196 
target words, our method proposed reliable antonym pairs with 77.2% average accuracy. 
 
This study has been shown that Turkish antonym relation patterns can be extracted from corpus 
easily using some manually created antonym seeds. Candidates also can be easily extracted for a 
given target word with high accuracy with using reliable antonym patterns. Because patterns are 
used to extract antonym pairs, high co-occurrence frequency of target with patterns in corpus 
directly influences success of the method. This is a disadvantage for all of pattern-based methods.  
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In further studies, we aim to use corpus statistical information with patterns. Thus, antonym pairs 
occurring with patterns at low frequency can be extracted from corpus.  
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ABSTRACT 

 
In this paper, we focus on developing parallel algorithms for solving the traveling salesman 

problem (TSP) based on Nicos Christofides algorithm released in 1976. The parallel algorithm 

is built in the distributed environment with multi-processors (Master-Slave). The algorithm  is  

installed  on  the  computer  cluster system  of National  University  of  Education  in  Hanoi,  

Vietnam (ccs1.hnue.edu.vn) and uses the library PJ (Parallel Java). The results are evaluated 

and compared with other works. 
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1. INTRODUCTION 

 
Traveling  salesman  problem  (TSP)  is  a well  known problem.  The  problem  is  solved  in  
different  ways. Especially  in  1976,  Nicos  Christofides  introduced  new algorithms  called 
Christofedes’  algorithm  [3].  In  2003, Ignatios  Vakalis  built  Christofedes’  algorithms  on  
MPI environment [4]. In  this  paper,  we  build  Christofides’  traveling salesman  problem  in  
distributed  environment. Sequential algorithms are built thoroughly with illustrative examples. In  
addition,  parallel  algorithms  are  experimented  in different graphs.  

2. CHRISTOFIDES’ TRAVELING SALESMAN PROBLEM ALGORITHM 

 
Let G=(V,E) be a graph and let P=V1, V2,…, Vk be a path in G. This path is called a Hamiltonian 
path if and only P is containing every vertex in V. P is a Hamitonian cycle if and only if V1=Vk 
and P is a Hamiltonian path. Where G is a directed graph, the terms directed Hamiltonian path 
and directed Hamiltonian cycle are used. The problem of determining a shortest directed  in a 
weighted directed graph G is called the Traveling Salesman Problem (TSP) [1]. 

Consider an n x n distance matrix D with positive entries; for example, the distance between the 
cities the traveling salesman is visiting. We assume D is symmetric, meaning that dij=dji for all i 
and j and dii=0 for i=1,2,…,n. We claim that [dij] satisfies the triangle inequality if 
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What the triangle inequality constraint essentially says is that going from city i to city k through 
city j can not be cheaper than going directed from city i to city k. This is a reasonable assumption, 
sine the imposed visit to city j appears to be an additional constraint, meaning that can only 
increase the cost. As a rule of thumb, whenever the entries of the distance matrix represent cost, 
the triangle inequality is satisfied. 

Notice that the graph in this variant of the problem undirected. If we remove any edge from an 
optimal path for such a graph, we have a spanning tree for the graph. Thus, we can use a algorithm 
to obtain a minimum spanning tree, then by going twice around the spanning tree, we can convert 
it to a path that visits every city. Recalling the transformation from Hamiltonian cycle to traveling 
salesman problem. Christofides [3] introduced a heuristic algorithm based on the minimum 
spanning tree for this problem. 

Definition 2.1. Hamiltonian Cycle is a cycle in an undirected graph that passes through each node 
exactly once [7]. 

Definition 2.2. Given an undirected complete weighted graph, TSP is the problem of finding a 
minimum cost Hamiltonian Cycle [7]. 

Christofides’ Traveling Salesman Problem (Algorithm 1) 

Step 1: Find the minimum spanning tree T using the distance matrix D. 

Step 2: Find the nodes of T having odd degree and find the shortest complete matching M in 
the completed graph consisting of these nodes only. Let G’ be the graph with nodes 
{1,2,…,n} and edges  in T and M. 

Step 3: Find a Hamiltonian cycle in G’.  

3.1: Find an Euler cycle C0=(x,y,z,…,x) in G’. 

3.2: Starting at vertex x, we trace C0 and delete the vertex that has visited before in 
turn. Then remaining vertices, in the original order in C0, determine a Hamilton cycle 
C, which is a required approximation optimal cycle. 

The Prim’s algorithm can be used in Step 1. 

The number of odd-degree nodes in a graph is even. It’s easy to see why this is the case: The sum 
of the degrees of all nodes in a graph is twice the number of edges in the graph, because each edge 
increases the degree of both its attached nodes by one. Thus, the sum of degrees of all nodes is 
even. For a sum of integers to be even it must have an even number of odd terms, so we have an 
even number of odd-degree nodes. 

A matching is a subset of a graph’s edges that do not share any nodes as endpoints. A perfect 
matching is a matching containing all the nodes in a graph (a graph may have many perfect 
matchings). A minimum cost perfect matching is a perfect matching for which the sum of edge 
weights is minimum. A minimum cost perfect matching of a graph can be found in polynomial 
time. 

Finding a shortest complete matching in a graph is a version of the minimal weight matching 
problem, in which the total weight of the edges obtained from the matching is minimal. Edmonds 
and Johnson (1970) [5]; William Cook and André Rohe [6] have presented an efficient algorithm 
for finding minimum weight perfect in any weighted graph.    

The Fleury’s algorithm [19] can be used in Step 3.1 for finding Euler cycle. 
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          Fỉgure 1. G(V,E) graph                                     Figure 2. Distance matrix D 

Determining whether a graph contains a Hamiltonian cycle is a computationally difficult problem. 
In fact, the fastest algorithm known has a worst-case time complexity of  O(n22n) in the case of n 
points. Therefore, the TSP exhibits an exponential worst-case complexity of  O(n22n). Proof [4]. 

Example:  G(V,E) graph  is illustrated in Figure 1 

 
Figure 3. The minimum spanning tree T with the odd-degree vertices encircled 

 

Figure 4. Shows the shortest complete matching M of these odd-degree verteces. 
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Figure 5. G’(V, E’), E’ is edges in T and M 

We have Euler cycle C0 = (a, e, b, c, b, d, f, a). Deleting a repeated vertex b from C0 results in a 
Hamilton cycle  
 
C = (a, e, b, c, d, f, a) in G with w(C) = 12. Because the edge (c, d) of C is not in G’, C 
corresponds a salesman route P = (a, e, b, c, b, d, f, a) with w(P ) = 12 which visits each vertex of 
G at least once (Figure 6). 

 
Figure 6. Traveling Salesman tour 

 
For large n, the sequential version of a TSP algorithm becomes impractical. Thus, the need arises 
to examine a parallel approach in obtaining exact solutions to the TSP problem. 

3. THE PARALLEL TRAVELING SALESMAN ALGORITHM 

We carry out parallel algorithms on k processors. The parallel is performed in step 1 of the 
algorithm TSP. Slave processors perform to find MST T. Master processor performs step 2 and 
step 3 of the algorithm TSP. 
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Prim’s algorithm (Algorithm 2): 

 

Parallel Traveling Salesman Problem algorithm (Algorithm 3) 

Step 1: Create k numbers of Slave processes. 

Step 2: Master node send n/k vertex and weight  

     matrix D(n x n/k) to Slave. 

Step 3: k Slave receives n/k vertex and D(n x n/k) 

from the master node. 

Step 4: Master node performs: 

  If T(B, E’) has n-1 edges, then T becomes Minimum Spanning Tree. 

Otherwise, then go to Step 5. 

 

Step 7: Master node receives T which is MST, then go to Step 8. 
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Step 8: Master node finds the shortest complete matching M 

Step 9: Master node finds the Hamiltonian cycle in G’. 

The main loop of the Prim algorithm is executed (n-1) times. In each n iteration it scans through 
all the m edges and tests whether the current edge joins a tree with a nontree vertex and whether 
this is a smallest edge found so far. Thus, the enclosed loop takes time O(n), yielding the worst-
case time complexity of the Prim algorithm as O(n2). Total parallel time O(n2/k + n log k). 

Therefore, algorithm 3 reduces more computation time than algorithm 1. 

Parallel computing- Brief Overview: 

The development of a wide range of parallel machines with large processing capacities high 
reliability, and low costs, have brought parallel processing into reality as an efficient way for 
implementing techniques to solve large scale optimization problems. A good choice of the 
programming environment is essential to the development of a parallel program.   

The processes that are executed on parallel machines, are based on different memory organization 
methods: shared memory; or distributed memory.  In shared memory machines, all processors are 
able to address the whole memory space. The processors can communicate through operations 
performed by the parallel tasks on the shared memory. Each task shares a common address space. 
The advantage of this approach is that the communication can be easy and fast. However, the 
system is limited by the number of paths between the memory and the processors.   

An alternative to the shared memory organization is the distributed memory paradigm. In the 
framework of the distributed memory organization, the memory is physically distributed among 
the processors. Each processor can only access its own memory, and communication between 
processors is performed by messages passed through a communication network. A number of 
parallel programming tools are available to implement parallel programs for distributed memory 
environments. 

 
Figure 7. Create database (Graph) 
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So, in this paper we choose the system's computing cluster of Hanoi National University of 
Education (ccs1.hnue.edu.vn) and use Parallel java library_PJ [8], [9]. 

 

Figure 8. Parallel Computing Cluster (ccs1.hnue.edu.vn) 

Parallel TSP algorithm is built on ccs1.hnue.edu.vn. The program written in Java and use 
Parallel java library (PJ). We experimentally sampled nodes as follows: The graph corresponds 
to 20000 nodes and 30000 nodes. The simulation result is shown in figure 9 and figure 10. This 
result demonstrates that the runtime of parallel algorithms is better than sequential algorithm. 

 
Figure 9. Chart performs the speedup of graph having 20000 nodes 
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Figure 10. Chart performs the speedup of graph having 30000 nodes 
 

4. CONCLUSION 
 
The detail result of this paper is building sequential and parallel Traveling Salesman Problem 
algorithm.In addition, to take more advantage of multi-core architecture of the parallel computing 
system and reduce the computing time of this algorithm, we build this algorithm on multiple 
processors. Parallel algorithms in this paper are processed at step 1 of the algorithm 1. Ignatios 
Vakalis 2003 [4] built parallel algorithms by simultaneously looking for DFS (Depth First 
Search) in step 3 of algorithm 1 to resolve TSP. Random graphs (Figure 7) are created as our 
database to test the algorithms. As in [4] a small number of vertices graph (less than 12 vertices) 
are tested. Our algorithms are installed in computer cluster using Parallel Java (PJ) whereas in [4] 
using MPI. Therefore, our paper has made great contribution to building parallel algorithms using 
many different libraries. 
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ABSTRACT 
 
The problem of  finding  maximum  flow  in  network graph is extremely interesting and 

practically applicable in many fields in our daily life, especially in transportation. Therefore, a 

lot of researchers have been studying this problem in various methods. Especially in 2013, we 

has developed a new algorithm namely, postflow-pull algorithm to find the maximum flow on  

traditional  networks.  In  this  paper,   we  revised postflow-push  methods  to  solve this 

problem of finding maximum flow on extended mixed  network. In addition, to take more   

advantage   of   multi-core   architecture   of   the   parallel computing system, we build this 

parallel algorithm. This is a completely new method not being announced in the world. The 

results of this paper are basically systematized and proven. The idea of this algorithm is using  

multi processors to  work in parallel by postflow_push algorithm. Among these processors, 

there is one main processor managing data, sending data to the sub processors, receiving data 

from the sub-processors. The sub-processors simultaneously execute their work and send their 

data to the main processor until the job is finished, the main processor will show the results of 

the problem. 

 
KEYWORDS 
 
Processor, alogrithm, maximum flow, extended mixed network, parallel. 

 

 

1. INTRODUCTION 

 
The maximum flow problem on the network is one of the optimization problems on graphs 
that is widely applicable in practice as well as in combinatorial theory. The problem was 
proposed and solved by  two American mathematicians Ford and  Fulkerson  in  the  early  
1950  [2]  and  more  and  more scientists are interested in research. Edmonds and Karp gave 
method with complexity O(|V|.|E|2) [3]. In 1986, A. Goldberg and R.E. Tarjan  [4]  have  
developed  pre-flow  push method with  complexity  O(|V|2.|E|)  and  a  lot  of  paper  
concerning parallel algorithm are written by many interested researchers [6], [7], [8], [9]. 
Especially in 2013 we has developed a new algorithm  namely,  postflow-pull  algorithm  to  
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find  the maximum flow on traditional networks [10].  The work  of Naveen Garg  and  Jochen 
Konemann  in 2007  and  the  above  works  just  concentrate  on  traditional traffic  networks  
without  any  specific  steps  and  correct proof.  In  fact,  it  is  necessary  to  build  extended  
mixed networks. The problem of finding maximum flow in network mixed network is 
extremely interesting and practically applicable in many  fields  in  our  daily  life,  especially  
in  transportation. Therefore,  a  lot  of  researchers  have  been  studying  this problem  in  
various  methods.  In  an  ordinary  graph  the weights of edges and vertexes are considered  
independently where  the  length  of  a  path  is    the  sum  of   weights  of  the edges  and  the  
vertexes  on  this  path.  However,  in  many practical problems, weights at a vertex are not  
the  same  for all  paths  passing  this  vertex,  but  depend  on  coming  and leaving  edges.  
The  paper  develops  a  model  of  extended mixed  network  that  can  be  applied  to  
modelling  many practical problems more exactly and effectively. Currently, parallel 
processing method is a promising and effective  solution  for  the deadlock problems  that  
sequential method  encounters  such  as:  program  execution  time, processing  speed,  the  
ability  of  memory  storage,  the advantage  of  multi-core  architecture,  large-scale  data 
processing. The main contribution of this paper is the revised postflow-push  [10]  algorithm  
finding  maximal  flow  on extended mixed network and we build parallel algorithms on multi 
processors. This is a completely new approach aiming to take  advantage  of  multi-core  
architecture,  to  reduce computation  time  and  to  solve  the problem with  large-scale data 
[10].   
 

2. EXTENDED MIXED NETWORK 

 
Given a graph network G (V, E) with a set of vertices V and a set of edges E, where edges can be 
directed or undirected, with edge capacity ce:E→R*, so that ce(e) is adge capacity e ∈ E and 
vertices capacity cv:V→R*, so that cv(u) is vertices capacity u ∈ V. [12], [16]. 

With edge cost  be be:E→R*, be(e): cost must be return to transfer an unit transport on edge e.   

 With each v∈V, Set Ev are set edge of vertice v. 

Vertice cost bv:V×Ev×Ev→R*,  bv(u,e,e’): cost must be return to transfer an unit transport from 
edge e to vertice u to edge e’. 

A set (V, E, ce, cv, be, bv) is called extended mixed network. 

 

3. FLOW EDGE ON EXTENDED MIXED NETWORK 

Given an extended mixed network G = (V, E, ce, cv, be, bv). where s is source vertex, t is sink 
vertex. A set of flows on the edges f = {f(x,y) | (x,y)∈E} is called flow edge on extended mixed 
network. So that 

(i) 0 ≤f(x,y) ≤ce(x,y) ∀(x,y)∈E 

(ii) For any vertex k is not a source or sink 

( )∑
∈Ekv

kvf
),(

, = ( )∑
∈Evk

vkf
),(

,  

(iii) For any vertex k is not a source or sink 
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( )∑
∈Ekv

kvf
),(

, ≤cv(k) 

•••• Theorem 3.1 Given f = {f(x,y) | (x,y)∈E} is flow edge on extended mixed network G, where s 
is source vertex, t is sink vertex, that is 
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, = ( )∑
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,  

Namly  total flow go from source vertex equal to total flow going to sink vertex 

Proof.  ∀ x,y∈V|∄ (x,y) ∈E, then assign f(x,y)= 0, where 
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From (ii) in section 3, the first term equal to zero, so 
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The value of flow: 

val(f) = ( )∑
∈Eus

usf
),(

, − ( )∑
∈Esu

suf
),(

,  is called value of flow f. 

The maximum problem:  

Given  an  extended mixed network G(V, E, ce, cv, be, bv), where s is source vertex, t is sink 
vertex. The task  required  by  the  problem  is  finding  the flow which  has  a maximum  value. 
The  flow value  is  limited  by  the  total  amount  of  the circulation  possibility  on  the  roads  
starting from  source  vertex. As  a  result  of  this,  there could  be  a  confirmation  on  the  
following theorem.  
 
•••• Theorem 3.2. Given an extended mixed network G(V, E, ce, cv, be, bv), where s is source 
vertex, t is sink vertex , then exist is the maximal flow. 
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4. MAXIMUM FLOW AND THE MINIMUM CUT 
 
Given  an  extended mixed network G(V, E, ce, cv, be, bv), where s is source vertex, t is sink 
vertex. For any set S, T ⊂V, symbol  (S, T) is a set of all edges reached and an unreached going 
from S input T, (S,T) = {(x, y) ∈ E |x∈ S &y∈ T}. 

If  S, T ⊂ V| S∪T = V & S∩T = ∅ and s∈ S, t∈T, then (S, T) is called cut (source-sink) of G. 

Given  f = {f(x,y) | (x,y)∈E} is flow edge on extended mixed network G. Symbols 

f(S,T) = ( )∑
∈ ),(),(

,
TSyx

yxf

 

•••• Theorem 4.1. Given  an  extended mixed network G(V, E, ce, cv, be, bv), where s is source 
vertex, t is sink vertex. 

 Given f = {f(x,y) | (x,y)∈E} is flow edge on extended mixed network G and (S, T) is cut of G. 
Where, val(f) = f(S,T)−f(T,S) 

Proof.  ∀ x,y∈V|∄ (x,y) ∈E, then assign f(x,y)= 0, we have 

val(f) = ( )∑
∈Eus

usf
),(

, − ( )∑
∈Esu

suf
),(

, = ( )∑
∈Vu

usf , − ( )∑
∈Vu

suf , = ( )∑∑
∈ ∈Sv Vu

uvf , − ( )∑∑
∈ ∈Sv Vu

vuf ,  

(as ∀v∈S\{s}, ( )∑
∈Vu

uvf , − ( )∑
∈Vu

vuf , =0) 

= ( )∑∑
∈ ∈Sv Su

uvf , + ( )∑∑
∈ ∈Sv Tu

uvf , − ( ( )∑∑
∈ ∈Sv Su

vuf , + ( )∑∑
∈ ∈Sv Tu

vuf , ) 

= ( )∑∑
∈ ∈Sv Su

uvf , − ( )∑∑
∈ ∈Sv Su

vuf , + ( )∑∑
∈ ∈Sv Tu

uvf , − ( )∑∑
∈ ∈Sv Tu

vuf ,  

= ( )∑∑
∈ ∈Sv Tu

uvf , − ( )∑∑
∈ ∈Sv Tu

vuf , = f(S,T)−f(T,S).   �  

Given (S,T) is cut. Symbol S(T) = {u∈S| ∃v∈T, (u,v)∈(S,T)} 

•••• Theorem 4.2.  Given  an  extended mixed network G(V, E, ce, cv, be, bv), where s is source 
vertex, t is sink vertex. 

Given f = {f(x,y) | (x,y)∈E} is flow edge on extended mixed network G and (S, T) is cut of G. 
Where, ∀S’⊂S(T) we have 

f(S,T) ≤ ( )∑
∈ 'Sv

V vc + ( )∑
∈ )',(\),(),(

,
TSTSyx

E yxc  

Proof. we have 

f(S,T) = ( )∑
∈ ),(),(

,
TSyx

yxf = ( )∑
∈ )',(),(

,
TSyx

yxf + ( )∑
∈ )',(\),(),(

,
TSTSyx

yxf = ( )∑ ∑
∈ ∈' )},({),(

,
Sx Txyx

yxf + ( )∑
∈ )',(\),(),(

,
TSTSyx

yxf  

≤ ( )∑
∈ 'Sv

V vc + ( )∑
∈ )',(\),(),(

,
TSTSyx

E yxc   �  
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The capacity of slice cut 

Given (S, T) is slice cut of G. Symbol cap(S, T) is capacity of (S, T) slice cut. We have 

cap(S,T) = min{ ( )∑
∈ 'Sv

vcv + ( )∑
∈ )',(\),(),(

,
TSTSyx

yxce |S’⊂S(T)} 

From Theorem 4.1 and Theorem 4.2  infered that Theorem 4.3   

•••• Theorem 4.3. Given  f = {f(x,y) | (x,y)∈E} is flow edge on extended mixed network G and (S, 
T) is cut of G. Where val(f) ≤cap(S,T). 

 

5. POSTFLOW-PULL METHODS 

5.1. Some basic concept 

5.1.1. Residual extended mixed network Gf 

For flow f on G = (V, E, ce, cv, be, bv), where s is source vertex, t is sink vertex. Residual 
extended network, denoted Gf is defined as the extended mixed network with a set of vertices V 
and  a set of edge Ef with the edge capacity is cef and vertices capacity is cvf as follows: 

- For  any edge (u, v) ∈ E, if f(u, v)> 0, then (v, u) ∈Ef  with edge capacity is  cef (v,u)=f(u, v) 

- For  any edge (u,v) ∈ E, if c(u,v) -f(u, v)> 0, then (u, v) ∈Ef with edge capacity is cef(u,v) = 
ce(u,v) - f(u,v) 

- For any vertices v∈ V then cvf(v)= cv(v)− ( )∑
∈Evx

vxf
),(

, . 

5.1.2. Preflow 

For extended mixed network G = (V, E, ce, cv, be, bv). Preflow is a set of flows on the edges f = 
{f(x, y) | (x, y)∈ G} So that 

        (i) 0 ≤ f(x, y) ≤ ce(x, y) ∀(x, y) ∈ E 

     (ii) for any vertex k is not a source or sink, inflow is not smaller than outflow, that is 

( )∑
∈Ekv

kvf
),(

, ≥ ( )∑
∈Evk

vkf
),(

,
                  

 

 (iii) for any vertex k is not a source or sink 

             
( )∑

∈Ekv

kvf
),(

, ≤ cv(k) 

5.1.3. Postflow 

For extended mixed network G = (V, E, ce, cv, be, bv). Postflow is a set of flows on the edges f = 
{f(x, y) | (x, y)∈ G} So that 

      (i) 0 ≤ f(x, y) ≤ ce(x, y) ∀(x, y) ∈ E 

     (ii) for any vertex k is not a source or sink, outflow is not smaller than inflow, that is 

( )∑
∈Ekv

kvf
),(

, ≤ ( )∑
∈Evk

vkf
),(

,  
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 (iii) for any vertex k is not a source or sink 

( )∑
∈Ekv

kvf
),(

, ≤ cv(k) 

Each vertex whose outflow is larger than its inflow is called the unbalanced vertex. The 
difference between a vertex’s inflow and outflow is called excess. The concept of residual 
extended mixed network Gf is similarly defined as flow. 

The idea of this  methods is balancing inflow and outflow at the balanced vertices by pushing 
along an outgoing edge and pushing against an incoming edge. Process of balancing is repeated 
until no more the unbalanced vertex then we get maximum flow. We store the unbalanced 
vertices on a generalized queue. A tool called a depth function is used to help select the edge 
available in residual network to eliminate the unbalanced vertices. Now we assume that a set of 
the network is denoted as V={0,1,...,|V|-1}. 

5.1.4. Depth function 

Depth function of the Postflow in the extended mixed network G = (V, E, ce, cv, be, bv), is a set 
of non-negative vertex weights d(0), ..., d(|V| −1) such that d(s) = 0(s is source vertex) and d(u)+1 
≥  d(v) for every edge (u,v) in the residual extended mixed network for the flow.  An eligible 
edge is  an edge (u,v) in the residual extended mixed network with d(u)+1=d(v). 

A trivial depth function is  d(0) = d(1) = ... = d(|V| − 1) = 0. Then if we set d(u)= 1, any positive 
edge to u is the priority edge. 

We define a more interesting depth function by assigning to each vertex the latter’s shortest–path 
distance to the sink (its distance to the root in any BFS tree of the network rooted at s. This depth 
function is valid because d(s)= 0, and for any pair of vertices u and v connected by an edge (u,v) 
in residual mixed network Gf, then d(u)+1≥  d(v), because the path from a to v with edge (u,v) 
(d(u)+1 must be not shorter than the shortest path from s to v i.e d(v)). 

Property 5.1. For any flow f in extended mixed network G and associated depth function d. a 
vertex’s depth d(v) is not larger than the length of the shortest path from vertex s to vertex v in 
residual extended mixed network Gf . 

Proof: For any given vertex v, assume l be the shortest-path length from s to v in the residual 
extended mixed network Gf. And let (s=v1, v2, ..., vl=v) from s to v. then 

d(v) = d(v1)  ≤ d(vl-1) + 1 

           ≤ d(vl-2) + 2                                     

             : 

           ≤  d(v1) + l  = d(s) + l = l (because d(s)=0) 

The intuition behind depth function is the following: when an unbalanced node’s depth is less 
then the depth of the sink, it is possible that there is some way to push flow from that node down 
to the source; else, if an unbalanced node’s depth exceeds the depth of the sink, we know that  
node’s flow needs to be pushed back to the sink. 

Corollary: if a vertex’s depth is greater then |V|, then there is no path from the source to that 

vertex in the residual extended mixed network Gf. 
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5.2. General Postflow-pull methods 

General Postflow-push methods is briefly described as follows: 

Step1: 

Initialize: the only Postflow is in the edges leaving for the sink vertices is the following: 

 f(v,t)=min{ce(v,t), cv(v)}          

The other flows are 0.  

Select any available depth function d in the extended mixed  network G. 

Step 2: 

Condition to terminate : If there are no available unbalanced vertices, then postflow f  
becomes max flow. 

Step 3: (pull flow) 

Choose unbalanced vertex v.  

If exists priority edge (u, v) ∈Ef then  

If  f(v,u)>0, then pull along the edge (u,v) a flow with value min{-delta,cef(u,v)}(where 
delta<0  is the excess of the vertex v). 

If (u,v)∈E and cvf(u)>0, then pull along the edge (u,v) a flow with value min{-delta, cef(u,v), 
cvf(u)}(where delta<0  is the excess of the vertex v). 

If it does not exists the priority edge from v, then increased the depth of the vertex v as 
follows: 

     d(v): = 1 + min {d(u) | (u, v) ∈ Ef}  

Back to step 2. 

◊ Note. In the general Postflow-pull methods, we do not give the detailed steps how to select the 
initial depth function, how to choose the unbalanced vertices as well as how to choose the priority 
edges. Performing these detailed steps for many algorithms belongs to the general Postflow-pull 
methods. 

Property 5.2. Postflow-pull methods always preserve the validity of the depth function. 

Proof: 

(i) Where it exists priority edge (u,v) ∈ Ef: We have d(u)+1 = d (v). After pulling along edge 
(u,v) a flow, we still have d(v) +1= d(u) +2≥d(u). 

       (ii)  if it does not exist priority edges to v: we have∀u: (u,v) ∈ Ef⇒ d(u)+1 >d(v).  After 
incrementing d(v):d(v):=1+min{d(u)|(u,v)∈Ef} then d(v) still satisfied ∀u, (u,v) ∈Ef : d(u)+1 ≥  
d(v). 

Property 5.3. While Postflow-pull algorithm is in execution, there always exists a directed path 
from sink vertex to the unbalanced vertex in the residual extended mixed network, and there are 
no directed paths from source vertex to sink vertex in the residual extended mixed network. 
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Proof.  (by induction)  

Initially, the only Postflow is in the edges leaving for the sink vertices is the following: 
f(v,t)=min{ce(v,t),cv(v)} and other flows are 0. Then the first vertices of those edges directed to 
the sink are unbalanced. With any unbalanced vertex u, we have  (t, u) ∈Ef and (u,t) ∉Ef, inferred 
there exists paths from t to u, and there are no directed paths from source vertex a to sink vertex 
in the residual extended mixed network Gf. So the properity is true with the initial flow. 

Next, the new unbalanced vertex u only appears when a flow is pushed to the old unbalanced 
vertex v on the priority edge (u,v). Then the residual extended mixed network will have more 
edge (v,u). Due to exist of the path from residual extended mixed network from t to v based on 
inductive hypothesis, there exists a path from t to u in the residual extended network. 

To prove that there are no paths from source vertex s to sink t in the residual extended mixed 
network. It can be argued as follows. 

First, vertices u adcajent to sink vertices t, (u, t) ∈ E, since the initial flow on the edge (u,t) is 
f(u,t)=min{ce(u,t),cv(u)}, if (u,t) ∈Gf, then the flow pushed back along t to u. Where (t, u) is the 
priority edge, d(t)+1 = d(u) > t(t). Thus each vertex a can reach to t in the residual extended 
mixed network must have the depth which is greater than the depth of t. 

For any u to t in the residual extended mixed network. There exists paths from u to t in the 
residual extended mixed network: (u→u1→u2→ ... uk→t). Similarly argued as above we have 
d(u) > d(u1) > ... > d(uk-1) > d(uk) > d(t) 

Thus each vertex to t must have a depth which is greater than t. Besides, the depth of the source 
vertex is 0, so it's impossible to reach to t. So there are no directed paths from source vertex to 
sink vertex in the residual extended network.                        

• Corollary. Vertex’s depth is always less than 2.|V|.  

Proof. We need to consider only unbalanced vertices, the depth  of each unbalanced vertex is 
either the same as or 1 greater than it was the last time that the vertex was balanced. By the same 
argument as in the proof of Property 5.1, the path from s source vertex to a given unbalanced  
vertex in the residual extended mixed network Gf implies that unbalanced vertex’s depth is not 
greater than the sink vertex’s depth plus |V| -2 (the source vertex can not be on the path). Since 
the depth of the sink never changes, and it is initially not greater than |V|, the given unbalanced 
vertex’s depth is not greater than 2.|V| - 2, and no vertex has depth 2|V| or greater. 

• Theorem 5.4 General Postflow-pull methods is true. 

Proof. First we prove the general Postflow-pull method that terminates after perforing some 
finite steps. We confirm that after implementing these finite steps there is not any unbalanced 
vertex. Proof by contradiction method is used. Assume that the set of vertices are infinite, there 
will exist vertex u that appears infinite times in that set. Since the number of vertices in the 
network is finite so there exists vertex v≠ u so that the flow is pulled on along (u,v) and (v,u) in 
infinite times. Since edge (u,v) and edge(v,u) are the priority ones in  infinite residual network 
and  d(u)+1= d(v) and d(v)+1=d(u), then the depth of u and v will increment indefinitely, and this 
conflicts with the above corollary. 

When this method terminates, we receive the flow. Based on property 5.3, it does not exist a path 
from the source to the sink in the residual network. According to augmenting-path algorithm, it is 
max flow. 
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The complexity of the following method  is O(|V|2|E|) [10]. 

5.3. Postflow-pull algorithm 

This is a particular algorithm in Postflow-pull method. Here the unbalanced vertices are pushed 
into the queue. With each vertex from the queue, we will pull the flow in the priority edge until 
the flow becomes either balanced or does not have any priority edge. If it does not exist priority 
edge but there are unbalanced vertices, then we increase the depth and push it into the queue. 

Now we can describe the Postflow-pull algorithm as follows: 

Inputs: Extended mixed network G with source s, sink t,   

Output: Maximum flow  

                            
        

 
Step 1: Initialized:  

Initialize: the only postflow is in the edges for the source vertices is the following: 

 f(v,t)=min{ce(v,t), cv(v)}    

The other flows are 0.  

Choose depth function d(v) which is the length of the shortest path from source s to 
vertex v. 

Push all unbalanced vertices into the queue Q. 

Step 2: Condition to terminate: If Q = ∅, then postflow f becomes maximum flow, end.  

Step 3:  

Get unbalanced vertex v from the queue Q.  

Browsing the priority edge (u, v) ∈Ef   

- If  f(v,u)>0, then pull along the edge (u,v) a flow with value min{-delta,cef(u,v)}(where 
delta<0  is the excess of the vertex v). 

- If (u,v)∈E and cvf(u)>0, then pull along the edge (u,v) a flow with value min{-
delta,cef(u,v),cvf(u)} (where delta<0  is the excess of the vertex v). 

- If vertex u is the new unbalanced vertex, then push this vertex u into queue Q. 

- If  vertex v is still unbalanced, then increased the depth of the vertex v as follows: 

     d(v): = 1 + min {d(u) | (u, v) ∈ Ef}  

Back to step 2. 

6. POSTFLOW-PULL PARALLEL ALGORITHM TO FIND THE MAXIMUM 

FLOW 

6.1. The idea of the algorithm 

Based on the parallel algorithm [10], we build parallel algorithms on m processors. In m 
processors, there will be a main processor to manage data, divide the set of vertex V of the graph 
into m-1 sub-processors, and send data to the sub-processors as well as receive data from the sub-
processors sending to [6],[7],[8],9], [10]. 

( ) ( ) EfF ij ∈= ji, ,
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Sub-processors receive the values from the main processor, then proceed to pull and replace label 
(pull_relabel) and transfer the results to the main processor. 

The main processor after receiving the results from the sub-processors will perform replacement 
label (Relabel) until finding the maximum flow 

6.2. Building the parallel algorithm 

Inputs: Extended mixed network G with source s, sink t m processors (P0, P1,…, Pm-1), where P0 
is the main processor 

Output: Maximum flow  

 
 

Step 1: The main processor P0  performs 

(1.1). initialize: e, d, f, cf, Q: set of unbalanced vertices (excluding the vertices s and t) 
are the vertices with positive excess. 

 (1.2). divide set of vertices V into sub-processors: 

 Let Pi be the ith sub-processor (i = 1,2, ..., m-1) 

 Pi will receive the set of vertices Vi  so that     

       
 (1.3). The main processor sends e, cf  to sub-processors 

Step 2: The Condition to terminate: If Q = ∅, then postflow f  becomes maximum flow, end. 
Else, go to step 3. 

Step 3: The main processor sends d to sub-processors 

Step 4: m-1 sub-processors (P1, P2, …,Pm-1)  implement 

(4.1) Receive e, cf, d and the set of vertices  from the main processor 

(4.2) Handling unbalanced vertice v (pull and replace label). Get unbalanced vertexs v 
from Q and v∈Vi (i= 1,2, ..., m-1). Browsing the priority edge (u, v) ∈Ef   

- If  f(v,u)>0, then pull along the edge (u,v) a flow with value min{-delta,cef(u,v)}(where 
delta<0  is the excess of the vertex v). 

- If (u,v)∈E and cvf(u)>0, then pull along the edge (u,v) a flow with value min{-delta, 
cef(u,v), cvf(u)}. (where delta<0  is the excess of the vertex v). 

 If  vertex v is still unbalanced, then increased the depth of the vertex v as follows: 

       d(v): = 1 + min {d (u) | (u, v) ∈ Ef}  

( 4.3) Send e, cf, d to the main processor 

Step 5: The main processor implements 

  (5.1) Receive e, cf, d  from step 4.3 

( ) ( ) EfF ij ∈= ji, ,

{ } )  and j,i if ( i VVVV iji =∪≠=∩ φ
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 (5.2) This step is distinctive from the sequential algorithms to synchronize our data, after 
receiving the data in (5.1), the main processor checks if all the edges  ( ) Evu ∈, that have 
d(v)> d(u)+1, the main processor will relabel for  vertices u, v as follows: 

- e(u):= e(u)-cef(u,v), e(v):= e(v)+cef(u,v)  

- If f(v,u)>0, then  f(u,v):= min{-delta,cef(u,v)} (where delta<0  is the excess of the vertex 
v). 

- If (u,v)∈E and cvf(u)>0, then f(u,v):= min{-delta, cef(u,v), cvf(u)} (where delta<0 is the 
excess of the vertex v). Put the new unbalanced vertex into set Q 

(5.3) If Vu ∈∀ e(u)=0, eliminate u from active set Q. Back to step 2. 

Theorem 3.1. Postflow-pull parallel algorithm is true and has complexity O(|V|2 |E|). 

Proof: Similar to [10]. postflow-pull parallel algorithm is build in accordance with other parallel 
computing system such as: PRAM, Cluster system, CUDA, RMI, threads,… Push and replace 
label using atomic, due to support of atomic ‘read-modify-write’ instructions, are executed 
atomically by the architecture. Other than the two execution characteristics provided by the 
architecture, we do not impose any order in which executions from multiple sub-processors can 
or should be interleaved, as it will be left for the sequential consistency property of the 
architecture to decide.  

The outcome of the execution reduces to only a few simplified scenarios. By analyzing these 
scenarios, we can show that function f is maintained as a valid depth function. A valid d 
guarantees that there does not exist any paths from s to t throughout the execution of the 
algorithm, and hence guarantees the optimality of the final solution if the algorithm terminates. 
The termination of the algorithm is also guaranteed by the validatity of d, as it bounds the number 
of pull and relabel operations to O(|V |2|E|).   

Parallel algorithm for finding maximum flow in the extended mixed network is built on m 
processors. The program written in Java with database administration system MySQL We 
experimentally sampled nodes as follows: The extended mixed graph corresponds to 18000 nodes 
and 25000 edge. The simulation result is shown in figure 1. This result demonstrates that the 
runtime of parallel algorithms is better than sequential algorithm. 

 
Figure 1. Chart performs the speedup of extended Mixed graph having 18000 nodes and 25000 edge 
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7. CONCLUSION 

The detail result of this paper is building sequential and parallel algorithm by postflow-pull 
methods to find maximum flow in extended mixed network. In addition, to take more advantage 
of multi-core architecture of the parallel computing system and reduce the computing time of this 
algorithm, we build this algorithm on multiple processors. This is a completely new method not 
being announced in Vietnam and in the world. The results of this paper are basically systematized 
and proven.  
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ABSTRACT 

 

Maximization of flow through the network has remained core issue in the field of optimization. In this 

paper a new advanced network problem is introduced, i.e., a multi-commodity network with a separator. 

This network consists of several sub-networks linked through a commodity separator. The objective is to 

maximize the flow of the commodity of interest from the commodity mixture at the output of the commodity 

separator, while observing the capacity constraints of all sub-networks. Such networks are present in Oil 

and Gas development fields. Such networks are also conceptual representation of material flows of many 

other manufacturing systems. In this paper an algorithm is developed for maximization of flow in these 

networks. Maximization of flow in such networks has direct practical relevance and industrial application. 

The developed algorithm brings together two distinct branches of computer science i.e., graph theory and 

linear programming to solve the problem. 

 

KEYWORDS 

 

Graph Theory, Linear Programming, Multi-commodity Network Flow Optimization, Commodity of 

Interest, Hybrid Algorithm 

 

1. INTRODUCTION 

 
Flow maximization through networks has been a major problem under study for last several 

decades [1]. This is because many real world problems can be formulated as a network problem 

such as optical networks [2], wireless networks [3], reliability networks [4, 5], biological 

networks [6], production assembly networks [7] and social networks [8]  etc. 

 

A typical flow network is a directed graph with number of nodes connected through number of 

edges. Each edge has a limited capacity. A network also has a source node and a sink node. It is 

assumed that source node can produce flow of unlimited capacity. The problem is to push 

maximum flow through the network from the source node to the sink node such that capacity of 
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any edge is not violated and all nodes must be balanced nodes i.e. flow going into the node is 

equal to flow going out of the node.  

 

In 1956 a remarkable theorem on this network was developed which is popularly known as max-

flow-min-cut theorem [9, 10]. According to this theorem maximum flow through the network is 

equal to minimum cut of the network. The minimum cut of the network is defined as a cut of 

minimum size through the network that disconnects completely the source from the sink such that 

no flow from the source could pass to the sink. If this cut consists of only single point then any 

bottleneck in this cut can cause it to become single point of failure (SPOF) triggering failure of 

the entire system [11]. This theorem might not be applicable in some networks with multiple 

commodities coming from multiple sources and going into multiple sinks [12], however this 

theorem provides strong base to construct max flow theorems for many of these types of 

networks [13]. Based on this theorem a number of approaches have been discovered to solve this 

problem. These approaches can be divided into two main branches, i.e. augmentation paths 

algorithms, [9, 10, 14, 15, 16, 17, 18, 19] and pre-flow push algorithms [20, 21, 22, 23, 24, 25, 

26, 27, 28]. Some novel ideas have also been discovered such as pseudo flows [29], and draining 

algorithm [30]. 

 

There is also an advanced network problem called multi-commodity flow network problem. A 

multi-commodity network is the network carrying mixture of commodities from multiple sources. 

The sources are considered to be of unlimited capacity, each producing a mixture of commodities 

with different proportions. The problem is to maximize the flow of the commodity of interest 

(COI) through the network such that final mixture coming out through the sink has the maximum 

proportion of the COI. This multi-commodity network problem is closely related to oil and gas 

development field where there is a number of wells connected to a network. Each well produces 

mixture of oil, gas, and water in different proportions. Industry usually wants to maximize the 

flow of oil through the network as oil is considered the most precious commodity. A quick 

solution to this problem was presented in mass balancing theorem [31].  

 

However above problem presents only half of the picture of real world. In the real world 

industrial scenario, there is a multi-commodity network that terminates onto a separator that 

separates all these commodities, each of which flows through its own flow network towards its 

respective sink. Faults occur regularly in these huge networks, which directly affect capacity of 

the relevant sub-network requiring readjustment of production from source to maximize the 

output of the COI. Therefore, capacity of an individual commodity network has direct effect on 

the production system of the whole mixture of commodities. This problem is also conceptual 

representation of material flows of many other manufacturing systems such as mining Industry. 

The mining industry has to deal with a raw material coming from different sources. The industry 

doesn’t have much control over contents of this raw material as each source produces raw 

material of its own configuration i.e. its own mix of compounds in different proportions. The 

industry has to process and refine this raw material for further use. However industry has limited 

processing and refining capacity due to industrial, operational, qualitative and environmental 

reasons [32]. Therefore the industry needs to determine production rates from different sources in 

such a way that requirements of its processing unit regarding volume and predefined content of 

incoming material are met. A similar problem was solved by iterative mass balance method [33] 

but in that method capacity constraints of network were not considered therefore the method fails 

short of real world scenario. 
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In this paper network with a commodity separator problem is formally introduced and its solution 

is also proposed. The proposed method combines two distinct fields of Computer Science i.e. 

linear programming [34] and graph theory [35].  Graph algorithms are usually considered faster 

and simpler than linear programming in the area of flow networks. This is because each node of 

the network adds one equation to the set of equations to be solved under linear programming. 

Therefore linear programming becomes very cumbersome with very large networks. On the other 

hand, graph theory does not have mathematical apparatus to deal with separation of commodities 

in the network.  Therefore, the proposed method makes use of both linear programming and 

graph theory to achieve easy and quick solution. 

 

The scenario of the network as presented above represents dynamic situation where faults occur 

and get repaired very frequently. For such a situation a quick method of optimization based on 

Mass Balancing Theorem was introduced. In mass balancing theorem an interesting property of 

network was discovered that the fully saturated network is actually balance of certain easily 

computable flow load on the either side of the minimum cut. Utilizing this property a flow 

dissipation algorithm was developed to maximize the flow through the network.  An interesting 

thing about this algorithm is that it visits only unbalanced nodes rather than the whole network to 

maximize the flow. Therefore this algorithm has very important role to play in dynamic networks 

where the network continues changing its state. A change is marked by removal of E
-
 edges 

and/or addition of E
+
 edges. Due to these changes each time certain number of nodes becomes 

unbalanced. The upper bound on this number δ is given by:                                                                  � = 2���  +  �
�                                                                    �1�   
The number in equation 1 is only a small fraction of total number of nodes in the network and by 

visiting only those unbalanced nodes flow can be maximized. Furthermore this algorithm is also 

extended to the multi-commodity network, where a COI was maximized in presence of multiple 

sources. However, as in this paper advanced problem of multi-commodity network with a 

separator is considered. For this advanced problem as discussed earlier the method only based on 

graph theory is not enough. In such problems flow cannot be maximized without add of linear 

programming to deal with the separation of flows into individual commodities. Keeping above 

situation in mind a method has been devised that is hybrid of simplex method based on linear 

programming and mass balancing method based on graph theory for the particular problem 

formulated in this paper. However roles of both mass balancing theorem and simplex method are 

chosen in a way to utilize positive points of both the methods. Flow through all the sub-networks 

is maximized using mass balancing theorem while simplex method is applied only on a 

commodity separator to optimize the flow of COI.  The hybrid algorithm is called simplex mass 

balancing (SMB) Method. 

The remainder of the paper is organized as follows. Section 2 presents mathematical formulation 

of the problem, section 3 explains the SMB method, section 4 provides the proof of optimality, in 

section 5, a solved example of proposed method is presented. Section 6 analyses the complexity 

of the proposed algorithm, and finally section 7 concludes the paper and discusses the future 

work. 

2. PROBLEM FORMULATION 

 
Let the multi-commodity network consists of n sources and m commodities, and each source j 

produces a unique mix of commodities in quantity 
�such that  
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                                                  ∀� = 1, �
� = ∑ ��������� = ∑ ���
�������                                                     (2) 

���= flow of commodity i in source j ��� = proportion of flow of commodity i in source j such that                                                                          0 ≤ ��� ≤ 1                                                                           (3) 

Equation 2 shows that total quantity of mixture is sum of all the quantities of individual 

commodities in the mixture, where quantity of each individual commodity can be determined 

from its proportion in the mixture. The value of proportion varies between 0 and 1 (expression 3).  

Flow from all the sources ultimately terminate onto a separator, where the commodity mixes are 

separated. At the output of the separator, there are m commodity networks each corresponding to 

a single commodity, carrying i
th 

commodity to the i
th
 sink. The goal is to maximize the output of 

commodity of interest (COI) while obeying the capacity constraints of multi-commodity network 

and each of the m commodity networks.  

Figure 1 shows a multi-commodity network, namely, N0 connected to n sources S1…… Sn and a 

separator U. In addition, there are m commodity networks, namely N1…..Nm, which originate 

from the separator U and each of these networks has its own sink, i.e. T1 through Tm, respectively. 

For the problem formulation, following subsections define some notions.  

 

Figure 1. Multi-Commodity Network with Separator 

2.1. Unified and Individual Source Networks (USN and ISNs) 

Let us modify the network in Figure 1 by connecting its source nodes S1…… Sn with the 

universal source node S0 of unlimited capacity through the edges E1, E2, ……, En of unlimited 

capacity respectively. Furthermore considering the separator as the ultimate sink, the network of 

Figure 1 can be reduced to the network shown in Figure 2. The network hereby referred to as 

Unified Source Network (USN). The USN in Figure 2 can be calibrated into the individual source 

networks. The individual source network corresponding to the source i, ISNi is the network with 

capacity of Ei = ∞ and capacity of Ej = 0 where � ∈ �1, … . . , �/� ≠ "#. This means that in the 

individual network of source i all the other sources will be disconnected from the network except 

source i itself. Furthermore the capacity of source i is also considered unlimited. 
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Figure 2. Unified Source Network and n Individual Source Networks 

2.2. Individual Commodity Network (ICN) 

Considering the separator U as the primary source for each commodity network, the network of 

Figure 1 can be reduced to the network shown in Figure 3. In Figure 3 since there are m 

commodities hence there are m ICNs, such that for ICNi, capacity of ei = ∞ and capacity of ej = 0 

where � ∈ �1, … . . , �/� ≠ "#. This means that in the individual commodity network of commodity 

i all the other commodities are disconnected from the network except commodity i itself. 

Furthermore the capacity of primary source of commodity i is also considered unlimited. 

 
Figure 3. m Individual Commodity Networks 

Let us consider 

C0 = Minimum cut of the USN in Figure 2 $%�∈��,….,&#= Minimum cut of the '()�∈��,….,&# respectively in Figure 2 $*�∈��,….,�# = Minimum cut of the '$)�∈��,….,�# respectively in Figure 3 

Therefore the maximum flow 
+ in the multi-commodity network of Figure 1 is given by                                                      
+ ≤ ,"�-$+, ∑ $%���&��� , ∑ $*������� .                                                     (4) 

This means that maximum flow in the network can be only be minimum of the following three 

quantities. 

1. Minimum cut of the unified source network 

2. Sum of minimum cuts of individual source networks 

3. Sum of minimum cuts of individual commodity networks 

Since in any case 
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                                                                            $+ ≤ ∑ $%���&���                                                                     (5) 

Therefore expression 4 reduces to                                                                    
+ ≤ ,"�-$+, ∑ $*���&��� .                                                          (6) 

Expression 6 shows that maximum flow through the multi-commodity network of Figure 1 

cannot be greater than lesser of the two quantities i.e., minimum cut of USN of Figure 2, and sum 

of minimum cuts of all the individual commodity networks ICNs of Figure 3. The ≤ sign in this 

expression indicates that there are other constraints too that may restrict the flow. Those 

constraints are shown in expressions 7 and 8. Suppose ��� is flow of commodity i in source j then                                                                           ∀���,& 
� ≤ $%�                                                                  (7) 

and                                                        ∀���,� 
� = ∑ �����&��� ≤ $*�                                                         (8) 

Expression 8 shows that flow from any source j must not be greater than minimum cut of its 

individual source network and expression 7 shows that total flow of any commodity i must not be 

greater than the minimum cut $*� of its respective individual commodity network. The ≤ sign 

signifies the fact that if one of the commodities k exhausts the capacity of its individual network $*/, then flow cannot be further increased for other commodities " ∈ �1, … , ,/" ≠ 0# as increase 

in the overall mixture would also increase the flow of the commodity k. Therefore objective is to 

maximize the flow of COI, Qcoi i.e.,                                                            ,12�
*3�� = ,124∑ �*3����&��� 5                                                     (9) 

Substituting the values of �*3��
 from expression 2 into expression 9 gives the following linear 

function                                                                        6 = ∑ �*3�� 
���&���                                                                  (10) 

The linear function in equation 10 is to be maximized under the constraints of expressions 6 

through 8. 

3. SMB METHOD FOR MULTI-COMMODITY NETWORK WITH A 

SEPARATOR 

A method for maximization of flow of a commodity of interest through the network with a 

separator has been devised by keeping problem formulation presented in section 2 in mind. The 

method hybridizes two distinct fields of Computer Science i.e., linear programming and graph 

theory as explained in section 1. Linear programming is used to maximize linear function shown 

in equation 10 under the constraints in expressions 6-8. However to determine the value of 

constraints mass balancing method of flow maximization is chosen. The reasons for choosing this 

method has already been discussed in section 1. This hybridized method is termed as simplex 

mass balancing (SMB) method.  

The algorithm is explained in the following steps.  
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In steps 2, 5 and 7 flow is maximized using mass balancing theorem. From the above procedure it 

can be seen that in in the second step a method based on graph theory is used to determine 

minimum cuts of various conceptual networks introduced in section 2. The values of those 

minimum cuts are later used in design of linear programming formulation in step 3. The designed 

linear function is then optimized in step 4 using simplex method to determine optimal flows from 

all sources. In step 5, a flow through multi-commodity network is again maximized by restricting 

flow from sources to optimal flows obtained in previous step. In step 6, quantity of each 

commodity is computed in the resultant output mixture from all the sources. In step 7, flow in 

each commodity network is maximized by restricting commodity quantity obtained in previous 

step. In the final step, all the conceptual networks are joined together to form original network. 

4. PROOF OF OPTIMALITY 

Simplex method is a well-known method which optimizes linear function [34]. SMB method uses 

this method to maximize flow of commodity of interest from the mixture of commodities. If the 

LP formulation is correct then SMB method produces optimal solution. The correctness of LP 

formulation depends on the correctness of the design of constraints. There are three constraints 

involved herein. 

A. Capacity constraint on the total flow from all the sources 

B. Capacity constraint on the flow of individual source 

C. Capacity constraint on the flow of individual commodity 

According to Ford Fulkerson theorem [9] capacity constraint of any flow network can be 

computed by determining the size of its minimum cut. On the other hand, size of the minimum 

cut can easily be determined by applying any well-known flow maximization method on the 

network. Therefore above 3 constraints can easily be determined by applying mass balancing 

method on the respective networks. Now if the design of the respective networks is correct then 

estimation of constraints and corresponding LP formulation would also be correct. Thus final 

solution obtained through SMB method is the optimal solution. The following are the proofs that 

the respective networks designed in the SMB method are correct. 
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4.1. Lemma 1: Minimum cut of USN (Figure 2) = constraint A 

Proof: If all the source nodes are turned into junction nodes and a single source of unlimited 

capacity joins all those junction nodes through connecting edges of unlimited capacity, i.e., 

capacity of Ei = ∞, where Ei = Set of all the connecting edges then maximum flow through this 

network represents maximal flow through original multiple source network. This was proved in 

minimum cut theorem [9]. However simpler explanation is produced here and that explanation is 

also used later in Lemma-2 and Lemma-3 in support of their proof. Consider a single path 

network in Figure 4. Now suppose that Gi represents capacity of edge Ei such that                                                             7� = ,"��7+, 7�, 78, … , 7&�                                                        (11) 

According to equation 11 edge Ei has minimum capacity in all the edges from the source S to 

sink T. Therefore Ei represents minimum cut Cmin of this network and the maximum flow that 

could pass through this network cannot be greater than the capacity of edge Ei, i.e.                                                                             $��&  =   7�                                                                      (12) 

 

Figure 4. A single path network 

Now suppose if the source node in Figure 4 is turned into a junction node and then this node is 

connected with another source of unlimited capacity through edge Ej as shown in Figure 5. 

 

Figure 5. An extended single path network 

Now it is very obvious from new network that 

                                                       9 $��&  =  7� ":     7�  <  7�   $��&  =   7� <=ℎ?@A"B? C                                                         (13) 

Now if edge Ej is considered of unlimited capacity i.e., 7� =  ∞ then according to condition (13), 

equation 12 remains true even after the modification in the network. 

Since in USN the same modification is incorporated therefore minimum cuts of all paths from 

sources to sink remain unaffected, and hence minimum cut of overall network remains the same, 

thus it represents a bottleneck capacity for flow from all the sources in a multi-commodity 

network. 

4.2. Lemma 2: Minimum cut of ISN (Figure 2) = constraint B 

Proof: Suppose USN (Figure 2) consists of n connecting edges of unlimited capacity i.e. 

capacity of Ei = ∞ and Ei ∈ {E1, E2, E3, …, En} then as proved in Lemma-1 any flow 

maximization algorithm on this network determines maximum capacity constraint on flow from 

all the sources S1, S2, S3, ….., Sn or determines minimum cut of the network connecting all these 

sources with the separator/sink. 



Computer Science & Information Technology (CS & IT)                                  51 

 

Now according to definition of ISN as explained in section 2.1, for the ISNi of source Si capacity 

of Ei = ∞ and capacity of Ej = 0 where � ∈ �1, … . . , �/� ≠ "#, then according to condition 13 

minimum cut of all ISNj emanating from set of sources Sj becomes zero. However minimum cut 

of ISNi emanating from source Si remains unaffected. Hence the ISNi can be used to determine 

maximum flow from Si to sink/separator.  

4.3. Lemma 3: Minimum cut of ICN = constraint C 

Proof: Here set of edges of unlimited capacity i.e. capacity of ei = ∞ is created, connecting the 

separator/source with each commodity network. Then by definition in section 2.2, ICNi for 

commodity i can be created such that capacity of ei = ∞ and capacity of ej = 0 where � ∈�1, … . . , �/� ≠ "#. 

Now according to condition 13, minimum cut of all ICNj emanating for set of commodities j 

becomes zero. However minimum cut of ICNi emanating for commodity i remains unaffected. 

Hence the ICNi can be used to determine maximum flow from source/separator to sink Ti. 

5. SOLVED EXAMPLE 

 

Figure 6. The example of multi-commodity network with a separator 

Table 1. Source Configuration 

 S1 S2 S3 

C1 0.6 0.5 0.4 

C2 0.3 0.2 0.5 

C3 0.1 0.3 0.1 

 

Figure 6 consists of network with separator. It has three sources S1, S2, & S3. Each source has 3 

commodities. Ratio of each commodity in each source is given in Table 1. Consider commodity 

C1 as a commodity of interest which needs to be maximized.  

The network in Figure 7 represents USN if E1 = E2 = E3 = ∞. Since there are 3 sources hence 

there must be 3 ISNs in Figure 7. By definition of ISN, in section 2.1., in Figure 7, ISN1 
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constitutes E1 = ∞ and E2 = E3 = 0, ISN2 constitutes E2 = ∞ and E1 = E3 = 0 and ISN3 constitutes 

E3 = ∞ and E1 = E2 = 0.  

 

Figure 7. USN and ISNs of the example of Figure 4 

Since there are 3 commodities in the network there must be 3 ICNs as shown in Figure 8. By 

definition of ICN in section 2.2, in Figure 8 ICN1 constitutes e1 = ∞ and e2 = e3 = 0, ICN2 

constitutes e2 = ∞ and e1 = e3 = 0 and ICN3 constitutes e3 = ∞ and e1 = e2 = 0. 

 

Figure 8. ICNs of the example of Figure 4 

With formulation of Figure 7 and Figure 8 step 1 of algorithm has been completed i.e. USN, ISNs 

and ICNs have been created. In step 2 of algorithm flow is to be maximized in all these networks 

to determine their minimum cuts to develop LP formulation. Let $+ be the minimum cut of the 

USN. After applying flow maximization algorithm on the USN of Figure 7 we get $+=190. Let 
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$%�, be the minimum cut of ISNi. After applying flow maximization algorithm on ISNs of Figure 

7 we get $%�=70, $%8=60 and $%D=60. Let $*� be the minimum cut of ICNi. After applying flow 

maximization algorithm on ICNs of Figure 8 we get $*�=100, $*8=60 and $*D=30. In step 3 of 

the algorithm LP formulation is developed from this data as follows. 

Maximize the linear function 

                                                              Z = 0.6x1 + 0.5x2 + 0.4x3                                           (14) 

Under the constraints 

                                                                              E0 ≤ 2� ≤ 700 ≤ 28 ≤ 600 ≤ 2D ≤ 60H                                                             (15) 

                                                         I 2� + 28 + 2D ≤ 1900.62� + 0.528 + 0.42D ≤ 1000.32� + 0.228 + 0.52D ≤ 600.12� + 0.328 + 0.12D ≤ 30 N                                                 (16) 

Where 2� = flow from source i 

In Step 4 of the algorithm above linear function is maximized through simplex method and 

following solution is obtained 

                                                                       E 2� = 7028 =  58.46152D =  54.6154H                                                                 (17) 

In step 5 of the algorithm flow is maximized through the USN by equating E1, E2 and E3 of 

Figure 7 with x1, x2 and x3 respectively.  

In step 6 of algorithm, output of each commodity is computed from the results of equation 17 as 

follows. 

                EP� = 0.6 × 70 + 0.5 × 58.4615 +  0.4 × 54.6154 = 93.07691P8 = 0.3 × 70 + 0.2 × 58.4615 +  0.5 × 54.6154 = 60PD = 0.1 × 70 + 0.3 × 58.4615 +  0.1 × 54.6154 = 30 H                         (18) 

Where P� = flow of commodity i 

In step 7 of the algorithm we maximize flow through the each ICN by equating e1, e2 and e3 of 

Figure 8 with y1, y2 and y3 of equation 18 respectively.  

In the final step the USN obtained in step 5 is joined with ICNs obtained in step 7 and all the 

added edges E1, E2 and E3 along with the universal source node is removed to represent actual 

network with maximized flow of COI. The final solution is shown in Figure 9.   
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Figure 9. Final solution of Network with Separator 

 

6. COMPLEXITY ANALYSIS 

The complexity R of mass balancing theorem (MBT)
 
has already been established [31] and i.e., 

of order S�,8 −  ,� where , is the number of edges. It can be seen that MBT procedure is 

applied twice on USN (Step 2, 5) twice on ICN (Step 2, 7), and once on ISN (Step 2). Therefore 

total complexity of MBT procedure on network with separator is given by: 

                                       R = �2 + B��,�8 − ,�� + 2=�,88 − ,8�                                                    �19� 

where  

m1 = number of edges in USN and ISN 

m2 = average number of edges in ICN 

t = the number of commodities 

s = number of sources 

In case of very large networks having tens of thousands of edges, the number of sources and 

number of commodities would become meaningless thus complexity reduces to:                                                R = �,�8 − ,�� + �,88 − ,8�                                                              �20�  

Since this complexity can never be greater than O(,2
- ,), where , is the total number of edges 

in the multi-commodity network with a separator i.e. , = ,1 + ,2. Therefore, complexity of 

MBT method for network with separator stands the same as that of standard network with one 

source and one sink. However to compute overall complexity of SMB method, complexity of 

simplex method should also be added into this. However simplex method depends only on 

number of commodities rather than the network size, hence again it will become meaningless in 

large networks. Therefore complexity of SMB method stands at O(,2
- ,) only. 
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7. CONCLUSION AND FUTURE WORK 

 
This paper introduces a problem of flow maximization through a multi-commodity network with 

a separator and describes its applications in oil and gas development fields and mining industry 

among others. The paper also presents a method to maximize flow through this network, hereby 

referred to as the Simplex Mass Balancing (SMB) method. The proposed method uses 

combination of two most important but distinct branches of computer science i.e. linear 

programming and graph theory. The computational cost of the SMB method is small because 

linear programming is applied only on the flow input from the sources and flow output from the 

separator not including the network, while mass balancing theorem is applied on the networks 

only for flow maximization to determine the constraints needed for LP formulation. This 

combination has resulted in optimal solution with very less computational cost. The proof of 

optimality has also been formulated. The future direction of proposed work can be its extension 

to more complex problems like network with multiple separators. 
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ABSTRACT 

 

The design of public transportation networks presupposes solving optimization problems, 

involving various parameters such as the proper mathematical description of networks, the 

algorithmic approach to apply, and also the consideration of real-world, practical 

characteristics such as the types of vehicles in the network, the frequencies of routes, demand, 

possible limitations of route capacities, travel decisions made by passengers, the environmental 

footprint of the system, the available bus technologies, besides others. The current paper 

presents the progress of the work that aims to study the design of a municipal public 

transportation system that employs middleware technologies and geographic information 

services in order to produce practical, realistic results. The system employs novel optimization 

approaches such as the particle swarm algorithms and also considers various environmental 

parameters such as the use of electric vehicles and the emissions of conventional ones.  
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1. INTRODUCTION 

 
The problem of optimizing the use of resources with respect to the environmental impact has 

been an area of focus during the last decade [1] [2]. The design of a public transportation network 

is a complex optimization problem, which involves a variety of design parameters (route 

structure, frequencies, vehicle types, etc) and assumptions on demand patterns, travel behavior 

and so on. Indeed, the associated Transit Route Network Design Problem (TRNDP) has been a 

topic of interest for over 40 years. The combinatorial nature of the TRNDP and the difficulty to 

formulate it analytically have resulted numerical optimization as the primary means of 

approaching the solutions over the last years. A review of the recent literature exhibits a variety 
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of relevant techniques that consider routes, frequencies and other network parameters, based on 

preset objective functions, which are to be optimized. Widely used approaches include Genetic 

Algorithms (GA) [3], Simulated Annealing [4] and Ant Colony Optimization [5] besides

 

The Particle Swarm Optimization (PSO) is one of the most effective evolutionary algorithms 

inspired from social behavior of animals [6]. Its simplicity and efficiency makes this algorithm 

very popular. Due to these advantages, the PSO algorithm h

such as medical diagnosis, grid scheduling, robot path planning and computer vision. This 

algorithm is capable of solving problems with continuous search spaces, while some problems 

have discrete search spaces. The binary ve

TRNDP belongs to the discrete problems and probably this is the reason that the PSO algorithm 

has not been applied to this problem so far.

 

The rest of the paper presents the formulation of the TRNDP problem so 

procedures can be used to approach its solution. The paper is structured as follows: section 2 

analyses the formulation of the problem. Section 3 describes the component architecture of the 

proposed framework. Section 4 presents the c

 

2. PROBLEM FORMULATION

 
This work has been based on the assumptions that there is a fixed number of 

number of bus lines L  and that the bus lines have a maximum number of 

solution is represented by a binary two dimensional matrix of 

represents the l-th bus line. A “1” in position (l, 

the σ-th bus stop, while a “0” represents that the 

solution must be in vector form, therefore, we vectorize the 2D matrix to formulate the hereafter 

mentioned as “LN” vector with 

bits to encode bus frequencies per line (number of bits depends on what is the maximum bus 

frequency) hereafter denoted as “

bus hereafter denoted as “G”. The following step is to minimize the objective function gi

 

 

where Du is the unsatisfied passenger demand (not served under maximum transfers), 

average travel time, e the pollution emissions 

number of conventional vehicles and 

- w6 are defined according to the policy we want to implement or according to values that can be 

statistically estimated. All the above quantities are straightforward to compute given 

However, the question is: given the solution vector how do we define the sequence of the bus 

stops? Clearly the solution vector does not really capture the sequence in which the bus stops are 

visited. This is done deliberately and is one of our major contribut

reduce the solution space. E.g. for 

which we are seeking optimum is ~10

this reduces the search space to ~10
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statistically estimated. All the above quantities are straightforward to compute given 
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this reduces the search space to ~10
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The answer is given by assuming that the next bus stop is the one closest to the current one. In 

other words we need to define the path that covers all the bus stops and at the same time has the 

minimum possible length. The answer to this problem is giv

solves exactly this problem [8]. 

3. THE BINARY PSO ALGORITHM

 
The binary version of PSO (BPSO) was proposed by [7]. The continuous and binary versions of 

PSO are distinguished by two different components: the transfer function and the different 

position updating procedure. The transfer function is used to map a conti

binary one, and the updating process is designed to switch positions of particles between 0 and 1 

in binary search spaces. Several solutions have been proposed to the problem of getting trapped 

in local minima, e.g., [10], [11]. In 

and s-shaped were investigated. Let’s start from the continuous PSO. Each particle 

corresponds to a single solution 

consider the current position, the current velocity 

pbest, and the distance to the global best solution, 

 

 

where w is a weighting function, 

coefficients. In the next iteration the particle will evolve to: 

In binary space, due to dealing with only two numbers (‘‘0’’ and ‘‘1’’), the position upd

process cannot be performed using eq. (3). Therefore, another definition of velocities is needed 

for changing positions from ‘‘0’’ to ‘‘1’’ or vice versa. This can be done by redefining the 

velocity to be the probability of a bit taking the value 

(4) was employed in [1] to transform all real values of velocities to probability values in the 

interval [0,1]. 

 

 

where vi 
k
(t ) indicates the k-th dimension of the velocity vector. Then the position vectors a

updated according to the following:

where r is a random number in the interval [0, 1]. Variations of this strategy have been proposed 

in [10], [11], [12]. 
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The binary version of PSO (BPSO) was proposed by [7]. The continuous and binary versions of 

PSO are distinguished by two different components: the transfer function and the different 

position updating procedure. The transfer function is used to map a continuous search space to a 

binary one, and the updating process is designed to switch positions of particles between 0 and 1 

in binary search spaces. Several solutions have been proposed to the problem of getting trapped 

in local minima, e.g., [10], [11]. In [12], two different families of transfer functions, v

shaped were investigated. Let’s start from the continuous PSO. Each particle 

corresponds to a single solution xi(t). To evolve towards a better solution the particle has to 

consider the current position, the current velocity vi(t), the distance to their personal best solution, 

, and the distance to the global best solution, gbest. This is formulated as follows:

where w is a weighting function, r1, r2 ∈ [0,1] are random numbers and c1, c2 are acceleration 

coefficients. In the next iteration the particle will evolve to:  

 

 

 

In binary space, due to dealing with only two numbers (‘‘0’’ and ‘‘1’’), the position upd

process cannot be performed using eq. (3). Therefore, another definition of velocities is needed 

for changing positions from ‘‘0’’ to ‘‘1’’ or vice versa. This can be done by redefining the 

velocity to be the probability of a bit taking the value 0 or 1. A sigmoid transfer function as in eq. 

(4) was employed in [1] to transform all real values of velocities to probability values in the 

 

th dimension of the velocity vector. Then the position vectors a

updated according to the following: 

 

where r is a random number in the interval [0, 1]. Variations of this strategy have been proposed 
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4. COMPONENT ARCHITECTURE

The design of our case study is based on 

middleware and computational analysis, namely: HTML, Javascript, Google Maps API at the 

presentation tier, Hypertext Preprocessor (PHP), the known dynamic programming language for 

the middleware and Octave / Ma

the systems includes a graphical web interface capable of displaying the graph of the problem 

realistically and in real time through the programming interface of Google Maps engine 

management. The graph presented by Google Maps is processed by means of a computational 

analysis module which implement the TRNDP solver based on the Octave and Matlab 

environments. Middleware logic, is capable to handle requests directed towards the graphical 

interface, direct them to the computational analysis module and return results in appropriate form 

to be presented by the maps presentation engine.

 
Fig. 1: an initial configuration of the system that is, a realistic selection of graph nodes and routes can be 

displayed on Google Maps and also information about distances and traffic can be retrieved and passed to 

the computational analysis system. 

 

The Google Maps map management and presentation engine offers programming interfaces that 

are compatible with various programming languages. For the purposes of our work, we took 

advantage of the Javascript programming [9]. Necessary conditions for the use of the interface 

has been the knowledge of web technologies and principles of object

design mode. This platform was chosen because it dominates the market of GIS and provides 

free, stable and reliable access. Google maps also offer interesting features such as real time 

traffic support, carbon dioxide emissions estimations, beside others. The use 

interfaces of the platform service is offered by means of subscription and the acquisition of 

appropriate application programming interface (API) keys that allow the service to monitor 

usage. Typical facilities include the DistanceMatrix

between start and destination nodes, DirectionsService offering directional calculation service 

between one or more locations, DirectionsRoute service offering route calculation between 

departure and destination which contains the sections of the route, among others, Map objects 

capable to illustrate maps. Features of the service include vehicle type specification, travel modes 

that is bicycling, driving, transit, or walking. As a commercial product, the Google 

allows limited use when not in subscription mode. In this context the design of our system took 

into account the respective restrictions. When the design took place the former allowed 25,000 

map loads per day for 90 consecutive days, recovering 10
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(query), recovering 100 elements per 10 seconds, recovery of 2,500 items per 24 hours. It is 

worth noting that requests are also subject to rate limits. The design of the system took into 

account all the above restrictions in order for the system to be capable to represent nodes (stops) 

as points in Google Maps, represent of realistic routes ie routes that take account of actual 

characteristics as e.g. one-way. An initial configuration of the system is illustrated in fig. 1. 

 

GNU Octave is a high-level programming language, primarily intended for numerical 

computations. It offers a command line interface for solving linear and nonlinear problems 

numerically, and for performing other numerical experiments using an interpreted language 

mostly compatible with the well known MATLAB platform by Mathworks. It can also be used as 

a language oriented script execution. Octave is free software, distributed under the terms of the 

GNU General Public License. Besides its use for desktop computers that is, for personal 

scientific calculations, Octave is also used in academia and industry. Its features include that it is 

written in C ++ and uses the standard C ++ library, it uses an interpreter to execute the script 

language and it is expandable with the use of dynamic parts (modules). Versions 3.8.0 and later 

include a graphical user interface (GUI), other than the traditional command line interface (CLI).  

The architecture of our solution employs open source PSO packages compatible with Octave. 

 

 
 

The architectural components and their integration was a challenge for the implementation of the 

system. Google maps was a valuable and suitable solution since it offers unique functionality, 

satisfactory front-end interface and sufficient, usable APIs. Matlab is both capable and efficient 

to execute the algorithmic logic but, by design, not suitable for the middle tier of the platform; 

Octave on the contrary is very easy to integrate but does not support either PSO or GA to the 

desirable extent. In order to produce realistic, applicable solutions the system needs to produce 

meaningful routes; to this end they needed to be optimized with respect to their total distance. 

Thus, besides optimizing with respect to the objective function analyzed above, it was decided to 
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recover the shortest possible route that visits each node exactly once and returns to the origin. 

The aforementioned sentence is an expression of the Traveling Salesman problem [13] the well 

known non-deterministic polynomial time (NP) hard problem. This logic also needed to run in 

the middle tier. 

 

Fig. 2: in order to ensure that bus routes are optimal with respect to traveling distance the systems 

solves the traveling salesman problem using a platform independent implementation of a genetic 

algorithm [14], illustrated in the figure. 

 

5. CONCLUSIONS AND FUTURE WORK 
 

The current paper outlines the engineering and algorithmic design of the DIANNA system that 

aims to solve the TRNDP problem using a PSO approach. The objective function of the 

optimization algorithm is very similar to [3]; it ultimately aims to produce solutions that optimize 

environmental parameters that is, vehicle emissions and vehicle types (electrical or conventional) 

besides more typical parameters of the problem such as distances, bus frequencies, demand. The 

design  is innovative since the formulation of the solution is binary, designed to facilitate easy 

manipulation. Also, the architecture of the informational system is designed to interact with well 

known GIS services, relies on middleware logic that executes the optimization and presents the 

results using web technologies. Fig. 2 illustrates the implementation of a genetic algorithm that 

solves the traveling salesman problem; the implementation relies  in platform independent server-

side logic that can be called by any component of the system. 

 

In the near future we expect to produce experimental results that exhibit realistic solutions for the 

case of Heraklion, Crete and, since the formulation of the problem allows it, we also expect to 

investigate the extent to which environmental policies can be applied that is, find optimal or next 

to optimal values for parameters w1 to w6 that correspond to minimum environmental costs. 
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ABSTRACT 
 
In many business organizations, database applications are designed and implemented using 

various DBMS and Programming Languages. These applications are used to maintain 

databases for the organizations.  The organization departments can be located at different 

locations and can be connected by intranet environment. In such environment maintenance of 

database records become an assignment of complexity which needs to be resolved. In this paper 

an intranet application is designed and implemented using Object-Oriented Programming 

Language Java and Object-Relational Database Management System Oracle in multithreaded 

Operating System environment. 

 

KEYWORDS 
 
Intranet, Multithreads, OOP, ORDBMS, JDBC, Applets, Oracle, Java Programming Language.   

 

 

1. INTRODUCTION 

 
The Intranet technology has opened new areas of research for business application designers and 

implementers. The application is designed using System Development Life Cycle (SDLC) 

methodology [1,2,4]. The database can be stored on a database server using Oracle Database 

Management System and can be processed using Java Programming language [5,6,7,8]. Java is 

an object-oriented programming language. The peoples who have used structured programming 

languages C, PASCAL etc. has to refuel their programming power to accept object-based 

programming such as Java and C++ [10] etc. It is very difficult to decide which programming 

language will lead the application for development in the future. In this paper the basic concepts 

and tools are discussed which can be used to implement business applications in an intranet 

environment. 
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2. APPLICATION INFRASTRUCTURE FOR INTRANET ENVIRONMENT 

 
It is understood that each database application has to apply four basic functions, INSERT, 

UPDATE, RETRIEVE and DELETE on database records [1,2,3,4]. A database schema is 

developed using analysis and design techniques. After further refinement this schema is 

implemented using a specified RDBMS such as ORACLE [12,13,14] on the ORACLE Server. 

This schema always reflects the data requirements of the organization in which it will be 

implemented. These basic functions can be implemented using RDBMS selected. The main 

problem is with the processing of the business applications where many more functions are 

involved in addition to these four basic functions such as new calculations. The languages 

provided by the DBMS are not process-oriented so the implementer has to look for a language, 

which can facilitate the process implementations for business applications. Different database 

development modelling strategies are discussed in this paper. 

 

2.1 Single Tier Database Design Strategy 
 

The earlier business applications were developed using RDBMS based on an integrated model 

which consists of user interface code, application code, and database libraries. These 

applications ran only on a mainframe machine connected to terminals, used to make different 

queries on the databases. Figure 1 illustrates single-tier application infrastructure.  

 

These business applications were simple but inefficient and did not work over Local Area 

Networks (LANs). This model did not scale, and the application code and the user interface code 

were tightly coupled to the database through database libraries. This approach did not allow 

multiple instances [1,11,12,13,14] of the application to communicate with each other, so there 

was often problem of contention between instances of the same business application [12,13]. In 

order to eliminate some of the contentions occurring, the two-tier database design strategy was 

suggested [1,2,3,4].   

 

2.2 Two-Tier Database Design Strategy   

 
The server technology gave birth to two-tier RDBMS models. Communication-protocol 

development and extensive use of LANs and WANs [12,13,14,15] allowed the database 

developers to create an application front-end that typically accessed data through a connection to 

the back-end server [14,15]. Figure 2. illustrates a two-tier database design, where the client is 

connected to the server through a socket [5,6,7,8,9,15] connection. The program design method is 

very carefully used to accommodate all types of changes taking place in database design 

strategies [10]. 

 

Business applications / client programs through user interface send SQL requests to the database 

server. The server responds with the requested data to the business application / client machine 

with the specified format, after the verification of these requests. The communication between 

either of them and the server is managed by the library functions provided by the venders / third 

party software developers [7,9,10,11]. The limitations to this application design are mentioned 

below. 
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2.2.1 Limitations of the Two-Tier Database Model 

 

i. Two-tier models are limited by the vendor-provided library [8, 9]. Switching from one 

database vendor to another requires a lot of modification to the business application code 

running on the client machine of the two-tier model. 

 

ii. Version control is another issue. Updating the client-side libraries provided by the 

vendors causes the database applications to be recompiled and redistributed in the 

organization [9]. 

 

iii. Vendors libraries deal with low-level data manipulation. Many basic libraries deal with 

fetches and updates on a single row or a column. The stored procedures can be used on 

the server to enhance these operations increasing the complexity of the application 

[12,13,14]. 

 

iv. All the logic required to use and manipulate the data is implemented in the business 

application on the client machine, creating large client-side runtimes. This creates a fat 

client [1,2,3,4]. 

 

These limitations can be fully / partially removed from the two-tier model by using a three-tier 

model. 

 

2.3 Three-Tier Database Design Strategy 

 
In this model the client application communicates with an intermediate server that provides a 

layer of abstraction from the RDBMS. Figure 3. illustrates this model. 

 

The intermediate layer is designed to handle multiple client requests and manage the connection 

to one or more database servers. The detail for this design model can be found in [1,2,3,4,14]. 

 

3. IMPLEMENTATION OF BUSINESS APPLICATION IN INTRANET 

ENVIRONMENT 

 
Business applications are mission critical applications. These have to be implemented with great 

care and sense of responsibility. After the analysis of the user requirements for applications, the 

implementers have to decide in addition to RDBMS, about the programming languages, which 

provide the functionality of the application with minimal changes and development time if 

required to install on different platforms. In the present case, Java programming language is 

selected to implement such application, because it is platform free language [ 5,6,7,8]. A segment 

of the Payroll System is implemented using Java programming language and ORACLE database 

management System. 

 

The relations / tables, which were used to explain the implementation step are given in Appendix 

A. 

 

In the Department table, Dept_No is a primary key, which has unique values for individual 

records. 
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The second table / relation used to implement one-to-many relationship is an Employee table. 

In the Employee table, Emp_No is a primary key, and Emp_Dept_No is a foreign key to create a 

one-to- many relationship between them. 

 

The relationship between these two tables is represented in Fig. 4 

 

Since a segment of a Payroll System is to be implemented in Java programming language, the 

multithreading programming technique is used [9] to reduce the development time and other 

resources. 

 

4. DESCRIPTION OF MULTITHREADING TECHNIQUE IN JAVA 

IMPLEMENTATION 
 

The concurrency or parallelism that computers can perform is implemented through Operating 

Systems primitives available to highly experienced system programmers [5,6,7]. Using Java 

programming language these primitives are made available to the application programmers too. 

Each application can contain threads of execution such that each thread being designated a 

portion of the application that may execute with other threads concurrently. Multiple threading is 

a powerful capability of Java language not available in C and C++ [5,6,7,8,9]. Java programming 

includes multithreading primitives as part of the language in the form of classes such as Thread, 

ThreadGroup, ThreadLocal and ThreadDeath of the java.lang package [5,6,7,8]. There are 

many constructor methods related to the Thread class which play an important role in the Thread 

class operations [5,6,7,8,9]. The thread life cycle is given in [5,6]. 

 

4.1 Connecting to the ORACLE Database System 

 
It is difficult to join two different technologies such as Java based on object–orientation and 

ORACLE based on Relations (tables). Tools which are used to establish the connection between 

these two different technologies for Multithreaded Intranet Windows applications [5, 6] 

development are given below.   

 

4.2 Java Database Connectivity (JDBC): Application Programming Interface (API) 

 
Java programming language offers several benefits to the developer creating front-end and 

middle-ware applications for a database server. The platform-independent nature [5,6,7,8,9] and 

adaptability of Java [6,7,8,9] allows a wide variety of business applications on the client 

machines to connect to the database systems installed on the servers [6,7]. Enterprise JavaBeans 

(EJB) provides a very scalable and robust database access and persistent layer [8, 9]. 

 

Servlets and JSP (Java Server Pages) [8,9] provide an ideal way for thin web browser clients or 

any variety of other HTTP-based clients to access database resources [8, 9]. The JDBC API is 

designed to allow the application developers to create Java code that can be used to access almost 

any relational database without needing to continually rewrite their application code. Java 

servlets, JSP pages, Enterprise JavaBeans (EJB) and Java classes or any other Java code can 

use JDBC to connect to the database server [8,9]. 
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4.3 The JDBC API Characteristics 

 
Recently developed Java Development Kit version 1.4 (JDK 1.4) contains JDBC 3.0 API. It is 

composed of the java.sql and javax.sql packages.  

 

i. The JDBC interface provides application developer with a single API that is uniform and 

database independent [9]. Its database independence is due to the availability of a set of 

Java interfaces that are implemented by a driver [9]. The driver is used to translate the 

standard JDBC calls into specific calls required by the RDBMS it supports [6,7,8,9]. 

ii. The business application is developed only once, and then moved to the various drivers, 

it means that application remains the same and only drivers are changed according to the 

RDBMS [7,8,9] provided by the vendors. 

iii. JDBC also provides a means of allowing developers to retain the specific functionality 

that their database vendor offers. 

iv. JDBC allows the application developers to pass query strings directly to the connected 

driver. These query string may or may not be ANSI SQL compatible. The query depends 

on the driver. 

v. Every Java application (Client or J2EE) that uses JDBC must have at least one JDBC 

driver, and each driver is specific to the type of RDBMS under consideration [6,7,8]. 

vi. JDBC is not derived from Microsoft ODBC [7,8,9] 

vii. JavaSoft provides a JDBC-ODBC bridge that translates JDBC calls to ODBC calls 

[6,7,8,9]. 

 

In order to connect business applications / client machines to various RDBMS on the servers, 

through JDBC are discussed below, for various database design strategies. 

 

4.4 Single-tier JDBC Database Design Strategy 
 

In this configuration, a business application can be connected to different database servers 

through JDBC interface using different drivers provided by their venders. It is illustrated in 

Appendix A, Figure 5. 

 

4.5 Multi-tier JDBC Database Design Strategy 
 

In this configuration, a middle tier is used to handle protocols and DBMS libraries implemented 

for the client sides. Through these protocols, business application can be implemented to access 

the database servers by different venders in parallel or concurrently. The drivers are dependent on 

the venders whereas the JDBC is independent of the drivers offered by various venders. The 

details of this configuration is given in [6,7,8,9] and is illustrated in Appendix A, Fig. 6 

 

5. THE JAVA DATABASE CONNECTIVITY (JDBC) INTERFACE LEVELS 
 
The JDBC has two levels of API interface: Driver Layer and Application Layer, which are 

discussed below: 

 

i. Driver Layer:  It handles all types of communications with a specific driver during 

implementation to the application layer. 
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ii. Application Layer: This layer is used by the business application developer to make 

calls to the database via SQL queries and retrieve the results to these queries. 

 

The application developer is not concerned with the details of the implementation of these layers. 

It is necessary to understand the Driver layer, and how some of the objects that are used in the 

Application layer are created by the driver in use [ 1,3,6,8]. Every driver must implement four 

main interfaces and one class that create connection between the Driver and Application layers. 

 

5.1 The Driver layer and Driver Interface 

 
Each vendor supplies a driver class called DriverManager class which controls the Application 

layer through the driver as an interface. Driver Manager class also performs: loading and 

unloading of drivers and making connections using drivers. It also performs some functions on 

database for login and login times out [6]. 

 

a-  Driver Interface 

 
It is important to note that every JDBC application must have at least one JDBC driver. This 

interface permits the DriverManager and JDBC Application layer to exist independently of the 

database being used. This interface implements JDBC driver [ 6,7,8,9]. Drivers use a string 

referred to as a URL with a purpose to separate the application developer from the driver 

developer. The syntax for such URL for JDBC driver is given as 

 String url =  jdbc: <subprotocol>:<subname> 

Where <subprotocol> is the type of the driver, and <subname> provides the network-encoded 

database name on the server, as in 

String url = “jdbc:oracle:Depts” 
In this example, the driver type is oracle driver, and the subname is a local database host called 

Depts. 

The application developer can also include the location of the database host or instance of the 

database, the specific port, and user information (user-name, user-password) as in the following 

example: 

String url = “jdbc: oracle: thin: @dbserver:1521: infs” ;   
In this statement, the name of the driver is oracle driver, the name of the database server is 

dbserver, the port is 1521 and database instance is infs. 

 The following two statements describe the user name and password of the user. 

String User = “user_name”; 

String Password = “user_password”; 
The driver interface has two important methods from practical point of view [6,7,8,9]: 

 

i- public Connection connect (String url, String  User, String Password ) throws 

SQLException.      

In order to return the object of Connection type, the String url must match the url of the JDBC 

driver otherwise no connection will be established. The strings User and Password are also 

matched with those stored on the database server, dbserver,  with instance infs   on the thin client 

with port 1521. Since it is public method, the object returned can be used by other classes. If 

these matches are invalid, it will throw an  SQLException indicating that no connection object is 

returned.   

                



Computer Science & Information Technology (CS & IT)                                   73 

 

 ii- public  boolean  acceptsURL(String url) throws SQLException. 
This method is simply used to check whether the url is valid or not. If it is not, it will throw an 

SQLException. It will not establish the connection. 

The DriverManager  class calls the Driver connect() method to obtain the Connection object 

which is the starting point for the Application Layer. The Connection object is used to create 

Statement objects that perform queries. 

 

The DriverManager Class: As the name indicates this class is used to manage JDBC drivers. 

Public Methods available in this class are: 

i- public static synchronized  Connection  getConnection (String url, String User, String 
Password) throws SQLException. 

This method is used to obtain Connection object by sweeping through a vector of stored Driver 

classes using url and other parameter values regarding the user of the database and his password. 

This method is used to find a driver which returns a Connection object. That Driver class is used 

for which the driver is found. This method can be used as an overloaded method with different 

number of arguments. 

ii- public static synchronized void registerDriver (java.sql.Driver driver) throws SQLException. 
This method stores the information of the driver interface implementation into a vector of drivers. 

It also stores information about security Context [ 7,8], that identifies where the driver came 

from. 

iii- Public static void setLogWriter(java.io.PrintWriter out). 
Sets a private static java.io.PrintWriter reference to the PrintWriter object passed to the 

method. 

 

b- Registration of Drivers 

 

When DriverManager class is loaded, a static code of this class is executed to load jdbc.drivers. 

jdbc.drivers  property  can be used to define a list of colon-separated driver class names such as: 

jdbc.drivers = oracle.jdbc.driver.OracleDriver; 
Each driver name is also a class name [ 6,7,8], this means that class name and driver name are the 

same, for example, oracle.jdbc.driver is both a driver name and a class name. The 

DriverManager tries to load the driver through the current CLASSPATH given in the System 

Environment of the computing machine. The DriverManager class uses the following piece of 

Java program to locate, load and link the named class. 

Class.forName(driver).newInstance().  
In case of  oracle.jdbc.driver.OracleDriver, the driver class name can be located by 

Class.forName(oracle.jdbc.driver.OracleDriver); 

Now use the DriverManager class method registerDriver()  to register the    

oracle.jdbc.driver.OracleDriver driver’s class  instance as: 

DriverManager.registerDriver ( new oracle.jdbc.driver.OracleDriver()); 
When above statement is executed, a new instance of the driver class is registered. It will not 

verify whether the connection is established or not. In order to establish the connection to the 

database, the following method of the DriverManager class is used 

 

// define the Connection instance 

Connection sqlconn = null;  // initially it is null 

sqlconn = DriverManager.getConnection (url, User, Password); 
Where url, User, and Password are declared as: 
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String url = "jdbc:oracle:thin:@dbserver:1521:infs"; 

String User = “user-name”; 

String  Password = “user-password”; 
In the url string: dbserver is the name of the Oracle Server, 1521 is port of the machine on which 

this server is running and infs the instance of the Oracle Database. Other string variables are self 

-explanatory. When the connection is established and validated, the Application layer can be 

approached. A list of driver class names for different database management systems is given in 

Table 3. 

 

In the above table, the name of the driver is also a driver class name, for example, for Oracle 

database system, the driver name Oracle.jdbc.driver.OracleDriver is also the driver class name, 

any instance of this class can be defined as new  Oracle.jdbc.driver.OracleDriver() using 

constructor of this class [6,7,8], for example 

Driver  Driver_Name =  new  Oracle.jdbc.driver.OracleDriver();   
The above statement creates a new instance of class Driver which can be registered with 

DriverManager class using registerDriver() method as 

DriverManager.registerDriver(Driver_Name); 

 

5.2  Application Layer 

 
Application Interface: In Java programming language [ 8, 9], the application  interface provides 

a means of using a general type to indicate a specific class. Three main application layer 

interfaces are Connection, Statement and ResultSet classes. Each one of them is described 

below: 

 

5.2.1 The Connection Interface: 

A Connection object is obtained by using the DriverManager.getConnection() method call as  

Connection sqlconn = DriverManager.getConnection (url, User, Password); 
where sqlconn is the Connection object returned by  the  called method DriverManager.get 

Connection (url, User, Password); 
where getConnection (url, User, Password)  method uses three arguments url, User and 

Password as described above. 

Typical database connection include the ability to control changes made to the actual database 

stored through transactions [ 6,7,9]. When connection is created, it is in an auto-commit mode, 

that is, there is no rollback possible. After the connection from the driver is established, the 

application developer can set auto-commit to false by using setAutoCommit (boolean b) method. 

After setting this method call, the Connection  will support both Connection.Commit() and 

Connection.rollback() method calls. 

a-The Connection Class interface 

The Connection class interface has the following methods: 

 

i- Statement createStatement() throws SQLException : The Connection object  will return an 

object of a  Statement implementation such as 

Statement   sqlStatement  =  sqlconn.createStatement();  // use sqlconn Connection instance to 

create a statement 

The Statement class object sqlStatement is implemented to execute a query if required and get a 

single ResulSet object 
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ii- PreparedStatement preparedStatement (String  sql) throws SQLException: The Connection 

object implementation will return an instance of PreparedStatement object which is configured 

with sql string passed [ 8, 9]. The driver may then send the statement to the database if the driver 

handles the precompiled statements; otherwise the driver may wait until the PreparedStatement 

is executed by an execute() method 

 

iii. void setAutoCommit (Boolean b) throws SQLException: This method sets a flag in the driver 

implementation that enables commit/rollback (false) or make all transactions commit 

immediately (true) as  

sqlconn.setAutoCommit( false);           // rollback all transactions 

 

iv-void commit() throws SQLException: Makes all changes made since the beginning of the 

current transaction. 

 

v- CallableStatement  preparedCall(String sql) throws SQLException: The Connection object 

implementation will return an instance of a CallableStatement. CallableStatements are 

optimized for handling stored procedures. The driver may then send the sql string immediately 

when prepareCall() method is complete or may wait until an execute method executes. 

 

vi- void rollback() throws SQLException: Drop all changes made since the beginning of the 

current transaction. 

Mainly the Connection object interface is used to create a Statement object as 

Connection   sqlconn  ;  // declare Connection object 

Statement  sqlStatement ; // declare Statement object 

sqlconn = DriverManager.getConnection (url, User, Password);     // establish connection to the                                   

//database 

sqlStatement = sqlconn.createStatement();     // create a statement object, to be used for 

executing a query sent to the database server 

 

5.2.2 The Statement Interface: Statement Class methods 
 

This interface is used to send SQL statements ( insert, delete, update , select ) to the database on 

the server and constructing corresponding result sets. This can also be used to create or drop 

tables from the database. SQLException is thrown if there is a problem with the connection of 

the database. The following methods are available with this interface [8,9]. 

 

i- ResultSet  executeQuery( String sql) throws SQLException: Executes a single SQL query and 

returns the results in an object of type ResultSet. This method can be used as 

ResultSet rset ;  // declare an object of a ResultSet 

String sqlQuery = “ select * from Dept ”;                // Dept is the name of the table on the 

database server  

rset =  sqlStatement . executeQuery( sqlQuery);     // a result set is created 

 
ii- int  executeUpdate(String sql) throws SQLException : This method executes a single SQL 

query to return the number of rows affected rather than  a set of results. 
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iii- boolean execute(String sql) throws SQLException:  This method can be used in the 

following way: 

a. To execute SQL statements that returns multiple result sets. 

b. To execute for updating counts. 

c. To execute stored procedures that return out and inout parameters. 

 

This method is less commonly used in database processing than executeQuery() and 

executeUpdate() methods. The methods getResultSet(), getUpdate() and getMoreResultSet() are 

used to retrieve the returned data [7,8,9]. 

 

5.2.3. ResultSet Class Interface 

 

The ResultSet interface defines the methods for accessing tables of data generated as a result of 

executing a Statement [5,6,7,8,9]. ResultSet column values may be accesses in any order, that is, 

they are indexed and may be selected by either the name or the number of the column. ResultSet 

maintains the current position of the row, starting first row of the data returned. The next() 

method moves to the next row of the data.  The following program segment explains next() 

method. 

 

ResultSet rset ;  // declare an object of a ResultSet 

String sqlQuery = “ select * from Dept ”;                // Dept is the name of the table on the 

database  

               //server  

rset =  sqlStatement . executeQuery( sqlQuery);     // a result set is created 

 

// processing of the resultset 

 

if (rset.next()) { 

 

       // processing statements goes here 

} 

  

The details of the ResultSet interface are discussed in [5,6,7,8,9]. 

 

6. APPLICATION INTERFACE-STRUCTURE CHART 

 
Application interface is defined in Appendix A, Fig. 7. 

It depends on the programmer which threads he /she wants to run to create a concurrency, for 

example, Thread-1 and Thread-2 can be executed in concurrent states to insert and display data 

at the same time. Concurrency programming is a tricky job. Similarly, Thread-1 and Thread-3 

can be used concurrently to update and display data in the database. Different combinations of 

these threads can be used to compromise between the execution and the complexity of the code 

developed for the application. In a single thread execution, activities take place in sequential 

order [5,6,7,8,9]. The complete program is given in the following section. This program is used to 

retrieve and display data under thread-1. The development tool used is NetBeans IDE 3.5.1. This 

IDE has partially built-in Java programming document, which can be used to code the program, 

thereby, minimizing the development time for business applications. 
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7. DESCRIPTION OF THE PROGRAM USING A SINGLE THREAD 

 
This program is defined as a single class jdbcDbRetrieval which extends to a class JApplet and is 

running under a thread control to create a concurrency or parallelism. This program is running 

under Windows Operating System to check the effect of multithreading techniques built into Java 

Programming Language [ 6,7,8,9]. This is a unique program in itself. The other database 

functions such as Insert, Update and Delete are also programmed but are not given in this paper. 

Each one of them is an applet running under a single thread and coordinating the other threads 

when required. 

 

8. CONCLUSION 

 
Java Programming Language can be used to development Distributed or Concurrent business 

applications in order to decrease the development time and other resources. Java API is an 

important part of the application development stage where a large number of built-in class and 

their methods are available to take full advantage of Java Development Kit. It also provides a 

guideline to those who are interested in developing business applications which can be run in 

parallel. Using Java applications are implemented and installed on different platforms with little 

or no change in the coding of the applications. To incorporate all these concepts and tools a 

complete program to implement retrieval operation of the database is given in Appendix A. 
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ABSTRACT 

 
Nowadays, Information Technology (IT) plays an important role in efficiency and effectiveness of the 

organizational performance. As an IT application, Enterprise Resource Planning (ERP) systems is 

considered one of the most important IT applications because it enables the organizations to connect and 

interact with its administrative units in order to manage data and organize internal procedures. Many 

institutions use ERP systems, most notably Higher Education Institutions (HEIs). However, many projects 

fail or exceed scheduling and budget constraints; the rate of failure in HEIs sector is higher than in other 

sectors. With HEIs’ recent movement to implement ERP systems and the lack of research studies examining 

successful implementation in HEIs, this paper provides a critical literature review with a special focus on 

Saudi Arabia. Further, it defines Critical Success Factors (CSFs) contributing to the success of ERP 

implementation in HEIs. This paper is part of a larger research effort aiming to provide guidelines and 

useful findings that help HEIs to manage the challenges for ERP systems and define CSFs that will help 

practitioners to implement them in the Saudi context. 
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1. INTRODUCTION 

 
Information Technology (IT) has brought the best products to enrich various aspects of modern 
life; no organization can be effective without the adoption of the latest available technology. An 
Enterprise Resource Planning (ERP) system is one of the technologies used for the best running 
of organizations to attain effectiveness and efficiency. This system has been defined by many 
researchers as an integrated information system (IS) and a comprehensive software package that 
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integrates and controls all the business processes and functions in an organization to 
institutionalize the sharing of organizational data resources [1, 2, 3, 4]. 
 
The ERP system consists of software support modules including utilities formarketing and sales, 
field service, product design and development, production and inventory control, procurement, 
distribution, industrial facilities management, process design and development, manufacturing, 
quality, human resources, finance and accounting, and information services [5]. It helps the 
different departments of an organization to move information among different processes, reduce 
costs, increase operational efficiencies, improve business process management, facilitate 
communication, share information and knowledge across organizational units, and improve 
decision making capability [6]. Because of these improved features and through the development 
of business and administrative procedures, many organizations around the world have 
implemented or updated their current management IS with an ERP system or are in the process of 
implementing such a system. Despite all the benefits of these systems, implementation is costly, 
time consuming and complicated, requiring large investments in the fields of planning, consulting 
and implementing software projects. About 60–90% of organizations fail in the implementation 
of the ERP system [5, 7, 8], while about 90% of ERP projects go over time or over budget [9, 
10]. Accordingly, many challenges and obstacles may arise that hinder successful implementation 
and affect the benefits intended from the system. 
 
The Higher Education Institutions (HEIs) sector is one of the most important sectors seeking to 
keep pace with technological development and to benefit from ERP systems to accelerate and 
simplify the management of data and internal procedures while reducing the cost and increasing 
the efficiency of institutional performance. Unlike business sectors, which seek commercial 
profit, HEIs belong to the non-profit governmental sector. HEIs spend huge amounts to move to 
these advanced systems, but many difficulties may arise. Such difficulties often end the process 
of ERP implementation, resulting in failure because HEIs –as part of the governmental sector– 
have a unique nature where administrative structures are inert and employees tend to resist the 
idea of change. Therefore, HEIs have an urgent need to concentrate on changing the processes 
prior to implementing the technology. Thus, the role of the top management support is vital for 
planning and implementing ERP systems, as it is necessary to stimulate the organization and 
employees before implementation and engage in effective communication with staff to increase 
the probability of success [11, 12]. 
 
Previous studies have suggested that ERP software system implementations is complicated and 
time consuming [5, 7, 10, 13, 14, 15]. In addition, these studies have pointed out that there is no 
sure method of achieving success in implementing ERP systems; many ERP implementation 
projects fail or go over time and over budget. It is noteworthy that several previous studies have 
focused on the implementation of ERP systems in the business sector [5, 15, 16, 17, 18, 19, 20, 
21, 22, 23, 24], but there is lack of studies on implementation in the HEI sector around the world 
[25, 26, 27, 28, 29]. Moreover, these studies have argued that the university community needs 
research attention to achieve more relevant knowledge regarding ERP implementation [26]. 
Furthermore, there is an urgent need to identify the success factors that lead to the successful 
implementation of these systems [28], since the failure rate in HEIs is higher than that in the 
business sector [11, 30]. Moreover, Saudi HEIs are in the early stage of technology development 
because of the lack of implementation of ERP systems in this country [30, 31]. Therefore, it is 
crucial to study critical success factors (CSFs) to reduce the failure rate of ERP systems in Saudi 
HEIs. 
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2. DEFINITION OF ERP SYSTEMS 

 
Several definitions of ERP systems have been offered by a range of authors in the literature. For 
example, Gable [32] described ERP systems as comprehensive software packages that seek to 
integrate and automate the complete range of business processes and functions to present a 
holistic view of the business from a single information and IT architecture. Rosemann and Wiese 
defined ERP systems as “customizable, standard application software which includes integrated 
business solutions for the core processes (e.g. production planning and control, warehouse 
management) and the main administrative functions (e.g. accounting, human resource 
management) of an enterprise” [33, p. 1]. 
 
Previously, ERP systems were perceived as integrated software applications that control and 
manage different departmental functions such as inventory control, accounting, finance, and 
human resources (HR) in a single centralized system with a common database. Now, ERP II —
the second generation of ERP systems— has been introduced with advanced features to deal with 
multiple business units, such as customer relationship management and supply chain 
management. Moreover, it integrates Internet-enabled applications for e-business, allowing 
access at anytime and from anywhere. The term ERP evolution is widespread and describes 
integrated information systems appropriate to any organization, regardless of geographic location 
and size [14, 34, 35]. 
 
Many researchers have provided broad definitions of ERP systems. However, a recent and 
comprehensive definition of ERP systems was provided by Beheshti as “a set of business 
applications or modules, which links various business units of an organization such as financial, 
accounting, manufacturing, and human resources into a tightly integrated single system with a 
common platform for flow of information across the entire business. With the use of the Internet 
as a business medium, organizations can use the expanded version of ERP, ERP II, to connect 
their internal business systems with the systems of customers and suppliers” [36, pp. 184–185]. 
 
Each ERP system contains many different modules referring to business functions such as HR; 
some business functions have more advanced and powerful modules than others. A typical ERP 
system may consist of the following software modules: HR Management, Accounting and 
Finance, Procurement Management, Manufacturing, Distribution and the Supply Chain [37]. 
Moreover, several vendors offer ERP systems in the marketplace; the top four vendors are SAP, 
Oracle, Baan, and PeopleSoft [21, 38]. 
 

3. MOTIVATIONS FOR ADOPTING ERP SYSTEMS AND THEIR 

BENEFITS 

 
There are many reasons to adopt ERP systems. It is important for the organization to understand 
the reasons for deciding to adopt ERP systems so that they can take advantage of the full benefits. 
  
The main reasons for implementing an ERP system can be summarized as follows: providing an 
integrated business computing solution, improving a company’s ability to compete in the 
marketplace, improving business processes and internal efficiency of workflow and reducing the 
overhead costs in an institution through computerization, enhancing the decision-making process 
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by providing accurate and updated organization-wide information. Improvement in all of these 
areas will enhance company performance [36, 39, 40, 41, 42]. 
 
A comprehensive framework for assessing the benefits of ERP systems has been proposed by 
Shang and Seddon [43, 44]. This framework classifies the types of benefits that organizations can 
obtain by using ERP systems along five dimensions as follows: 
 

• Strategic: Supporting business alliance and business growth, generating product 
differentiation, and building cost leadership, business innovations, and external linkages 
with customers and suppliers; 

• Operational: Cost and cycle time reduction, quality, productivity and customer service 
improvement; 

• Managerial: Better resource management, improved decision making and planning, and 
performance improvement; 

• IT infrastructure: Building business flexibility for current and future changes, IT cost 
reduction, and increased IT infrastructural capability; and 

• Organizational: Supporting organizational changes, and facilitating business learning, 
empowerment, and building a common vision. 

 
Numerous studies [40, 41, 43] have listed the most important attributes of ERP systems and their 
ability to effectively improve business’organizational processes, including the following: 
 

• Automating, coordinating, and integrating business processes across organizational 
locations and functions. 

• Sharing common data and practices across the whole enterprise to reduce errors. 

• Producing, accessing, and managing information in a real-time environment available 
anywhere and anytime to facilitate rapid and better decision making and cost reductions. 

• Providing a user-friendly web interface system to corroborate interactivity, as such an 
interface can improve integrated portals for an extensive variety of administrative 
functionalities.  

• Enabling effective and useful conduct of a new business process, such ase-government, 
e-learning, e-commerce, e-procurement and e-portfolio. 

 

4. CHALLENGES TO ERP IMPLEMENTATION 

 
Although implementing an ERP system has significant benefits, doing so successfully is a 
challenge. ERP systems are highly complex and require a comprehensive risk strategy; moreover, 
they are very costly and have a high failure rate even under ideal circumstances [13]. They often 
require long implementation times and significant resources [5, 7, 10, 13, 14, 15, 45]. According 
to Zhang et al. [15], on average, ERP projects were 178% over budget, took 2.5 times as long as 
projected, and delivered only 30% of the planned benefits. In addition, many barriers appear that 
affect successful implementation, including substantial organizational problems such as 
employee resistance to change [13, 24, 46]. Thus, the decision to implement an ERP system is a 
difficult undertaking for any organization. 
 
Over the years, many companies have implemented ERP systems, but many others have faced 
implementation failure or ended up going over budget and experiencing delays [14, 38, 47, 48, 
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49, 50]. Approximately 90% of ERP projects end up late or over budget [9, 10, 13]. Markus and 
Tanis [51] defined success from the viewpoint of managers and implementation consultants as 
completing the ERP project implementation on time and within budget. Therefore, chief 
executive officers and senior executive teams must be deeply involved and have a strong 
commitment to the ERP project to achieve successful implementation [38]. 
 
An understanding of the main reasons why many ERP implementation projects have failed could 
be a recipe for success in a new project. Umble et al. [24] summarized reasons for project failure 
into 10 categories. They contended that ERP could fail because of a lack of clearly defined 
strategic goals, lack of commitment of top management, poor project management, resistance to 
change in the organization, poor selection of an implementation team, lack of data accuracy, 
inadequate education and training such that users cannot run the ERP system, lack of adaptation 
of performance measures to ensure that the organization changes, lack of resolution of multi-site 
issues, and technical complications. 
 

5. SUCCESS FACTORS FOR ERP IMPLEMENTATION 

 
The concept of CSFs was developed in the early 1960s. According to Rockart [52], Ronald 
Daniel first discussed the idea of CSFs in the management literature, stating that information 
analysis must focus on “success factors” when as a new approach to help achieve organizational 
goals. 
 
Rockart [52] developed the idea of identifying the CSFs from the viewpoint of chief executives, 
pointing out that the process of identifying CSFs helps to ensure that these factors receive the 
necessary attention and are carefully managed by an organization. Rockart defined CSFs as “the 
limited number of areas in which results, if they are satisfactory, will ensure successful 
competitive performance for the organization”[52, p.85]. Rockart and Bullen affirmed that “CSFs 
are the few key areas where ‘things must go right’ for the business to flourish and for the 
manager’s goals to be attained” [53, p.7]. Meanwhile, Pinto and Slevin described CSFs as 
“factors which, if addressed, significantly improve project implementation chances” [54, p. 22]. 
 
In the ERP context, Rabaa’I defined CSFs as “a set of activities that needs special considerations 
and continual attention for planning and implementing an ERP system” [28, p. 137]. They have 
also been defined as “factors needed to ensure a successful ERP project“ [17, p. 31]. Thus, CSFs 
are particularly useful, as they provide clear insight and guidance on where to focus special 
consideration and resources and continual attention in planning for successful ERP project 
implementation [55]. 
 
It is important to improve the implementation success of ERP systems, identify the CSF, and 
understand the critical factors that constitute successful ERP implementation at each phase [56]. 
Thus, the critical factors involved in ERP implementation can be given more, and proactive 
approaches can be developed to counter the high failure rate of ERP implementation [21, 52]. 
Ultimately, this will enhance the likelihood of achieving higher success levels, cost savings, time 
savings, quality and efficiency in their ERP system [57]. 
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6. ERP SYSTEM IN HEIs 

 
Instead of developing an IT system in-house, many local government organizations are turning to 
commercial off-the-shelf (COTS) ERP systems solutions offered by commercial vendors that 
support core administrative processes such as budgeting, accounting, procurement, performance, 
and HR management by integrating the data required for these processes in a single database. 
This allows them to plan their IT resources more effectively, manage their data and legacy 
systems, and increase the efficiency of the institutional performance [58]. Recently, ERP systems 
have been applied to new institutional contexts (i.e., financial services, public sector, healthcare, 
and higher education). Therefore, the HEI sector as one of the main parts of government has been 
strongly influenced by global trends to adopt new technologies. HEIs begin implementing ERP 
systems and replace their old systems to overcome the limitations of legacy systems, support all 
business functions (administrative, accounting, organizational, etc.), improve their management 
and administration systems, manage their operations and make them more transparent, and 
achieve performance improvements. 
 
The investment in ERP systems implementation represents the biggest investment in information 
and communications technology (ICT) for HEIs [50, 59]. It is tempting to see HEIs as unique 
institutions [50]; however, according to Lockwood [60], there are many similarities and 
differences between HEIs and business organizations, so that the HEIs face many problems 
common to most modern business corporations, including coordinating resources, stimulating 
and facilitating the enterprise among staff, and controlling costs. Meanwhile, the uniqueness of 
HEIs is based on a combination of different characteristics, namely the complexity of purpose, 
limited measurability of outputs, autonomy and dependency from wider society, a diffuse 
structure of authority and internal fragmentation. In addition, HEIs are fundamentally different 
from business organizations due to their unique decision-making  processes, where each 
executive member is capable of independent decision-making and behavior [50, 61]. Further, 
HEIs are generally more resistant to change than business corporations due to the loosely coupled 
and autonomously operating administrative and academic units [25]. Furthermore, Bologa et al. 
[62] pointed out that the communication in HEIs is more difficult than in companies due to the 
large number of very different groups with different interests and objectives in different fields;  
thus, there are no clear formal communication structures in HEIs. The characteristics that make 
HEIs different require a distinct project management approach. 
 
The main advantages of implementing an ERP system in HEIs are as follows: lower business 
risks; improved services for the faculty, students, and employees; increased income and 
decreased expenses due to improved efficiency; and improved information access for planning, 
organizing, and managing the institution where different departments share an integrated database 
[63]. Furthermore, Sabau et al. [64] introduced many ERP benefits for universitiesin terms of 
business and technical viewpoints. 
 
The business benefits include: 
 

• Campus-wide integration of a conventional system. 

• Enhanced internal communications. 

• Reduction or elimination of manual processes. 

• Improved strategic decision making and planning capabilities. 

• Self-service environment for students and faculty. 
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• Higher availability of administrative systems. 

• Support of sophisticated and advanced data analyses for use in decision making. 

• Integrated workflow for the industry’s best practices and decreased dependence on paper. 
 
The technical benefits include:  
 

• Decrease or eliminated need for backup systems. 

• Platform for re-engineering business practices and continued process enhancements. 

• Maintenance and development of consistent data definitions. 

• Accessible, user-friendly administrative and student support services. 

• Increased data integrity, reliability, and validity. 

• Guaranteed system-wide security and protection of confidential information. 

• More seamless integration between technology and education delivery by providing a 
single platform based on new technologies and access to data in real time. 

 
Nevertheless, a limited number of integral ERP solutions have been implemented in HEIs, and 
there is a need to introduce such ERP systems. Still, the risks related to the implementation of 
ERP systems in HEIs are relatively high due to the high degree of complexity [59]. According to 
Pollock and Cornford, ERP systems are “refashioning the identity of universities and 
accompanied by tensions in which ever site it is implemented” [50, p. 32]. Therefore, the 
implementation of these systems in the HEI sector is raising new organizational issues [65]. 
These systems were initially designed for the corporate sector, with little effort to make them fit 
universities’ business processes; consequently, they either adjust the universities business 
processes to fit the ERP system or customize the ERP system to fit the universities’ business 
processes [66]. In addition, Davison [67] identified cultural differences from that of North 
America through a case study on a Hong Kong University’s implementation of an ERP system, 
including beliefs concerning providing access to information and miscommunication and 
difficulties in reengineering organizational processes. A number of researches have shown a high 
failure rate in the implementation of ERP systems; for instance, Cleveland State University 
(1998) took legal action against the ERP vendor when they found their new system could handle 
only half of their transaction volume. The university continued with the implementation of  ERP 
despite rising costs, with a final cost of $15 million, which exceeded the initial forecast by $10.8 
million. Likewise, ERP implementation costs for Ohio State University rose from an initial 
planned amount of $53million to $85 million. The University of Minnesota had a comparable 
experience when planned projected costs of $38 million finally reached $60 million [68]. This 
illustrates the importance of minimizing ERP implementation failure in the HEI sector. 
 

7. RELATED WORK 

 
ERP systems have received substantial consideration in both academia and practice. Numerous 
research articles about ERP systems have been published, covering several topics and issues. 
Furthermore, a number of ERP literature reviews have been conducted [14,  26, 38, 45, 57, 69, 
70, 71, 72, 73] that provide an overview of existing ERP literature from varied perspectives. 
 
Ngai et al. [14] reviewed 48 articles to illustrate the disparity betweenthe 10 different 
countries/regions surveyed and the recommended empirical evidence for criticality of the 18 
identified ERP success factors. The study results showed the most frequently cited critical factors 
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for successful implementation of ERP systems are top management support, as well astraining 
and education. Moreover, a clear and defined project plan was another frequently cited factor in 
all the countries and regions. 
 
In addition, Gargeya and Brady [38] identified six groups of factors leading to success in ERP 
implementation by reviewing published articles that reported SAP implementations in 44 
companies from different industries based on conducting content analysis. The primary factors 
for successful implementation of SAP ERP projects include working with SAP functionality and 
maintaining scope and the cooperation of the project team/management support/consultants. 
Other success factors are the internal readiness/training, adequate system testing, organizational 
diversity, and planning/development/budgeting. 
 
A comprehensive taxonomy of CSFs for ERP system implementation was presented by Dezdar 
and Sulaiman [45]. They analyzed the content of 95 articles publishedbetween1999 and 2008; 
then, they arranged 17 identified ERP success factors using the frequency count method. They 
found that the most frequent CSFs include top management support and commitment, project 
management and evaluation, business process reengineering and minimum customization, ERP 
team composition, competence and compensation, and the change management program. 
 
However, Finney and Corbett [57] recommended 26 CSFs based on the results of a 
comprehensive compilation and analysis of ERP implementation success factors, which they 
identified using content analysis and grouped into strategic and tactical categories. The study 
reveals that the five most significantly cited CSFs are top management commitment and support, 
change management, business process reengineering (BPR) and software configuration, training 
and job redesign, and the best and brightest project team. However, change management has 
emerged as the most widely cited CSF.  
 
Since ERP literature is a wide topic, we centered our review on ERP implementation in HEIs, 
which provide a more detailed analysis and deeper understanding of CSFs in ERP 
implementation within this sector.Abugabah and Sanzogni [11] collected critical literature 
reviews of the implications of ERP systems in HEIs, especially in Australia. The study shows that 
system users at all levels play a major role in defining the feasibility of ERP implementation. The 
researchers discuss the importance of establishing the requisite criteria to evaluate the 
performance of the system through the performance of its usersafter providing necessary training. 
It is important not to neglect other characteristics, such as technical and managerial aspects. The 
researchers stress the importance of aspects that influence the performance of staff, the quality of 
services provided, and the output of the system. Therefore, they try to gather the evaluation of 
ERP implementation while considering user and organization perspectives.  
 
Furthermore, a study by Rabaa’i [28] concentrates on ERP implementation and evaluation, also 
in Australian HEIs. He discussed the CSFs identified by previous studies and their importance to 
answer the following research question: What are the key critical factors for ERP implementation 
success in a university environment? Based on a literature review, 12 CSFs for ERP 
implementation were identified using the frequency analysis. Change management and top 
management commitment and support are the most widely cited CSFs. Other factors include 
project management, business process reengineering and system customization, user training, 
cross-functional implementation teams, visioning and planning, consultant selection and 
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relationship, an effective communication plan, ERP system selection, ERP systems integration, 
and post-implementation evaluation measures. 
 

8. RESEARCH METHODOLOGY 

 
The researchers conducted an extensive literature review, analyzing more than 50 articles 
published over a period of 13 years (2002–2015) to address the following question: ' What are the 

most imperative critical factors for ERP implementation success?' In this study, articles from 
journals, book chapters, conference proceedings, and dissertations were identified, analyzed, and 
classified. These articles were identified through a computer search of Management Information 
System (MIS) journals and number of databases including Emerald, ScienceDirect, Proquest 
Computing, IEEE/Xplore, EBSCOhost, SpringerLink, ACM Digital Library and Google Scholar. 
 
The articles were selected was based on the following search terms and keywords: “enterprise 
resource planning success factors,”“ERP implementation success,”“ERP implementation success 
in higher education institutions,”“critical success factors for ERP implementation in higher 
education,”“critical success factors for enterprise systems,”“enterprise resource planning 
successful implementation,”“success factors of enterprise systems” and “CSFs of ERP system 
implementation in HEIs.” 
 

9. SUCCESS FACTORS FOR ERP IMPLEMENTATION IN HEIs 

 
As mentioned above, an ERP redefines business operations and plays an important role in 
managing business processes in many organizations. In addition, there are many previously 
identified factors that could influence the successful implementation of ERP systems. Recently, 
universities have implemented ERP systems, but there is a lack of research focusing on the 
implementation of ERP systems in the HEI sector around the world [26, 29, 74]. Furthermore, 
some studies have identified the urgent need to identify success factors that lead to the successful 
implementation of the system, as failure rate of ERP systems in HEIs is higher than that in the 
business sector [11, 30]. 
 
Allen et al. [75] investigated the issues associated with ERP implementation via four in-depth 
case studies of HEIs in the UK that were in the process of implementing ERP systems to 
investigate whether the systems provided a feasible IS strategy for HEIs through interviews and 
reviews of secondary documentation. They adopted Pinto and Slevin's [54] and Holland et al.’s 
[76] CSF models, which include strategic issues and specify the need for a project mission, top 
management support, and project schedule outlining individual action steps for project 
implementation. Clearly, these issues are most important during the rollout of a project. 
Meanwhile, tactical elements such as communicating with all affected parties, recruiting the 
necessary technical and business specialists for the project team, obtaining the necessary 
underlying technology, user acceptance, and monitoring and feedback at each stage gain their 
importance in the implementation phase. 
 
Chatfield [77] investigated the implementation factors that affect ERP system success in 
universities,including a decrease in implementation costs. The findings suggest that ERP system 
quality is improved by effectively training users, changing management, and providing support 
strategies for the users and the organization’s culture. This requires involving university 
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personnel in the implementation to reduce costs and making use of the personnel’s existing 
knowledge of the organization. 
 
Seo [12] in her thesis, focused on the challenges of ERP implementation in corporate and 
university environmentsby conducting two case studies tocompare the similarities and 
differences, specifically between the Massachusetts Institute of Technology (MIT) and the 
Engineering Company (ENGCO). This research presents the top 12most frequently cited CSFs 
from previous studies. After evaluating these factors, the following CSFs were proven effective 
in the implementation of ERP in the university environment: change management, 
communication planning, ERP systems integration, andtop management commitment and 
support. Moreover, Seo found that ERP failure results from the unique nature and decision 
support methodology of the university as well as the limited flexibility of university systems. The 
researcher also mentioned that university administration support in achieving the benefits of ERP 
systems could be the cornerstone for success, along with other success standards, such as team 
composition and strong communication across the organization. 
 
Olugbara et al. [78] identified, validated, ranked and classified ERP success factors with 
reference to HEIs and described expert assessments to validate the relevance of the identified 
ERP success factors in the educational setting. Moreover, they used principal component analysis 
to reduce the dimensions and rank ERP success factors, as well as cross-impact analysis to 
classify ERP success factors. The study identified the following 10 CSFs influencing the 
effective implementation of ERP systems in African HEIs: top management support, 
management of expectations, business process reengineering, project team composition and 
competence, education and training of users, interdepartmental cooperation and communication, 
involvement of users in systems development and integration, culture of resistance within an 
organization, vendor and consultant support for users, and system changes and upgrades to new 
versions. 
 
Somers and Nelson [79] developed a unified CSF model for industries in United States that 
described the importance of 22 CSFs identified across the stages of ERP implementation through 
responses from 86 organizations within variety of industries, including the education sector. The 
research sample targeted in the interviews and questionnaire consisted of senior-level IS 
executives. The authors identified and ranked the top five CSFs for ERP implementation as top 
management support, project team competence, inter-departmental cooperation, clear goals and 
objectives, and project management. Furthermore, the study suggested that the most important 
factor for executives is top management support.  
 
Finally, Nah and Delgado [80] reviewed the literature to develop a comprehensive list of CSFs 
related to ERP implementation and upgrades. The researchers conducted two case studies at a 
university and a public company using interviews and questionnaires to collect data. They then 
organized the results into seven main categories. The results showed that the main factors 
involved in the successful implementation across the four phases of the ERP lifecycle are as 
follows: (1) a business plan and vision; (2) change management; (3) communication; (4) ERP 
team composition, skills, and compensation; (5) project management; (6) top management 
support and championship; and (7) system analysis, selection, and technical implementation. 
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10. ERP IMPLEMENTATION WITH SAUDI HEIs 

 
With Saudi Arabia’s orientation toward implementing e-government, whose significant benefits 
are attributable to the institutions and national economy of the Kingdom of Saudi Arabia, and due 
to government pressure to improve operational efficiency within their institutions, an e-
government program (Yesser) was established that enables the implementation of e-government 
and raising the public sector’s productivity and efficiency [81]. Saudi HEIs began implementing 
ERP systems to increase their efficiency and to automate their administrative procedures. As 
major Saudi government institutions, HEIs have been strongly influenced by the government 
trend to adopt new technologies. 
 
A few research studies on the implementation of the ERP system in Saudi HEIs have 
concentrated on general technical and users’ perspectives [7, 30, 82]; these have been limited to 
study the experience of King Saud University (KSU) in ERP implementation. It should be noted 
that the ERP system of KSU is called MADAR; it is not an ERP global software system such as 
SAP, Microsoft Dynamics, or Oracle E-Business Suite (EBS); rather, it has been locally designed 
due to budget constraints, a shortage of skilled users, and the greater flexibility for customization 
with the governmental policies [83]. Therefore, the success factors and obstacles may differ from 
the experiences of other universities that have implemented global ERP software systems. 
 
Al-Hudhaif [82] investigated the factors affecting the ERP implementation from the user’s 
perspective at KSU. A theoretical framework was developed and four hypotheses were explained 
to look at the status of system implementation at this university. The results showed the total 
success is dependent on the  user satisfaction. In addition, the researcher found a significant 
relationship between satisfaction level and challenges to implementation. He suggested that the 
commitment of university head administration in ERP adaptation plays the major role of success 
implementation. However, the study suggests no relationships between the training factor and 
success of ERP implementation.  
 
Moreover, Aldayel et al. [30] conducted a case study for the CSFs of ERP implementation in 
higher education from technical and user perspective. Their case study had been conducted at 
KSU which implemented MADAR system. The results showed that the most important CSFs in 
ERP implementation from a technical point of view were project management and ERP system 
selection. Other factors included stakeholder participation, business process reengineering and 
customization, top management commitment and support, ERP team composition, ERP systems 
integration, choice of supplier and its support, scope of implementation, and consultant 
participation. From the user’s perspective, the most important factor was training. 
 

11. CSFs FOR ERP IMPLEMENTATION IN HEIs 
 
The results of the abovementioned research studies on the success factors of ERP implementation 
describe the problem complexity using a variety of approaches. The CSFs and the results of the 
research studies differed substantially, showing that the factors leading to success are complex 
and cannot occur in isolation. Indeed, they overlap and are hard to separate [38]. Some 
researchers have suggested that the CSFs of ERP implementation identified in the literature in 
terms of private sector organizations are equally applicable to organizations in the public sector. 
Furthermore, they pointed to additional CSFs in public sector organizations, where it is more 
difficult to successfully achieve ERP implementation. The government acquisition rules must be 
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revised to align with the CSFs [38, 84, 85]; thus, CSFs  need to be identified and adapted to the 
public sector. 
 
The aim of this paper is to define the main important factors contributing to the success of ERP 
implementation in HEIs. Table 1 shows the 13 factors identified as critical to ERP 
implementation success from previous studies conducted in the HEIs sector. 
 

Table 1.  The most important ERP CSFs extracted from the literature. 
 

# Factors References Definition 

1 Top management 

commitment and 

support 

 

[25, 28, 29, 
30, 62, 64, 66, 
75, 78, 79, 80] 

There is enough support from senior management in 
the ERP project. Top management must be willing to 
be involved and commit to allocating valuable 
resources to the implementation effort. 

2 Change 

management 

 

[25, 28, 29, 
30, 62, 64, 66, 
75, 78, 79, 80] 

A primary strategy, strong institutional identity and 
structured approach are needed to create a 
comprehensive environment to ensure the successful 
implementation and smooth transitioning to the ERP 
system. 

3 Project 

management 

 

[25, 28, 29, 
30, 62, 64, 66, 
75, 78, 79, 80] 

Effective management of the ERP project, including 
defining the project scope, goals, objectives, schedule 
and strategy and careful tracking of ERP project 
progress to plan, coordinate and monitor various 
defined activities in different stages of ERP 
implementation. 

4 Project champion [62, 66, 79, 
80] 

A project leader who plays a critical role in the 
implementation of ERP and makes the project work 
by setting goals and effecting legitimate changes. 

5 System 

customization 

[25, 28, 29, 
30, 66, 79, 80] 

Modification of the ERP package according to the 
institution’s needs to fit its existing business process. 

6 Business process 

reengineering (BPR) 

[25, 28, 29, 
30,62, 66, 75, 
78,79, 80] 

Changes in the work process that arise with ERP 
system implement on to fit and adapt the 
functionality of the system package instead of trying 
to modify the ERP system to fit the organization’s 
current business processes. 

7 ERP 

implementation 

team  

[25, 28, 30, 
62, 64, 66, 78, 
79,80] 

The team should consist of the best, most skilled 
people in the institution. Necessary capabilities 
include team leadership, cross-functional team 
representation from all business units and strong 
commitment to the implementation duties. 
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# Factors References Definition 

8 Consultant selection 

and relationship 

 

[28, 30, 62, 
66, 75, 78, 79, 
80] 

The extent to which ERP consultants who are expert 
and knowledgeable about the installation are part of 
the implementation process. It is important to arrange 
for knowledge transfer from the consultant to the 
project manager and staff. 

9 Effective 

communication plan 

[25, 28, 29, 
62, 64, 66, 75, 
78, 79, 80] 

Covering and sharing information, scope, activities 
and objectives between the ERP project team 
members and communication of the results and goals 
at each ERP implementation stage to the rest of the 
institution. 

10 Active partnership 

with vendor 

[25, 30, 66, 
75, 78, 79, 80] 

Support ranging from technical assistance to training 
that can reduce the cost of implementation; the 
organization cam gain other benefits from 
partnerships with the vendor and use the vendor’s 
customization tools. 

11 ERP system 

selection 

[28, 29, 30, 
64, 66, 74, 78, 
79, 80] 

Careful ERP software package selection that matches 
the organizational needs, business processes and 
practices.  

12 System integration  

 

[28, 30, 80] Good integration between the ERP system and other 
systems in the institution to smoothly share and 
transfer information. 

13 Post-

implementation 

evaluation and 

management 

[28, 66] 

  

All projects require some kind of post-evaluation 
through the exchange of information between the 
project manager and project team members and 
analysis of user feedback. 

 

12. CONCLUSION  
 
This paper gave a general overview of the implementation of ERP systems, including definitions, 
motivations for adopting ERP systems, and their challenges. Furthermore, it explained the CSFs 
concept and provided a comprehensive overview of the literature on ERP implementation success 
factors. 
 
This research reviewed the previous literature on ERP implementation with a focus on success 
factors for ERP system implementation in the HEI sector worldwide and in Saudi Arabia. The 
aim of this was to fill the gap in research regarding the implementation of the ERP system in this 
sector, particularly since the failure rate of ERP systems in HEIs is higher than that in the 
business sector. This paper identified and defined the 13 most important ERP CSFs extracted 
from previous studies in this field. 
 
This research is considered as a starting point to conduct in-depth analysis of CSFs in HEIs to 
increase the success rate of ERP implementation. Furthermore, it will enrich the academic 
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knowledge in this field because of the lack of previous research on the successful implementation 
of ERP systems in the HEI sector. The researchers intend to carry on the reach by conducting in-
depth analysis of different universities in Saudi Arabia that have implemented an ERP system. 
 

REFRENCES  
 
[1] Ifinedo, Princely (2011) "Examining the Influences of External Expertise and In-House Computer/IT 

Knowledge on ERP System Success",Journal of Systems and Software Vol. 84 No. 12, pp. 2065-
2078  

[2] Klaus, Helmut., Rosemann, Michael & Gable, Guy (2000) "What is ERP?", Information systems 
frontiers  Vol. 2, No.2, pp. 141-162  

[3] Mabert, VincentA., Sony, Ashok & Venkataramanan, Munirpallam (2003) "The Impact of 
Organization Size on Enterprise Resource Planning (ERP) Implementations in the US Manufacturing 
Sector", Omega 31(3), pp. 235-246 

[4] Wang, Eric T.G., Shih, S.P.& Jiang, J.J. & Klein, G. (2008) "The Consistency among Facilitating 
Factors and ERP Implementation Success: A Holistic View of Fit". Journal of Systems and Software 
Vol. 81, No. 9, pp. 1609-1621  

[5] Xu, LauraXiao Xia., Yu, Wang Feng, Lim, Roland & Hock, Lua Eng (2010) "A Methodology for 
Successful Implementation of ERP in Smaller Companies",  In: 2010 IEEE International Conference 
on Service Operations and Logistics and Informatics (SOLI).Qingdao, China, pp. 380-385. 

[6] Siriginidi, Subba Rao (2000) "Enterprise Resource Planning in Reengineering Business",Business 
Process Management Journal,Vol. 6, No. 5, pp. 376-391. 

[7] Al-Shamlan, Hala M. & Al-Mudimigh, Abdullah S. (2011)"The Change Management Strategies and 
Processes for Successful ERP Implementation: A Case Study of MADAR", International Journal of 
Computer Science,Vol. 8, No. 2, pp. 399-407. 

[8] Liang, Huigang., Saraf, Nilesh., Hu, Qing. & Xue,Yajiong (2007) "Assimilation of Enterprise 
Systems: The Effect of Institutional Pressures and Mediating Role of Top Management", 
MISQuarterly, Vol. 31, NO. 1, pp. 59-87. 

[9] Martin, M.H. (1998). "An ERP strategy". Time Inc., New York  137, PP. 95-97. 
[10] Samuel, R. Dhinakaran & Kumar, Santhosh (2013) "Prediction of ERP Success Before the 

Implementation", In:International Asia Conference on Industrial Engineering and Management 
Innovation  (IEMI2012), Proceedings. Springer Berlin Heidelberg, pp. 219-227.  

[11] Abugabah, Ahed & Sanzogni, Louis (2010) "Enterprise Resource Planning (ERP) System in Higher 
Education:A Literature Review and Implications", International Journal of Human and Social 
Sciences,  Vol. 5, NO. 6, pp. 395-399. 

[12] Seo, Goeun (2013) "Challenges in Implementing Enterprise Resource Planning (ERP) System in 
Large Organizations: Similarities and Differences Between Corporate and University Environment",  
Master’s thesis, Massachusetts Institute of Technology 

[13] Al-Mashari, Majed., Al-Mudimigh, Abdullah. & Zairi, Mohamed (2003) "Enterprise Resource 
Planning: A Taxonomy of Critical Factors",European journal of operational research,Vol.146, No. 2, 
pp. 352-364.  

[14] Ngai, Eric. WT., Law, Chuck CH& Wat & Francis KT (2008) "Examining the Critical Success 
Factors in the Adoption of Enterprise Resource Planning",Computers in Industry,Vol.59, No. 6, pp. 
548-564. 

[15] Zhang ,Zhe., Lee,Matthew K.O., Huang, Pei., Zhang, Lliang. &Huang, Xiaoyuan (2005) "A 
Framework of ERP Systems Implementation Success in China:An Empirical Study", International 
Journal of Production Economics, Vol. 98, No. 1, pp. 56-80. 

[16] Bhatti, T. R. (2005) "Critical Success Factors for the Implementation of Enterprise Resource Planning 
(ERP): Empirical Validation", In:2nd International Conference on Innovation in Information 
Technology IIT press, Dubai, UAE, pp. 1-10. 

[17] Holland Christopher P. & Light, Ben (1999) "ACritical Success Factors Model for ERP 
Implementation", IEEE software, Vol. 16, No. 3, pp. 30-36. 



Computer Science & Information Technology (CS & IT)                                  95 

 

[18] Jafari, S.M., Osman, M.R., Yusuff, R.M. &Tang, S.H. (2006) "ERP Systems Implementation in 
Malaysia:Importance of Critical Success Factors", International Journal of Engineering and 
Technolog, Vol. 3, No.1, pp. 125-131. 

[19] Kamhawi, Emad .M. (2007) "Critical Factors for Implementation Success of ERP Systems: An 
Empirical Investigation from Bahrain",International Journal of Enterprise Information Systems,Vol. 
3, No. 2, pp. 34-49. 

[20] Liu, Pang-Lo (2011) "Empirical Study on Influence of Critical Success Factors on ERP Knowledge 
Management on Management Performance in High-Tech Industries in Taiwan",Expert Systems with 
Applications, Vol.38, No. 8, pp.10696-10704. 

[21] Loh, Tee Chiat& Koh, S.C.L. (2004) "Critical Elements for a Successful Enterprise Resource 
Planning Implementation in Small- and Medium-Sized Enterprises",International journal of 
production research, Vol. 42, No. 17, pp. 3433-3455. 

[22] Motwani, Jaideep., Subramanian, Ram. & Gopalakrishna, Pradeep (2005) "Critical Factors for 
Successful ERP Implementation: Exploratory Findings from Four Case Studies", Computers in 
Industry , Vol. 56, No. 6, pp. 529-544. 

[23] Soja, Piotr (2006) "SuccessFactors in ERP Systems Implementations: Lessons from Practice", Journal 
of enterprise information management, Vol. 19,  No. 6, pp.646--661.  

[24] Umble,Elisabeth J., Haft, Ronald. R. & Umble Michael M. (2003) "EnterpriseResource Planning: 
Implementation Procedures and Critical Success Factors", European journal of operational research , 
Vol. 146, No. 2, pp.241-257. 

[25] Gates, Kathryn F. (2004) "Evaluating the North American Pilot for SAP’s Campus Management 
System", In von Hellens, L., Nielsen, S., Beekhuyzen, J. (eds.), Qualitative Case Studies on 
Implementation of Enterprise Wide Systems. Idea Group, Hershey, pp. 192-210.  

[26] Moon, Young B. (2007) "Enterprise Resource Planning (ERP): AReview of the Literature", 
International Journal of Management and Enterprise Development, Vol. 4, No. 3, pp. 235-264.  

[27] Nielsen, Jens L. (2005) "Critical Success Factors for Implementing ERP System", In von Hellens, L., 
Nielsen, S., Beekhuyzen, J. (eds.), Qualitative case studies on implementation of enterprise wide 
systems. Idea Group, Hershey, pp. 211-231. 

[28] Rabaa’i, Ahmad A. (2009) "Identifying Critical Success Factors of ERP Systems at the Higher 
Education Sector",In: ISIICT2009: Third International Symposium on Innovation in Information & 
Communicaton Technology, Philadelphia Uni., Amman, Jordan . 

[29] Ahmad, Raja Lope, Othman, Zulkifli & Mukhtar, Mohsin (2011) "ERP Implementation Framework 
for Malaysian Private Institution of Higher Learning", In:2011 International Conference on Electrical 
Engineering and Informatics (ICEEI), Bandung, Indonesia, pp. 1-5.   

[30] Aldayel, AbeerI., Aldayel, Mashael S. & Al-Mudimigh, Abdullah S. (2011) "The Critical Success 
Factors of ERP Implementation in Higher Education in Saudi Arabia: A Case Study", journal of 
Information Technology & Economic Development , Vol. 2, No, 2, pp. 1-16. 

[31] Ministry of Higher Education, (2015) [Online]. Available: 
http://he.moe.gov.sa/ar/about/egovinitiaves/Pages/cInitiatives.aspx 

[32] Gable, Guy G. (1998) "Large Package Software—A Neglected Technology?", Journal of Global 
Information Management, Vol.6, pp. 3-4. 

[33] Rosemann, Michael & Wiese, Jens (1999) "Measuring the Performance of ERP Software—A 
Balanced Scorecard Approach", In:10th Australasian Conference on Information Systems, 
Wellington, New Zealand, pp. 733-784.   

[34] Huang, Albert, Yen, David C., Chou, David C. & Xu, Yurong (2003) "Corporate Applications 
Integration: Challenges, Opportunities, and Implementation Strategies",Journal of Business and 
Management,Vol. 9 No. 2, pp. 137-145.  

[35] Rashid, MohammadA., Hossain, Liaquat & Patrick, Jon David (2002) "The Evolution of ERP 
Systems: A Historical Perspective", In L. Hossain, J. Patrick, & M. Rashid, Enterprise Resource 
Planning: Global Opportunities & Challenges,  Idea Group, United States of America, pp. 1--16. 

[36] Beheshti, Hooshang. M. (2006) "What Managers Should Know about ERP/ERP II", Management 
Research News ,Vol. 29 No. 4, pp.184--193. 



96  Computer Science & Information Technology (CS & IT) 

 

[37] Chang, Man-Kit., Cheung, Waiman., Cheng, C. Hung & Yeung, Jeff H.Y. (2008) "Understanding 
ERP System Adoption from the User’s Perspective", International Journal of Production 
Economics,Vol. 113, No. 2, pp. 928--942. 

[38] Gargeya, Vidyaranya B. &Brady, Cydnee (2005) "Success and Failure Factors of Adopting SAP in 
ERP System Implementation", Business Process Management Journal,Vol.11, No. 5, pp. 501-516.  

[39] Luo, Wenhong & Strong, Diane. (2004) "A Framework for Evaluating ERP Implementation 
Choices", Engineering Management, IEEE Transactions,Vol. 51, No. 3, pp. 322-333.  

[40] Spathis, Charalambos & Ananiadis, John (2005) "Assessing the Benefits of Using an Enterprise 
System in Accounting Information and Management", Journal of Enterprise Information 
Management, Vol. 18, No. 2, pp.195-210.   

[41] Nah, Fui-Hoon Fiona, Lau, Janet Lee-Shang & Kuang, Jinghua (2001) "CriticalFactors for Successful 
Implementation of Enterprise Systems", Business process management journal, Vol. 7, No. 3, pp. 
285-296.  

[42] Poston, Robin & Grabski, Severin (2001) "Financial Impacts of Enterprise Resource Planning 
Implementations", International Journal of Accounting Information Systems,Vol. 2, No. 4, pp. 271-
294 . 

[43] Shang, Shari & Seddon, Peter B. (2000) "A Comprehensive Framework for Classifying the Benefits 
of ERP Systems", In: Proceedings of AMCIS 2000, Long Beach, CA, pp. 1005-1014. 

[44] Shang, Shari & Seddon, Peter B. (2002) "Assessing and Managing the Benefits of Enterprise 
Systems: The Business Manager’s Perspective", Information systems journal , Vol. 12, No. 4, pp. 
271-299.  

[45] Dezdar, Shahin & Sulaiman, Ainin (2009) "Successful Enterprise Resource Planning Implementation: 
Taxonomy of Critical Factors", Industrial Management & Data Systems, Vol. 109, No. 8, pp. 1037-
1052. 

[46] Xue, Yajiong, Liang, Huigang., Boulton, William R. & Snyder, Charles A. (2005) "ERP 
Implementation Failures in China: Case Studies with Implications for ERP Vendors",International 
journal of production economics, Vol. 97, No. 3, pp.279-295.  

[47] Traci, Barker & Mark, N. Frolick (2003) "ERP Implementation Failure: A Case Study", Information 
Systems Management,Vol. 20, No. 4, pp. 43-49.  

[48] Chen, Charlie C., Law, Chuck & Yang, Samuel C. (2009) "Managing ERP Implementation Failure: A 
Project Management Perspective",Engineering Management IEEE Transactions, Vol. 56, No. 1, pp. 
157-170. 

[49] Markus, M. Lynne, Axline, Sheryl., Petrie, David & Tanis, S. Cornelis. (2000) "Learning from 
Adopters’ Experiences with ERP:Problems Encountered and Success Achieved", Journal of 
information technology , Vol. 15, No. 4, pp. 245-265.  

[50] Pollock, Neil & Cornford, James (2004) "ERP Systems and the University as a 
"Unique"Organisation", Information technology & people, Vol. 17, No. 1, pp.31-52.  

[51] Markus, M. Lynne & Tanis, Cornelis (2000) "The Enterprise Systems Experience—From Adoption 
to Success",  Framing the domains of IT research: Glimpsing the future through the past 173, pp. 207-
173.  

[52] Rockart, John F. (1978) "Chief Executives Define Their Own Data Needs", Harvard business review, 
Vol. 57, No. 2, pp. 81-93.  

[53] Rockart, John F. & Bullen, Christine V. (1986) "The Rise of Managerial Computing: The Best of the 
Center for Information Systems Research",  Dow Jones-Irwin, New York.  

[54] Pinto, Jeffrey K. & Slevin, Dennis P. (1987) "Critical Factors in Successful Project Implementation", 
Engineering Management, IEEE Transactions on 1 , Vol. 34, No. 1, pp. 22-27.  

[55] Shanks, G., Parr, A.,Hu, B., Corbitt, B., Thanasankit, T.& Seddon, P. (2000) "Differences in Critical 
Success Factors in ERP Systems Implementation in Australia and China: A Cultural Analysis",In: 
Proceedings of ECIS 2000, Vienna, Austria, pp. 537–544. 

[56] Somers, Toni M. & Nelson, Klara G. (2004) "A Taxonomy of Players and Activities Across the ERP 
Project Life Cycle", Information & Management, Vol. 41, No. 3, pp. 257-278.  

[57] Finney, Sherry & Corbett, Martin (2007) "ERP Implementation: A Compilation and Analysis of 
Critical Success Factors", Business Process Management Journal, Vol. 3, No. 3, pp.329-347.  



Computer Science & Information Technology (CS & IT)                                  97 

 

[58] Thomas, Glenn A. & Jajodia, Shyam (2004) "Commercial-Off-the-Shelf Enterprise Resource 
Planning Software Implementations in the Public Sector: Practical Approaches for Improving Project 
Success", The Journal of Government Financial Management , Vol. 53, No. 2, pp.12--19.  

[59] Zornada, Leo & Velkavrh, TamaraBertok (2005) "Implementing ERP Systems in Higher Education 
Institutions",In: 27th International Conference on Information Technology Interfaces ICTI, Cavtat, 
Croatia.  

[60] Lockwood, G. (1985) "Universities as Organizations", In Lockwood, G. and Davies, J. (eds), 
Universities; The Management Challenge, Windsor, UK., pp. 139-163. 

[61] Heiskanen, Ari., Newman, Michael&  Similä, Jouni (2000) "The Social Dynamics of Software 
Development", Accounting, Management and Information Technologies, Vol. 10, No. 1, pp. 1-32.  

[62] Bologa, Razvan., Bologa, Ana-Ramona & Sabau, Gheorghe (2009) "Success Factors for Higher 
Education ERPs",International Conference on Computer Technology and Development,  pp. 28-32.   

[63] King, Paula., Kvavik, Robert B. & Voloudakis, J. (2002) "Enterprise Resource Planning Systems in 
Higher Education",EDUCAUSE Center for Applied Research: Research Bulletin 22, pp. 1-11.  

[64] Sabau, G.,  Munten, M., Bologa, A. R., Bologa, R. & Surcel, T. (2009) "An Evaluation Framework 
for Higher Education ERP Systems",  WSEAS Transactions on Computers, Vol. 8, No. 11, pp. 1790-
1799. 

[65] Beekhuyzen, J., Goodwin, M., Nielsen, J.L. & Uervirojnangkoorn, M. (2001) "ERP Implementation 
at Australian Universities", Technical Report, Brisbane, Australia, Griffith University.  

[66] von Hellens, Liisa, Nielsen, Sue & Beekhuyzen, Jenine (2005) "Qualitative Case Studies on 
Implementation of Enterprise Wide Systems", IGI Global, Hershey.  

[67] Davison, Robert. (2002) "Cultural Complications of ERP", Communications of the ACM,Vol. 45, 
No.7, pp.109-111.  

[68] Parth, Frank R., Gumz, J. (2003) "Getting Your ERP Implementation Back on Track".  
[69] Addo-Tenkorang, Richard & Helo, Petri (2011) "Enterprise Resource Planning (ERP): A Review 

Literature Report",Proceedings of the World Congress on Engineering and Computer Science, San 
Francisco, CA, Vol IIpp19-21. 

[70] Asemi, Asefeh & Jazi, Mohammad (2010) "A Comparative Study of Critical Success Factors (CSFs) 
in Implementation of ERP in Developed and Developing Countries",International Journal, Vol. 2, 
No.5, pp99-110. 

[71] Esteves, Jose & Bohórquez, Victor (2007) "An updated ERP systems annotated bibliography: 2001–
2005", Instituto de Empresa Business School. Working Paper No. WP, Vol. 7, No. 4M pp 2-59. 

[72] Shehab, Essam, Sharp,Supramaniam & Spedding (2004) "Enterprise resource planning: An 
integrative review",Business Process Management Journal, Vol. 10, No. 4, pp359-386. 

[73] Botta-Genoulaz, Valerie, Millet, Pierre-Alain & Grabot, Bernard (2005) "A survey on the Recent 
Research Literature on ERP Systems", Computers in Industry, Vol. 56, No. 6, pp510-522.  

[74] Rabaa’i, Ahmad A., Bandara, Wasana & Gable, Guy (2009) "ERP Systems in the Higher Education 
Sector: ADescriptive Study",In:Proceedings of the 20th Australasian Conference on Information 
Systems, Monash Uni.: Caulfield Campus, Melbourne, Australia, pp. 456-470. 

[75] Allen, David., Kern, Thomas & Havenhand, Mark (2002) "ERP Critical Success Factors: An 
Exploration of the Contextual Factors in Public Sector Institutions", In:Proceedings of the 35th 
Annual Hawaii International Conference on System Sciences(HICSS),  Hawaii,U.S.A, pp. 3062-307.  

[76] Holland, Christoper P., Light, Ben & Gibson, Nicola (1999) "A Critical Success Factors Model for 
Enterprise Resource Planning Implementation", Proceedings of the 7th European Conference on 
Information Systems, Vol. 1, pp. 273-287. 

[77] Chatfield, Craig (2005) "Factors that Affect ERP System Success",Qualitative Case Studies on 
Implementation of Enterprise Wide Systems,L. von Hellens,S. Nielsen, & J. 
Beekhuyzen,Eds.Hershey, Pennsylvania: IGI, pp232-242. 

[78] Olugbara, O.O., Kalema, B.M. & Kekwaletswe, R.M. (2014) "Identifying Critical Success Factors: 
The Case of ERP Systems in Higher Education", The African Journal of Information Systems, Vol. 6, 
No. 3, pp. 65-84.  



98  Computer Science & Information Technology (CS & IT) 

 

[79] Somers, Toni M. & Nelson, Klara (2001) "The Impact of Critical Success Factors Across the Stages 
of Enterprise Resource Planning Implementations",In Proceedings of the 34th Annual Hawaii 
International Conference on System Sciences, Maui, Hawaii, pp. 1-10.  

[80] Nah, F.F.H. & Delgado, Santiago (2006) "Critical Success Factors for Enterprise Resource Planning 
Implementation and Upgrade", Journal of Computer Information Systems , Vol. 46, No. 5, pp. 99-
113.  

[81] E-Government Program (2015) [Online].  Available: 
http://www.yesser.gov.sa/en/ProgramDefinition/Pages/Overview.aspx  

[82] Al-Hudhaif, Sulaiman A. (2012) "ERP Implementation at King Saud University". Global Journal of 
Management and Business Research,Vol. 12, No. 5, pp. 71-77.  

[83] Alghathbar, Khaled (2008) "Practical ERP Implementation in Government 
Organization",International Conference on E-Learning, E-Business, Enterprise Information Systems, 
and E-Government, Las Vegas, USA, pp. 343-349.  

[84] Frye, Doug., Gulledge, T., Leary, M. & Sommer, R. (2007) "PublicSector Enterprise System 
Implementation", Electronic Government, An International Journal, Vol. 4, No. 1, pp. 76-96. 

[85] Rabaa’i, Ahmad A. (2009) "The Impact of Organisational Culture on ERP Systems Implementation: 
Lessons from Jordan", In:Proceedings of the Pacific Asia Conference on Information Systems 
(PACIS 2009), Hyderabad, India. 

 

AUTHORS 
 
1Ashwaq Sulaiman AlQashami earned her bachelor degree with a specialization in Information Systems at 
the College of Computer and Information Sciences at Al-Imam Muhammad Ibn Saud University in Riyadh, 
Saudi Arabia, in 2009. She is currently pursuing a master’s degree from the same department with an 
expected graduation date in 2016. She has Six years of experience in both public and private sectors in 
systems analysis, quality assurance and training. Currently, she is working as a programmer at Princess 
Nora University. Her current research interests include enterprise information systems, information 
technology governance and project management. 
 
2Heba Mohammad is an Assistant Professor of  Information Systems at the College of Computer and 
Information Sciences of Al-Imam Muhammad Ibn Saud University. She received her Ph.D in e-business 
from University of Salento, Italy. Her research focuses on enterprise systems, knowledge management, 
communities of practice, e-business and e-learning. She also provides different consultation services to 
various institutions. 
 



 

Jan Zizka et al. (Eds) : ICAITA, SAI, CDKP, Signal, NCO - 2015 
pp. 99–113, 2015. © CS & IT-CSCP 2015                                                      DOI : 10.5121/csit.2015.51509 

 
MOCANAR: A MULTI-OBJECTIVE 

CUCKOO SEARCH ALGORITHM FOR 
NUMERIC ASSOCIATION RULE 

DISCOVERY 
 

Irene Kahvazadeh and Mohammad Saniee Abadeh 
 

Faculty of Electrical and Computer Engineering,  
Tarbiat Modares University, Tehran, Iran 

i.kahvazadeh@modares.ac.ir 

saniee@modares.ac.ir 

 

ABSTRACT 

 
Extracting association rules from numeric features involves searching a very large search space. To 

deal with this problem, in this paper a meta-heuristic algorithm is used that we have called 

MOCANAR. The MOCANAR is a Pareto based multi-objective cuckoo search algorithm which 

extracts high quality association rules from numeric datasets. The support, confidence, 

interestingness and comprehensibility are the objectives that have been considered in the 

MOCANAR. The MOCANAR extracts rules incrementally, in which, in each run of the algorithm, a 

small number of high quality rules are made. In this paper, a comprehensive taxonomy of meta-

heuristic algorithm have been presented. Using this taxonomy, we have decided to use a Cuckoo 

Search algorithm because this algorithm is one of the most matured algorithms and also, it is simple 

to use and easy to comprehend. In addition, until now, to our knowledge this method has not been 

used as a multi-objective algorithm and has not been used in the association rule mining area. To 

demonstrate the merit and associated benefits of the proposed methodology, the methodology has 

been applied to a number of datasets and high quality results in terms of the objectives were 

extracted. 
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1. INTRODUCTION 

 
Association rule mining methods are one of the most used methods to extract relationships 
among features of a dataset; They were introduced in [1]. An association rule, denoted by X→Y 
is defined with two parts, antecedent part (X) and consequent part (Y) and both of them contain 
an item set. There are many impressive methods to obtain association rules in various 
applications [2-4], although most of them require values of the features to be discrete. For this 
reason these techniques discretize the numeric features but this causes a loss of information. If we 
want to discover association rules from continuous features, we should deal with a large search 
space since when the features are continuous, the number of the association rules can be 
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discovered are numerous. To solve the problem of large search space, one of the best suggestions 
is to use meta-heuristic algorithms.  

The meta-heuristics are divided into two categories according to our knowledge, biological and 
Bio_Inspired Algorithms that are illustrated in Figure 1. The meta-heuristic methods are usually 
based on a physical phenomenon or based on the biological methods such as Simulated 
Annealing as suggested in [5], Gravitational Search Algorithm [6], Magnetic Optimization 
Algorithm [7], External Optimization [8] and Harmony Search [9]. We divide the Bio_Inspired 
meta-heuristics into two categories, evolutionary methods that use Darwin’s theory directly, such 
as Genetic Algorithm that is suggested in [10], Genetic Programming [11], Evolution Strategy 
[12], Evolutionary Programming [13] and so on. Swarm intelligence based methods are other 
Bio_Inspired meta-heuristic algorithms that are mainly inspired by lives of living organisms. 
Swarm intelligence based methods also can be divided into Stigmergic based and imitation based 
categories. The Stigmergic based methods use an environmental memory to establish 
communication indirectly. The pheromone table in Ant Colony Optimization (ACO) is an 
example of environmental memory. ACO is suggested in [14], Honeybee Hive Optimization [15] 
and Termite Colony Optimization [16] are examples of the Stigmergic based methods.  The 
imitation based methods have not any shared environmental memory and the communication 
between them is directly. All individuals in imitation based methods have a local memory and a 
global memory. The individuals are desired to the local best and global best positions. Particle 
Swarm Optimization [17], Imperialist Competitive Algorithm [18], Firefly Algorithm [19], 
Shuffled Frog-Leaping [20], Cat Swarm Optimization [21], Fruit Fly Optimization [22], Bacterial 
Foraging Optimization [23], Artificial Fish Swarm Algorithm [24], Bat Algorithm [25], Lion 
Pride Optimizer [26], Krill Herd Algorithm [27], Hunting Search [28] and Cuckoo Optimization 
Algorithm [29] are some examples of these methods. Mentioned taxonomy [30], The taxonomy is 
demonstrated in Figure 1. 

 
Figure 1. Meta-Heuristic Algorithms Categories [30] 
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If we use older algorithms, they may not have the capabilities of new algorithms; but however, 
they have been used in various applications and their performance is guaranteed. Choosing very 
new algorithms can be tricky, because they have not been used extensively and they might have 
unknown drawbacks. Many meta-heuristic algorithms have been used to discover association 
rules like [31-36] but in extracting of the numeric association rules, we have use Cuckoo Search 
[29] because this algorithm is one of the most matured algorithms and also, it is a simple and 
understandable algorithm. In addition, until now this method has not been used as a multi-
objective algorithm and has not been used in the association rule mining area. 

The paper is organized as follows: In the next section we describe preliminaries and in Section 3, 
the proposed method is explained. Section 4 contains experimental results and discussion and the 
last section concludes the paper. 

2. PRELIMINARIES 

This section consists of two subsections. In the first one, multi-objectivity concepts are described. 
Multi-objective approaches are divided into three categories and are explained separately. Also 
our objectives that are considered for numeric association rule mining are described in this 
subsection. In the second subsection, we discuss about the cuckoos life and review the studies 
that are inspired from their life. 

2.1. Multi-Objectivity 

Usually, the multi-objective problems are solved with one of the three multi-objective 
approaches: aggregation based approach, population based approach and the Pareto based 
approach. These approaches have their advantages and disadvantages. We studied these 
approaches in the following. 

Aggregation based approach: in this approach, all of the objectives are combined into one 
objective which is done using mathematical operators like subtracting, multiplying and so on. An 
example is offered in (1) for this approach that uses the sum operator and weights for objectives. 

f(x)= w_1*f_1 (x)+w_2*f_2 (x)+⋯+w_k*f_k (x) 
 

                                                    where x∈ X_f                                                                      (1) 

w_iis the weight of ith objective, k is the number of objectives and X_fis the search space. This 
approach is one of the easiest approaches but the weights must be properly defined. One of the 
disadvantages of this approach is that the approach cannot discover the concave parts of the 
Pareto front [37]. Nonlinear aggregation functions do not have this restriction. One of the studies 
that used this approach is [38]. 

Population based approach: in this approach, the population is divided into k (that is the 
number of objectives) sub-populations. Each sub-population is improved with regards to one 
objective and finally after termination of the algorithm the sub-populations are aggregated in one 
solution to the k-objective problem. Since this approach is easy to use, it is well-known among 
the researchers, [39] is one of the studies that use a population based approach to solve multi-
objective problems. 
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Pareto based approach: It rarely happens to have a unique solution that is optimal in terms of 
all objectives. So instead of looking for a unique solution that is optimal, we should trade-off 
between the objectives. Pareto optimality definition says that a solution is a Pareto optimal, if 
there exists no feasible solution in X_f which would improve some objective without causing a 
simultaneous deterioration in at least one other objective. [40-43] studies have used Pareto based 
approach. Also in this study we use a Pareto based approach that considers four objectives: 
support, confidence, interestingness and comprehensibility. These objectives are important in 
association rule mining area. The objectives are defined as follows: The support of an item set X, 
denoted by S(X), is the ratio of the number of records (|R_X |) that contains the item set X to the 
total number of records (|D|). S(X) is defined by (2). The support of an association rule is denoted 
by S(X→Y) and is the ratio of the number of records containing both X and Y (|R_X∪ R_Y |), to 
the total number of records, |D|. If the support of an association rule is 20%, this means that 20% 
of the analyzed records contain X∪Y. S(X→Y)  is defined by (3). 
 

                                              S(X)=|R_X |/|D|                                                                       (2) 
 

                                           S(X→Y)=|R_X∪ R_Y |/|D|                                                         (3) 
 

The confidence of an association rule indicates the degree of correlation between X and Y in the 
dataset. The confidence of an association rule denoted by C(X→Y) is the ratio of the number of 
records that contain X ∪ Y to the number of records that contain X. If we say an association rule 
has a confidence of 80%, it means that 80% of the records containing X also contain Y. The 
confidence of an association rule is defined by (4). 
 
                                          C(X→Y)=S(X→Y)/S(X) =  |R_X∪ R_Y |/|R_X |                               (4) 

In addition to support and confidence measures, two other measures are used to mine high quality 
association rules. If the number of conditions involved in the antecedent part is less than the 
number of conditions in the consequent part, the rule is more comprehensible [44]. The 
comprehensibility is computed by (5). 

                                         Comp.=   log (1+ |R_X |)/log (1+ |R_X∪ R_Y |)                        (5) 

Interestingness measure refers to finding rules that are interesting or useful, not just all possible 
rules. In some approaches, to find interestingness the entire dataset is divided based on each 
feature presented in the consequent part. Since different numbers of features can present in the 
consequent part and because they are not predefined, this approach may not be feasible for 
association rule mining. So, a new expression is defined in [45] which uses the support count of 
the antecedent and the consequent parts of the rules. This expression is shown in (6). 

                    Inter.=|R_X∪ R_Y |/|R_X | *|R_X∪ R_Y |/|R_Y | *(1-|R_X∪ R_Y |/|D| )          (6) 

The equation contains three parts. The first expression describes probability of generating the rule 
based on the antecedent part. The second expression shows the probability based on the 
consequent part, and the last one (1-|R_X∪ R_Y |/|D| ) describes the probability of not generating 
the rule based on the whole dataset. 
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2.2. Cuckoo’s Life 

Some of birds are known as Brood Parasites. These birds instead of having to build their own 
nest, lay eggs in the nests of other birds and so the owner of the nest takes care of the Brood 
Parasites eggs. The cuckoo is one of the most famous Brood Parasite birds and is an expert in 
deception of the other birds. The female cuckoo destroys one of the other bird’s eggs and replaces 
her egg. Every bird differs in the color and pattern of its egg but the cuckoos have an uncanny 
talent for mimicry. This talent is one of the mysteries of nature. Of course, some of host birds 
know the stranger egg and they destroy it or they leave their nest forever. In fact, the cuckoos 
boosting their mimic power and the host birds boosting their identification power and these effort 
and fight are an incessant matter. Various types of algorithms in various applications have been 
proposed which are inspired by the cuckoo’s life like [46-50] but our method is very similar to 
[29]. Details of our method will be explained in Section 3. In the paper, we suggest the multi-
objective version of cuckoo search in the numeric association rule mining context for first time. 

3. PROPOSED METHOD 

In this section our proposed method is explained. This section consists of two subsections. In the 
first one, representation of the numeric association rules with cuckoo search algorithm is 
demonstrated and in the next one, MOCANAR is explained in detail. 

3.1. Representation of Problem 

In this paper, the cuckoos are represented with 2D array for association rule mining problem that 
is illustrated in Figure 2.  The number of columns of the array is equal to n that shows the number 
of features in dataset and the number of rows is equal to 3 that first one shows location of each 
feature in current association rule, the second row shows the lower bound of the feature value and 
the third row shows the upper bound of the feature value in the current association rule. If the 
value of a cell in first row is set to 0, the related feature is not present in the association rule and 
if a cell in first row contains 1, it means that the related feature is in the antecedent part of the 
association rule and the value 2 in the cell shows the related feature is in the consequent part of 
the current association rule. For example, the Figure 2 shows the following association rule:  

if ( LL3<F3<UL3 and LLn<Fn<ULn) 

then (LL2<F2<UL2) 

 

Figure 2. Representation of the Association Rules with Cuckoos. 
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3.2. MOCANAR: Multi-objective Cuckoo Search for Numeric Association Rule           

Mining 

MOCANAR is a multi-objective cuckoo search algorithm that extracts high quality association 
rules from numeric datasets. The support, confidence, interesting and comprehensibility are the 
objectives that are considered in the MOCANAR. The MOCANAR extracts rules incrementally 
in which, in the each increment, low numbers of high quality rules are made. The number of 
increments is determined by NumOfIncrement parameter. To generate the low number of the 
high quality rules in each increment, an iterative loop is repeated NumGeneration (which is 
another input parameters) times. During the execution of these iterations that are called 
generations, the initial random association rules are improved in evolutionary way. Our chosen 
meta-heuristic method is the cuckoo search that intelligently improves the rules in generations. 
Each generation consists of two ‘for-do’ cycles. In the first one, since the convergence of the 
algorithm is very fast,  NumOfRndCuckoo (another input parameter) numbers of random cuckoos 
are generated and are directed toward the best cuckoo by using the levy flight policy and so are 
replaced with worst cuckoos in the population. In the second ‘for-do’ cycle, each cuckoo in the 
population generates an egg by using the levy flights and so pa percent of the generated eggs are 
eliminated. Pseudo code of the  MOCANAR is illustrated in Figure 3 and is explained in detail 
below. In the pseudo code, FinalNonDominateds keeps the non-dominated association rules from 
last increment. When the increments are finished, the FinalNonDominateds contains the final 
non-dominated association rules which will be shown to the user. The non-dominated association 
rules that are achieved in generations are stored in Non_Dominateds. DataArray stores the 
dataset. The increments are started from line 6. In line 8, the population is initialized by the 
InitializePopulation function. In this function, PopulationSize is the parameters that specifies the 
number of cuckoos of the population, Per0 specifies the possibility of placing a value of zero, 
Per1 specifies the possibility of placing a value of 1 and Per2 specifies the possibility of placing a 
value of 2 in the first row of association rules for each features that illustrated in Figure 2. In line 
9, CheckConditionAndFixfunction checks two defined conditions for association rules: the first 
one, there should be at least one feature in the antecedent part of the rule and at least one feature 
in the consequent part of the rule; the second condition says that the range of lower bound and 
upper bound of the normalized features should not be greater that F_interval(that is another input 
parameter). Because the rules should not be too general, the F_interval parameter is used. The 
statements that are in the ‘for-do’ statement in line 10, are executed for NumGeneration (that is 
one of the input parameters) times. EvaluateObjectives function in the pseudo code calculates our 
objectives. ‘for-do’ statement in line 12 is executed NumOfRndCuckoo (that shows number of 
random cuckoos in each generation) times. High value for NumOfRndCuckoo increases the 
exploration ability of the algorithm and low value increases the exploitation ability of the 
algorithm. GetBestCuckooWithTournament function, determines the best cuckoo with Pareto 
policy in terms of our objectives, in which NumOfTourn numbers. of the cuckoos in population 
are selected randomly and so non-dominated cuckoos in terms of our objectives are removed. 
One of the non-dominated rules is returned by GetBestCuckooWithTournament randomly. In line 
15, the generated random cuckoos are directed to the selected best rule by levy flight policy. The 
Levy flight essentially provides a random walk while the random step length is specified by a 
Levy distribution that is shown in (1) 
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Levy ~ u=t^(-λ)      ,1<λ<3        (1) 

The levy distribution has an infinite variance with an infinite mean. The implementation of this 
distribution to directing the cuckoos toward best cuckoo in detail is shown in Figure 4 for the 
readers that want to implement it. This directed rule is replaced with worst rule in the population. 
In lines 18-21, each of the cuckoos in population are directed to best cuckoo by using levy flight 
policy; the best cuckoo is selected with GetBestCuckooWithTournament function. The directed 
cuckoos are known as cuckoo eggs. These eggs should be checked in terms of the 
aforementioned conditions and should be evaluated in terms of our objectivities. DoChoosing 
function chooses PopulationSize numbers of the cuckoos in population and eggs in terms of our 
objectives and put them in the new population. This function is explained later with pseudo code. 
Current population is merged with last non-dominated rules by using Mergefunction and so the 
duplicated rules are deleted from them and later, the non-dominated rules are selected from them 
by using Pareto policy. This non-dominated rule set is related to generations and is different with 
the increment’s non-dominated rule set. The generation’s non-dominated rules are accumulated in 
increment’s non-dominated rule set at the end of each increment. Then the Per0,Per1  and Per2 
parameters are changed randomly to investigation of the other spaces of the search space in each 
increment. Changing those parameters helps to have different rules in each increment. Finally, the 
duplicated rules in FinalNonDominateds rule set are eliminated. In the Figure 4, SourceCuckoo is 
the cuckoo that should be directed toward TargetCuckoo (best cuckoo).  NumOfAttributes 
parameter shows the number of dimensions of the cuckoo (the number of data features) and 
P_(Mut )parameter specifies the probability of mutation on each dimension of the cuckoo. 
w_1,w_2  and w_3 are the step sizes of cuckoo rule in each row of Figure 2 respectively which 
should be related to the scales of the problem of interests. In most cases, we can use 1 value for 
them. SourceCuckoo.rule in pseudo code refers to the 2D array shown in Figure 2. The rows of 
the array in each dimension are directed toward the TargetCuckoo. After this process, mutation 
operation is applied to each dimension by probability of P_(Mut ). the resulted cuckoos are 
known as new eggs that should be checked in terms of aforementioned two conditions In line 24 
of Figure 3, we have two populations (CuckooEggs,Population) and both of them have 
PopulationSize numbers of eggs and cuckoos respectively, and The DoChoosing function tries to 
select the PopulationSize numbers of them for the new population, since the size of population in 
the algorithm is constant. The Obj-share in the DoChoosing pseudo code shows the share of each 
objectives in new population.  If its value is equal to 25 it means that 25 places in population are 
reserved per each objective. First, the eggs population is sorted with respect to support and so Pa 
percent of eggs in that population are deleted according to cuckoo search policies. Then two 
populations are merged in a population called tempRules; from here, the eggs are known as 
cuckoos. The tempRules are sorted with respect to support and so the Obj-share number of 
cuckoos are elected to be placed in the new population. The elected cuckoos are eliminated from 
tempRules.Also, this process is applied to confidence, interestingness and comprehensibility 
objectives. Finally, the new population is returned to main method. Here it can be said that we 
use the concepts of the Population based multi-objective approach. 
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Figure 3. Pseudo Code of the MOCANAR 
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Figure 4: Directing the Cuckoo toward Best Cuckoo by Levy Function 

 
Figure 5: Pseudo Code of the Dochoosing Function 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

We assess our proposed method in three public domain datasets: Basketball, Body fat and Quake. 
These datasets are available from the Bilkent University Function Approximation Repository[51]. 
Characteristics of the datasets are shown in Table 1 in which, second column shows the number 
of records in each dataset and third column shows the number of features for each dataset. 

Table 1. Datasets Characteristics 

Dataset Number of Records Number of Features 
Basketball 96 5 

Body fat 225 18 
Quake 2178 4 
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All of the parameters of MOCANAR are described in the Section3. The used parameters values 
for each dataset are shown in Table 2. First row in Table 2 shows the name of datasets, the 
second row shows the size of MOCANAR population for each dataset. A high value for this 
parameter causes the algorithm to explore more of the search space but on the other side, it is 
time consuming. The third row shows the number of generations in each increment of algorithm. 
A high value for this parameter in addition to cause further explore in the search space, leads the 
algorithm to a better convergence. The pa parameter shows percentage of the cuckoo eggs that 
are scheduled to be eliminated in each generation. A low value for pa causes the algorithm less 
attention to previous generation cuckoos. The NumOfRndCuckoo parameter shows the number 
of the random cuckoos in each generation. A high value for this parameter increases the search 
space of the algorithm in comparing to its exploitation ability. The NumOfIncrement specifies the 
number of increments in the algorithm. A high value for this parameter increases the number of 
final non-dominated association rules. The NumOfTourn parameter shows the number of 
cuckoos that should be selected in tournament selection when the algorithm finds the best 
cuckoo. The P_Mut parameter determines the probability of the mutation after the eggs are 
generated. Increasing the value of this parameter causes increasing in the exploration ability of 
the algorithm and also, causes the algorithm to avoid local optimums. 

The F_interval parameter specifies the maximum ranges between the Lower Limit (LL) and 
Upper Limit (UL) of the features. A high value for this parameter causes the generated 
association rules to be more general. In this study its value is set to 0.5 * (max value of feature - 
min value of feature). w_1,w_2   and 〖 w〗_3 that are used in GetNewCuckooByLevyFlights 
function, specify the length of steps in three rows of cuckoo (illustrated in Figure 2) to move 
toward the better position. High values for these parameters causes increasing in steps length and 
this larger steps leads to a faster convergence. In this paper, w_1,w_2 andw_3 values are equal to 
1. Per0,Per1 and Per2 parameters are initialized randomly in which sum of thier values is equal to 
1. The values of these parameters are changed in each increment randomly to produce different 
association rules in the increments. The proposed method is run 10 times and the results are 
averaged. In the following the results are shown and compared with other studies. 

Table 2. Parameters Values for each Dataset 
 
 

 
 
 

 

 
In Tables 3, 4, 5, 7 and 8, the results obtained from our method are compared with results from 
Alatas and Akin[52],Alatas and Akin [53]and Minaei, Barmaki, and Nasiri[45]. Comparison in 
terms of the extracted rules count is shown in the Table 3.  Increasing in the number of the 
extracted rules causes the increasing in the discovered knowledge but on the other side it 
decreases the interpretability of results. In Table 4, comparisons in terms of confidence are 
shown. The results show that in most cases, MOCANAR yields better results. Table 5 shows that 
MOCANAR has got best results in terms of the support measure. Because the algorithm runs 
many increments and in each increment tries to generate low number of high quality rules, 
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MOCANAR has better support and confidence compared to other studies. Unfortunately, these 
increments are a little time consuming. The spent times for each dataset in 15 runs are shown in 
Table 6. 

Table 3. Comparison in terms of Number of Association Rules 

Dataset Alatas [52] RPSO [53] MOGAR [45] MOCANAR 

Basketball 33.8 34.2 50 55.4 

Body fat 44.2 46.4 84 47.2 

Quake 43.8 46.4 44.87 28.2 

 
Table 4. Comparison in terms of Confidence 

Dataset Alatas [52] RPSO [53] MOGAR [45] MOCANAR 

Basketball 0.60 0.60 0.83 0.82 

Body fat 0.59 0.61 0.85 0.91 

Quake 0.62 0.63 0.82 0.84 

 
Table 5. Comparison in terms of Support 

Dataset Alatas [52] RPSO [53] MOGAR [45] MOCANAR 

Basketball 32.21 36.44 36.69 66.1 

Body fat 63.29 65.22 65.26 79.57 

Quake 38.74 38.74 36.96 51.22 

 
Table 6. Spent Time to 15 runs 

Dataset Basketball Body fat Quake 

Times  7m and 33 s 25m and 2s 11m and 21s 

 
The average of the extracted rules length average in 10 runs is shown in Table 7. To compute 
Table 7, the average of the extracted rules length in each run is calculated and after completion of 
the runs, the average of the averages is calculated. In Table 8, the coverage values of the four 
algorithms on each dataset are shown. It shows that also in terms of coverage, our method is 
better than others. Finally, the results of the MOCANAR and the MOGAR algorithms are 
compared in terms of the interestingness and comprehensibility measures in Table 9. Because our 
support values are high, interestingness of the rules that are extracted with our method is low. 
 

Table 7. Comparison in terms of Size 

Dataset Alatas [52] RPSO [53] MOGAR [45] MOCANAR 

Basketball 100.0 100.0 100.0 100.0 

Body fat 84.12 86.11 93.52 99. 

Quake 87.6 87.92 91.07 99.26 
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Table 8. Comparison in terms of Coverage 

Dataset Alatas [52] RPSO [53] MOGAR [45] MOCANAR 

Basketball 100.0 100.0 100.0 100.0 

Body fat 84.12 86.11 93.52 99. 

Quake 87.6 87.92 91.07 99.26 

 
Table 9. Comparison in terms of Interestingness and Comprehensibly 

Dataset Interestingness Comprehensibility 

MOGAR MOCANAR MOGAR MOCANAR 

Basketball 0.53 0.38 0.72 0.92 

Body fat 0.56 0.41 0.80 0.85 

Quake 0.46 0.34 0.68 0.95 

 

5. CONCLUSION 

Because the extraction of association rules from numeric features has a very large search space, 
MOCANAR is suggested in the paper. Having high support, confidence, interesting and 
comprehensibility measures are the objectives that were considered in the MOCANAR. The rules 
were extracted incrementally in which, in the each increment of the algorithm, low numbers of 
high quality rules were made. Also in this paper, a comprehensive taxonomy of meta-heuristic 
algorithm was presented. Using this taxonomy, we decided to use Cuckoo Search algorithm 
because this algorithm is one of the most matured algorithms and also, it is a simple and 
understandable algorithm. In addition, until now this method was not used as a multi-objective 
algorithm and was not used in the association rule mining area. We demonstrate with our results 
that our method has high quality results in terms of our four objectives. 
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ABSTRACT 

 

According to the increase of using data mining techniques in improving educational systems 

operations, Educational Data Mining has been introduced as a new and fast growing research 

area. Educational Data Mining aims to analyze data in educational environments in order to 

solve educational research problems. In this paper a new associative classification technique 

has been proposed to predict students final performance. Despite of several machine learning 

approaches such as ANNs, SVMs, etc. associative classifiers maintain interpretability along 

with high accuracy. In this research work, we have employed Honeybee Colony Optimization 

and Particle Swarm Optimization to extract association rule for student performance prediction 

as a multi-objective classification problem. Results indicate that the proposed swarm based 

algorithm outperforms well-known classification techniques on student performance prediction 

classification problem. 

 

KEYWORDS 

 

Educational data mining, bee colony optimization, continuses rule extraction, classification, 

particle swarm optimization  

 

1. INTRODUCTION  

 
As the volume of archived data increases, the need for more efficient and faster data analysis 

techniques increases concurrently. All of the saved records in databases of organizations would 

be useless, if decision makers do not employ effective knowledge discovery techniques. Data 

mining methods analyze huge amount of databases to discover valuable and ready to use 

knowledge [8]. 

 
Nowadays, data mining techniques have been used in academic and educational environments 

and leave a remarkable effect in this domain [9].  Educational Data Mining (EDM) refers to the 

employment of knowledge discovery techniques and methods in education. The main goal of 

EDM is to enhance various educational activities such as student performance prediction, 

education facility improvement, etc. 
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As mentioned above, EDM is a domain that uses machine learning, data mining and statistical 

techniques, analyses educational data. Thanks to employ of these techniques, it is possible to 

improve the learning/teaching processes involving students or instructors. 

 

Educational data come in many different and very complex formats. The last surveys in this 

scope is related to (Alejandro Pena-Ayala,2013), establishing the following EDM approaches [1]: 

 

• Student behavior modeling 

• Student performance modeling 

• Student modeling 

• Assessment 

• Curriculum, domain knowledge, sequencing, and teachers support 

• Student support and feedback 

 

Other survey is related to Romero and Ventura [2], which is survey on educational data mining 

between 1995 and 2005.  Using data mining techniques in higher education is a recent research 

domain; there are a lot of works in this area. That is because of its potentials to educational 

institutes. 

 

Ayesha et al. employed the k-means data mining clustering algorithm to predict students’ 

learning activities in an educational database including classroom quizzes, final and mid exam 

and other assignments. This correlated information will be conveyed to the teacher before the 

transfer of final exam. This study helps the teachers to improve the performance of students and 

reduce the failing ratio by taking appropriate steps at on time [3]. 

 

Baradwaj and Pal, in the year 2011, used the classification as data mining methods to evaluate 

student’ performance, they applied decision tree technique for classification. The aim of their 

research is to extract knowledge that describes students’ performance in end semester quizzes. 

They used students’ educational data from the student’ previous database including Class test , 

Assignment marks , Attendance, , Seminar. This study helps sooner in identifying the students 

who need more attention and allow the teacher to provide appropriate advising [4]. 

 

Chandra and Nandhini, applied the association rule mining method based on students courses to 

identifies students’ break patterns. The aim of their research is to identify hidden relationship 

between the failed courses and suggests relevant causes of the failure to improve the low capacity 

students’ performances. The extracted association rules lay out some hidden patterns of students’ 

courses which could serve as a foundation stone for academic planners in making decisions and 

modification and an aid in the curriculum re-structuring with a view to improving students’ 

performance and reducing break rate [5]. 

 

Shannaq et al, used the classification since data mining technique to predict the numbers of listed 

students by evaluating academic data from enrolled students to study the main attributes that may 

affect the students’ truth (number of enrolled students) [6].The decision tree as a classification 

method to extract classification rules and the extracted classification rules are analyzed and 

evaluated using different evaluation methods. It allows the University management to prepare 

necessary resources for the new enrolled students and indicates at an early stage which type of 

students will potentially be enrolled and what areas to focus over in higher education systems for 

support and feedback. 
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Made a prediction model using the GP method to identify at-risk students in traditional school 

settings. A feature selection technique was used to reduce the attributes  [7]. 

 

Wolff et al. (2013) have applied a decision-tree as data mining techniques to identify at-risk 

students in a virtual learning environment. 

In this paper a new associative classification technique has been proposed to predict students 

final performance. In this research work, we have employed Honeybee Colony Optimization and 

Particle Swarm Optimization to extract association rule for student performance prediction as a 

multi-objective classification problem. Results indicate that the proposed swarm based algorithm 

outperforms well-known classification techniques on student performance prediction 

classification problem. 

 

The rest of this paper is organized as follows: Section 2 presents the new proposed classification 

method for student performance prediction.  

 

2. PROPOSED METHOD 
 

In this section, we introduce a new approach, called Bee-RM, of multi-objective optimization 

based on the optimization of bee colony algorithm and particle swarm optimization. 

 

In the following, we present the outlines of our proposed approach. 

 

Association rule extraction is widely used data mining tasks. This is due to the interpretability 

feature of these rules for non-experts. The extraction of the association rules is usually performed 

using the meta-heuristic algorithms. In this paper, we take two major factors into consideration 

regarding the classification: the first one is the accuracy and the second is Interpretability. 

 

The knowledge base used in this work is presented as a rule base. It is an important issue to select 

a set of optimum rules in these systems. In our Bee-RM approach, the rule extraction is 

performed using “pareto optimality”  and considering the multi-objective factor. 

 

Since there is rarely a unique solution which optimizes all objective functions, we look for a 

trade-off between objectives instead of seeking a unique solution for multi objective 

optimization. 

 

2.1 RULE GENERATION BY BEE_RM 

 
In this work, we decided to continuously extract rules as there is only few works which perform 

continuous rule extraction. The advantage of the continuous rule extraction is that the whole 

space is explored. However, the whole space exploration needs a lot of space, which demands to 

use more powerful algorithms. 

 

In the following, we present how to model the association rules using the bee colony optimization 

and particle swarm optimization (PSO). Each member of the population is presented as an array 

with three rows. Then, each association rule is created by a member. 

 

Since rules are created for each class, we use class zero as an example. 
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In the first array, “A” presents absence and “P” presents the specific property in the rule. In this 

approach, we do not need to perform bins and so the span is seen continuously. 

 

 
 

The second array’s values show the lower limit of each property. The third array shows the upper 

limit of each property. Therefore, the rule presented by these arrays is: 

 

0 = class then 7<F4<8.5) and (0.2<F1<0.9 If 

The first array contains discrete values, in the ConstructSolution function, we use the bee colony 

optimization in order to predicate and in the case of two other arrays which present the span, we 

use PSO optimization.  

 

In the first fold of each category in the dataset, the generation is performed “MaxGeneration “ 

times. Inside each generation, the population size is equal to the value of “Population” parameter. 

In each execution of the algorithm, for each class in the dataset, the generation is performed and 

every member of the population produces the optimized results. Then, we use the “optimized 

association rules extracted for all classes” as input of the classifier method in order to classify the 

test dataset. 

 

Finally, the average accuracy obtained by 10-fold execution is considered as the main accuracy of 

the Bee_RM algorithm. 

2.2 HONEYBEE HIVE OPTIMIZATION (HHO) 

The “ConstructSolution” method for optimizing the first array, create a path for each bee 

according to the Dance Table and heuristic information. (1) 

 

(1)                                                                             P��r, s�  =  
 �δ��,
��α�η��,
��β
∑ �δ��,
��α�η��,
��β�∈��® 0

�      if s ∈ J� 

 

The original fitness function, presented in this paper, is implemented according to the Eq (2). 

Below we demonstrate this function in (2). 

 

(2)                                                   Η�r, s� = p�  × support�solution� + p" × #$%$ &%$′'()�*   
#+*)',�*
 

In this formula (2) P1 is the effectiveness and importance given to the support of produced 

solution, and P2 is the importance given to the “Don’t-care” relative to the number of all features. 
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2.3 PARTICLE SWARM OPTIMIZATION (PSO) 
 
We use the particle swarm optimization (PSO) algorithm in a continuous space and in multi 

objective form. The objective function in Eq (3) is used to calculate the Local-best found by each 

individual inside the same individual. The Global-best found in the whole population of 

individuals is kept in another variable called Gbest in each individual. In other word, we do not 

have a unique Global-best but many. 

 
Fitness = Support Percent*Support (solution) + (1-SupportPercent)* Confidence (solution)              (3) 

 

All Gbest are the most optimized local Non-dominated association rules obtained by Eq (4) 

optimization in the current population. To calculate the location of the next move of particle, we 

use the average of these local Non-dominated rules as demonstrated in the Eq(5) and Eq(6). 

 

 
 

The more general rules cover a big span of the dataset records. It reduces the interestingness of 

the rules. Our objective is to make a trade-off between interestingness and support value of 

obtained association rules. We try to extract more detailed association rules with high support 

value and interestingness by defining the “Interval-p” parameter. 

 

2.4 STOPPING CONDITION  
 

Once all rules are created by all members of the current population, local non-dominated and 

global non-dominated rules are determined. The most important condition to stop the training 

phase is a constant number of repetitions. The members continue the procedure till the stop 

condition is satisfied. The procedure stops if the repetition number of procedure is reached (the 

“Maxgeneration” number). Then, the best association rules according the Pareto-optimality 

optimization are selected. 

 

3. EXPERIMENTAL RESULTS 

 
This section shows the experimental results of the proposed method versus other classification 

techniques. Our proposed method will be analyses educational data generated on a Moodle 

platform. 

 

Moodle’s log is the baseline system used in this research. Moodle is a free virtual learning 

environment (VLE). Moodle is therefore evolving system and dynamic. Anyone can download 

and install it. An administrator is responsible for managing users (students, teachers, etc.) and 

course virtual classrooms. The Moodle system view differs depending on the role the user plays 

(teacher, student, administrator etc.). 
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Moodle is developed by programmers as an open source system, from all over the world.  As of 

2013, Moodle system has over 77,000 registered sites in over 215 countries. It prepares support 

to over 65 million students all over the world, trained by over 1.2 million teachers. 

 

Moodle is only one of many support tools for virtual learning environment (VLE). There are 

other similar distance systems like, for example, ATutor, eCollege, Desire2Learn or Dokeos. 

The information of interaction is stored as attributes in a user (student) profile. In our data set, 11 

attributes and values are stored, with 357 records. These attributes include: number of interaction 

between student-student, student-teacher, and etc.  Detail of this data set is as follows. Table 1 

shows detail information about attributes of Moodle data set. 

 

Experimentally, we have tried to set the best parameters for proposed method. The values of 

different user-defined parameters of  Bee_RM is reported in Table 2. 

 
Table 1.Information about features of Moodle dataset. 

 

Category features 

Category 1  

Based on agent  

student –ST :Student -ST 

ST-TE: student –teacher 

ST-CO :Student – content 

ST-SY : Student-system 

Category 2  

Based on frequency of use 

TC :Transmission of contents 

CI: Creating class interactions 

SA :Student assessment /        

evaluating students 

Category 3  

Based on participation mode  

AC : Active 

PA: Passive 

Academic  -Dependent variable 

performance 

GR: Final grade 

 

The performance of Bee_RM is evaluated using 10-fold cross-validation test (Michalski et al., 

1998). In this section of research, the all obtained results are reported. Important scale to evaluate 

the proposed method : accuracy. 

 
The accuracy is the number of instances correctly classified and being calculated according to Eq. (7) 

 

                                              Accuracy = 
� -./-0 �

-./-0/1./10                                                                (7)   

Table 2. Parameter setting of Bee_RM. 

Parameter Value 

PopulationSize 30  

Maxgeneration 150  

DefultDancers 6  2 0.5 , 0.03  3� 1 , 4 

SupportPercent 0.5 

Interval_p 0.5  

, βα 2 , 1 



Computer Science & Information Technology (CS & IT)                                121 

 

Figs.1 and 2 denote the effect of different population sizes of the new proposed metaheuristic 

algorithm on accuracy and execution time respectively. Fig. 3 shows the Influence of  P" 

parameter on average length of rules. 

 

 
Figure 3. Infuluence of P2 parameter on average length of rules. 

 

 

Figure 1. Influence of number of individual on                         Fig 2. Influence of number of individual   

                accuracy                                                                                on taken time to learn the classifier 
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Table 3. Classification accuracy obtained with different method for Moodle. 

 

Method Classification 

Accuracy (%) 

Study 

KNN 47.29% +/- 6.05% Cover & Hart, (1967) and Rapidminer tool is 

available 

NN 51.68% +/- 3.83% Nsky, (1954) and Rapidminer tool is available 

Baysian 43.71% +/- 8.26% Russell, Stuart, 1995) and  Rapidminer tool is 

available 

Rule Induction 46.63% +/- 6.55% J. Stefanowski, (1998) and Rapidminer tool is 

available 

PART 51.26 Witten and Frank, (2005) and WEKA tool is 

available 

OneR 45.93 Weka: http://www.cs.waikato.ac.nz/~ml/weka/  

JRip 50.42 Weka: http://www.cs.waikato.ac.nz/~ml/weka/  

ZeroR 41.73 Witten and Frank, (2005) and WEKA tool is 

available 

IBK 40.33 Witten and Frank, (2005) and WEKA tool is 

available 

Logistic 46.49 Witten and Frank, (2005) and WEKA tool is 

available 

SimpleLogistic 51.26 Witten and Frank, (2005) and WEKA tool is 

available 

SMO 52.10 Witten and Frank, (2005) and WEKA tool is 

available 

NaiveBayes 36.13\ Witten and Frank, (2005) and WEKA tool is 

available 

ClassificationVia 

Regression 

52.66 Witten and Frank, (2005) and WEKA tool is 

available 

Vote 41.73 Witten and Frank, (2005) and WEKA tool is 

available 

Random Tree 45.93 Weka: http://www.cs.waikato.ac.nz/~ml/weka/  

Random Forest 47.05 Witten and Frank, (2005) and WEKA tool is 

available 

J48 46.21 J.R. Quinlan, (1993) and WEKA tool is available 

CPSO-C 42 Liu et al. 2004,  and KEEL tool is available 

SLAVEC 51 González and Pérez 2001, and KEEL tool is 

available 

MPLCS-C 47 Bacardit and Krasnogor 2009, KEEL tool is 

available 

C-SVM-C 51 KEEL tool is available 

XCS-c 47 Wilson 1995,  and KEEL tool is available 

GFS-SP-C 48 Sánchez et al. 2001,  and KEEL tool is available 

Bee_RM 53.46%+/-5.46% Our study 
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Table 3 shows accuracy of Bee_RM versus several recent and famous classification methods.  

We used 3 famous tools in data mining, for comparison.  

 

To compare our results with other studies, we have used WEKA, Rapidminer and KEEL 

softwares. 

 

Six evolutionary rule learning algorithms are used in which 3 of them learn fuzzy rules and 3 of 

them learn crisp rules in an evolutionary way. These results reveals, our proposed method 

Bee_RM using 10-fold cross validation obtains the highest classification accuracy, 53.46%, 

reported so far. So, we can draw this conclusion that the combination of Bee Colony 

Optimization and particle swarm optimization with continues logic, would be very effective in 

predicting student final performance in educational data. 

 

Although there is not any accurate definition for interpretability of classification methods but the 

number of rules (NR) and mean length of rules(Len) are often mentioned as two main factors of 

interpretability. 

 

4. CONCLUSIONS 
 

In this paper we employed the capability of swarm based techniques to extract association rules 

for student performance prediction as a multi-objective classification problem. The proposed 

algorithm had a low convergence time and it used a few number of parameters. Honeybee Colony 

Optimization and Particle Swarm Optimization were the two used metaheuristics to extract 

association rules. The fitness function in both of these algorithms considers support and length of 

the association rules. Results showed that using the proposed metaheuristic-based rule discovery 

approach enables us to extract accurate and interpretable knowledge for student performance 

prediction. Our future works focus on using new proposed metaheuristic algorithms such as 

Gravity Search and Vortex Search Algorithm instead of PSO and Honeybee Colony. Moreover, 

we aim to consider other measures such as confidence, correlation and interestingness along with 

support and rule length. 
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ABSTRACT  

 

Wireless Sensor Networks (WSN) use a plurality of sensor nodes that unceasingly collected and 

sent data from a specific area to a base station. Cluster based data aggregation is one of the 

popular protocols in WSN. Clustering is an important procedure for extending the network 

lifetime in WSNs. Cluster Heads (CH) aggregate data from relevant cluster nodes and send it to 

the base station. A main challenge in WSNs is to select suitable CHs. In another communication 

protocol based on a tree construction, energy consumption is low because there are short paths 

between the sensors. In this paper, we propose Dynamic Fuzzy Clustering (DFC) data 

aggregation. The proposed method first uses fuzzy decision making approach for the selection 

of CHs and then a minimum spanning tree is constructed based on CHs. CHs are selected 

efficiently and accurately. The combining clustering and tree structure is reclaiming the 

advantages of the previous structures. Our method is compared to Low Energy Adaptive 

Clustering Hierarchy (LEACH), Cluster and Tree Dara Aggregation (CTDA), Modified Cluster 

based and Tree based Data Aggregation (MCTDA) and Cluster based and Tree based Power 

Efficient Data Collection and Aggregation (CTPEDCA).Our method decreases energy 

consumption of each node. In DFC data aggregation, the node lifetime is increased and the 

survival of the WSN is improved. 

 

KEYWORDS 

 

Wireless sensor networks; Data aggregation; Clustering; Minimum Spanning Tree; Fuzzy 

decision making. 

 

 

1. INTRODUCTION 
 

In WSN, sensor nodes are usually scattered randomly in large numbers. In this area, there is no 

opportunity for maintenance and battery replacement for the most of the applications, which use 

the sensor nodes to surveillance the remote field [1]. 

 

The sensor's battery is limited. The lifetime on each node depends on the power that has 

significantly affected the relationship between the nodes. One of the accurate requirements of 

these nodes is the efficient use of the saved energy. Multiple algorithms have been designed for 
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impressive handling of nodes energy in WSNs using several clustering schemes [2, 3]. Optimal 

data aggregation can save nodes energy. In this sensor network data are gathered by the sensor 

nodes from our study area. There is a data transmission method that merges data from several 

sensor nodes into one pack which is data aggregation. Decreasing the disjointed communication 

at different levels and in turn to reduce the total energy consumption is the main aim of data 

aggregation. There are dissipated different amounts of energy to process raw data. There are two 

popular protocols: Cluster based data aggregation [4] and Tree based data aggregation [5]. Some 

of WSNs consists of clusters, in which each cluster has a CH. CHs have a significant impress in 

network lifetime. An ideal CH is the one which has the highest residual energy, maximum 

number of neighbor nodes around the CH and the shortest distance from the base station [6]. 

Whatever the selected CH is more similar to the ideal CH, network lifetime is increased. 

 

We can use Multiple Attribute Decision Making (MADM) approach to select CHs with multi 

criteria [7]. This method selects alternatives based on their multiple criteria. The main problem is 

the difficult estimation of the exact values of all the criteria. Synchronous consideration of all 

criteria in CHs selections can be used MADM approach. In case of multi criteria fuzzy based 

MADM methodologies are efficient and impressive [8, 9]. 

 

In this paper, we proposed a hybrid approach called DFC data aggregation, which gathers and 

combines data and avoids redundant data transformations, therefore successively saves energy 

and bandwidth. 

 

Proposing DFC data aggregation, we preserve the advantages and minimize the disadvantages of 

the clustering and tree based approaches. We use DFC data aggregation to extend the lifetime of 

WSNs and energy consumption of sensor nodes. The optimized CHs are selected to spread 

energy efficiently using multi criteria. CHs are selected based on the residual energy, the number 

of neighbor nodes and distance from the base station. After cluster formation, CHs receive data 

from member nodes in clusters, aggregate data and send it to the base station. A spanning tree 

covers all the sides as vertices and consists no cycles. The tree is constructed in the procedure that 

the node with the smallest identifier is chosen as the root [10, 11]. All the nodes with the shortest 

path conjunct to the selected root. The protocol requires that each node exchanges configuration 

messages in a specific format which contains its own identifier, its chosen root, and the distance 

to this selected root. Each node updates its configuration message upon identifying a root with a 

smaller identifier or the shortest-path neighbor. In addition, the neighbor for which the shortest 

route configuration message comes from is chosen as the parent of a node. 

 

In this paper, we employ multi criteria decision making approach, Fuzzy Analytic Hierarchy 

Process (FAHP) and hierarchical fuzzy in clusters on WSNs [12, 13]. AHP considers a set of 

assessment criteria, and a set of alternative choices among which the best decision is to be made. 

AHP generates a weight for each evaluation criteria according to the comparisons of the criteria. 

The superior the weight, the more significant the corresponding criterion. The AHP method could 

improve the network lifetime. 

 

In this research, we also analyze LEACH [14], CTDA [15], MCTDA [16], and CTPEDCA [17]. 

We compared our proposed method with these methods in terms of energy consumption and the 

amount of energy remaining in each sensor network lifetime. Simulation conclusions illustrate 

that our proposed approach is more efficient than other algorithms. 

 



Computer Science & Information Technology (CS & IT)                                127 

 

2. RELATED WORKS 

 
Clustering in WSNs is an effective procedure to decrease the energy consumption of sensor 

nodes. In cluster based routing algorithms for wireless networks, LEACH is famous because it is 

simple and efficient. In LEACH, CH nodes are selected randomly and all the non CH nodes are 

formed based on the received signal power from the CHs. In LEACH each node can become a 

CH, there is no pattern in electing CHs and all nodes have the same chance to be a CH, thus 

LEACH is not efficient. CHs are selected randomly and the energy is divided between all the 

nodes equally. CHs aggregate all received data from all nodes in the clusters [14]. 

 

LEACH forms clusters based on the received signal strength and uses the CHs as portals to the 

sink. All the data processing like data fusion and aggregation are locally accomplished into the 

cluster. CH is selected periodically among the nodes of the cluster. LEACH forms distributed 

clusters, where nodes make independent decisions without any concentrated control. In LEACH, 

each CH has a straight communicates with the base station no matter the distance is close or not. 

When the network is massive, the communication between CHs and the base station consumes 

much energy for the long distance transmission. In LEACH, the size of clusters can be increased 

if the number of CHs is reduced. This makes induced excessive delays introduced by the number 

of nodes in the same cluster [18, 19]. 

 

CTDA is a hybrid cluster and tree based algorithm and is proposed for data aggregation. It 

employs a data aggregation mechanism in the CH to lessen the amount of data transmitted. 

Therefore, CTDA decreases the energy dissipation in communication. CTDA decreases data 

transfer volume so it enhances energy efficiency and attains the purpose of saving energy of the 

sensor nodes. CTDA decreases the number of nodes, which directly send data to the base station. 

In WSN with constrained energy, it is inefficient for sensors to select CHs randomly. CTDA 

method does not perform any calculation in choosing the CHs and select CHs randomly. It is non 

optimal to selected CHs by chance because it imposes an additional burden to the network. 

CTDA does not consider the amount of remaining energy in the nodes and it increases the wasted 

energy and decreases the lifetime of the network [15]. 

 

In MCTDA method, minimum spanning tree does not do data aggregation and only data of CHs 

by tree structure is sent to the base station [16]. 

 

CTPEDCA uses the full distribution in hierarchical WSNs. CTPEDCA is based on clustering and 

Minimum Spanning Tree routing strategy for CHs and the time complexity is small. CTPEDCA 

can balance the energy consumption of all the nodes, particularly the CH nodes in each round and 

extend the lifetime of the networks. In each round, CTPEDCA allows only one CH communicate 

directly to the base station. In CTPEDCA, a CH with the maximum remaining energy is selected 

as the base, CH0. CH0 constructs a minimum spanning tree between all CHs and broadcasts tree 

information for all the CHs. If the number of CH is K, K-1 CHs send data only to CH0 and CH0 

transmit data to the base station. The disadvantage of this method is the network is dependent on 

the CH0. CH0 is placed under pressure and needs a lot of energy. If CH0 is failed, the network 

also failed. When the base station is too far, this method is not useful [17]. 

 

In WSN, improving the energy performance and maximizing the networking lifetime are the 

main challenges. For this reason a hierarchical clustering scheme, called Location Energy 

Spectral Cluster Algorithm (LESCA) is proposed in [20]. LESCA specifies the number of 
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clusters in a WSN automatically. It is based on spectral classification and considers both the 

remaining energy and some properties of nodes. LESCA uses the K-way algorithm and proposes 

new features of the network nodes such as average energy, distance to the base station, and 

distance to cluster centers in order to determine the clusters and to elect the CHs of a WSN. If the 

clusters are not constructed in an optimal way and/or the number of the clusters is greater or less 

than the optimal number of clusters, the total consumed energy of the sensor network per round is 

increased exponentially. 

 

3. ASSUMPTION 
 

We consider the following assumption:  

 

• All the nodes know their location and nodes are distributed randomly in the experimental 

area. 

 

• The base station has no energy constraint and is located at the top of the area. 

 

• The initial number of CHs is constant and does not change over time. 

 

The superiority of protocols is changed because there are different presumptions about the radio 

features, such as energy dissipation in transmitter and receiver models. In our plan, a simple 

model is used for the radio energy dissipation which is the transmitter, power amplifier, and 

receiver dissipates energy to run the radio electronics [21]. The distance between the transmitter 

and the receiver is used for the free space (d
2 
power loss) and the multipath fading (d

4
 power loss) 

channel models. 

 

In general, the free space (fs) model is used when the distance is less than a threshold d0 and if 

more than the threshold d0, the multipath (mp) model is used [21]. Therefore, when � bit data 

message is transmitted over a distance d to achieve an acceptable signal, the energy expended by 

the radio ETX can be expressed as Eq.(1). 

 

 
 

where,   is the energy consumed by the amplifier to transmit at a shorter distance.  is the 

energy consumed by the amplifier to transmit at a longer distance. Eelec is the energy dissipated in 

the electronic circuit to transmit or receive the signal, which relied on agents such as the digital 

coding, modulation, filtering and spreading of the signal. ERX is the radio energy consumed to 

receive this message, which is calculated by Eq.(2). 
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4. THE PROPOSED ALGORITHM 
 

In this paper, we propose an algorithm for data aggregation called Dynamic Fuzzy Clustering 

(DFC) data aggregation. DFC data aggregation uses the concepts of cluster and tree based 

algorithms. The main idea of the cluster based routing is to lessen the amount of data 

transmission via engage the data aggregation mechanism in the CH. DFC data aggregation 

decreases the energy dissipation and saves the residual energy of the nodes. DFC data 

aggregation has three phases: 

 

Phase 1. CHs selection 

Phase 2. Cluster construction 

Phase 3  Tree formation of CHs 

 

Our proposed method is inspired from two approaches named Pareto Optimal Solutions [22-23] 

and Fuzzy TOPSIS. At the beginning of the network, we select CHs based on Fuzzy TOPSIS [6]. 

The clusters are formed based on the distance between nodes and CHs. Then, the tree is 

organized due to CHs situation. This process continues until the first CH dies or the CH energy 

gets lower than a defined threshold. In this case, we determine CHs based on Fuzzy TOPSIS 

again. We determine the CHs based on maximizing the amount of energy efficiency. Although 

the initial number of CHs is assumed constant, but it can be dependent on several parameters, i.e., 

network topology, residual energy of nodes, and the relative costs of calculation versus 

communication. The iteration of the above mentioned steps creates rounds in our proposed 

algorithm. In the sequel, we describe the phases of DFC data aggregation. 

 

4.1. CH Selection (Phase 1) 
 

Multi Criteria Decision Making (MCDM) techniques have been applied to quantitative decision 

making problems [24]. MCDM can be divided into two main categories. Multiattribute decision 

making (MADM) approach [24] is one of the main categories of MCDM techniques. On the 

other hand multi objective decision making (MODM) [22] is another main category in MCDM 

techniques. In this paper, we use MODM (Pareto optimal technique) and MADM (fuzzy 

TOPSIS) for selecting CHs. 

 

4.1.1. MODM (Pareto optimal technique) 
 

The Pareto optimal solutions introduced by the economist Vilfredo Pareto [23]. Pareto technique 

determines the solution space which solutions are non dominated. Pareto solution space specifies 

an area which comprising of all conceivable solutions in multi objective decision making 

problems. The solution space is classified into three groups, namely, completely dominated, 

neither dominant nor dominating and non dominated. 

 

4.1.2. MADM (Fuzzy TOPSIS) 
 

It is often difficult to determine the exact values of attributes of the sensor nodes [6]. Thus, we 

use a fuzzy approach to determine the comparative significance of criteria instead of exact values. 

In this algorithm, five fuzzy linguistic variables are considered as the following: Very Weak, 

Weak, Moderate, Strong, and Very Strong. Figure 1 illustrates the fuzzy triangular functions. The 

triangular membership functions are determined in Table 1. 
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Table 1. Transformation of fuzzy triangular membership function 

 

 

 
Figure 1. Fuzzy triangular function 

 

In fuzzy TOPSIS approach, decision matrix has “m” alternatives and “n” attributes that could be 

assumed to be a problem of “n” dimensional hyper plane has “m” points whose location is given 

by the value of their attributes [8]. i and j are �=1,2,…,� and �=1,2,…,�. The decision matrix is 

as the following: 

 
 

The weight of the �th column of matrix A is shown as (4): 

 

 
 

where ��� and �� are fuzzy numbers. We have determined 0.5, 0.25, and 0.25 weights to the 

remaining energy, number of neighbors, and distance from the sink, respectively. P is a fuzzy 

decision matrix which is normalized as the follow: 

 

 
 

� is the weighted normalized fuzzy decision matrix. 
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In order to simplify the above matrix (���=��	�� ), we summarize it as follows: 

 

 
 

The best conceivable solution is the shortest distance from the ideal solution, and the worst 

conceivable solution is the furthest distance from the ideal solution. The best and the worst 

solutions are obtained from the weighted normalized fuzzy decision matrix given by (6). The best 

solutions are denoted bt 
�� and ��� denotes the worst Solutions: 

 

 

 
 

The worst solutions are defined as: 

 

 

 
 

We select a solution which is the nearest from the best conceivable solution and the furthest from 

the worst ideal solution. The distances of each alternative from the best solution and the worst 

solution are the separation measures. Distance of Best Solutions (DBS) and Distance of Worst 

Solutions (DWS) are as: 

 

 

 
 

Rank indices of TOPSIS are estimated as: 

 

 
 

Superior TOPSIS rank nodes are selected as the CHs. Each selected CH gets a unique identifier 

(ID). 
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4.2. Cluster Construction (Phase 2) 
 

All the selected CHs disseminated identity message to non CH nodes in the network. Each node 

calculates the distance from all the CHs then joins to the cluster, which has the minimum distance 

from its CH. K specifies the number of CHs. A distance matrix is used for reclustring nodes 

based on the distance to the selected CHs. The distance metric used here is the Euclidean metric. 

The Euclidean distance between CH and a node is relying on their situations. Consider X and Y 

are two nodes, i and j demonstrates two node locations. Euclidean distance is calculated based on 

Eq. (12): 

 

 
 

Each element in the distance matrix represents the difference between the CH and the node. After 

cluster formation, each CH is accountable for gathering the data from all the nodes in the cluster. 

 

When a framework (of data) from all the nodes in the cluster is consummated and aggregation is 

performed, each CH dispatches the framework to the base station. The proceeds of reclustering 

and data transportation is continued for R rounds until all the nodes being dead. If the number of 

nodes in the cluster gets smaller than the predefined threshold, the cluster is merged with the 

neighboring clusters. 

 

4.3. Tree formation of CHs and Data transmission (Phase 3) 

 
After cluster formation, the CH sends message to all non cluster nodes in WSN which includes 

the CH ID, location, cluster size (for example the number of nodes in each cluster), and 

remaining energy. CHs also send their data and location to the base station. Base station prepares 

a minimum spanning tree based on the position of CH nodes so the minimum spanning tree is 

between CH nodes and the base station. In this plan, CHs use free area channel model to send 

data to the base station. In each round, the minimum distance from a vertex to another vertex is 

chosen based on the location of CH nodes in the tree. Combining data from several sensors used 

for removing the redundant transmission. Non CH nodes send their data by the framework to the 

CH while they are in transmission mode, so data transmission is broken into frameworks. Nodes 

could dispatch their data without any collision in the network. In this research, we assumed that 

nodes are all the time synchronized by having the base station sent out synchronization pulses to 

each node. When the CH receives the data from all the non CH nodes, it performs data 

aggregation to produce a useful data message for sending to the base station. After aggregating 

data, CHs transmit their resultant data along the tree (by the minimum spanning tree between CH 

nodes). Finally, the base station receives the final resultant data. Non CH nodes could leave 

clusters when its energy is finished. If any non CH node leaves, the related cluster releases it. If 

CH node is dead or a new node is joined to the network, the CH selection algorithm should be re-

run. 

 

In this paper, we consider two versions of DFC, DFC-1 and DFC-2. In DFC-1, a node consumes 

its finite energy budget during the algorithm. A specific threshold is considered in DFC-2 for the 

CHs. When the amount of energy of a CH passes from the specified threshold, a new CH is 

selected. In DFC-2, our threshold is achieved when the amount of energy of CH is reduced by 

half. 
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The flow chart of DFC algorithm is shown in Figure 2. The proposed algorithm employs the 

concept of cluster based and tree based data aggregation. Cluster based data aggregation is placed 

on the top of the flowchart and tree based data aggregation is placed in the following. 

 

5. EXPERIMENTAL RESULTS AND DISCUSSIONS 

 
In this paper, we proposed a hybrid protocol which is inspired from Cluster Based data 

aggregation and Tree Based data Aggregation. The Cluster Based method decreases energy 

dissipation and encounter in a local cluster. It is serious to determine the numbers of CHs that are 

in the WSN for maximizing the performance of energy. 

 

In our algorithm, the number of nodes is set to 100. The sink is situated far away from the area. In 

Cluster based approach, we consider ten CHs (K=10) in the network. The number of considered 

CHs are 5, 8, 10 and 15 and R is 140. Figure 3 show that K CHs are the most optimal conditions 

in comparison with another CHs. The selected optimal CHs have the lowest wasted energy and 

dead nodes, these CHs can keep more energy. For selecting the best CHs, we have used Pareto 

optimal solution. Pareto optimal CHs are considered three criteria containing the remaining 

energy of the node, the minimum distance from the sink, and the number of adjacent nodes. The 

criteria are normalized in range [0, 1]. 

 

We specify the fuzzy best solutions and fuzzy worst solutions. According to these quantities, we 

calculate a separation rate and rating indices for the selecting node. The lifetime of the network is 

extended in the period of the number of cycles until the first node in the network runs out of its 

complete energy. CHs are chosen for each node till all the nodes expand their whole energy. In a 

Tree based data aggregation, an aggregated tree is constructed based on a minimum spanning tree 

which source nodes are thought out as leaves, so data are forwarded by the parent node for each 

node. The Tree based procedure has a low distance between each node and its parents, thereby 

wasted energy is diminished. Nevertheless, the depth of the tree is high. This hybrid method uses 

the advantages of the clustering and the tree structures while minimizing the disadvantages of 

them. Comparison of our proposed method with LEACH, CTDA and CTPEDCA is represented 

that the present protocol is more effective than other mentioned methods in WSNs. We use a 

uniform simulation environment to facilitate comparison of energy savings and consume energy 

between protocols. Hundred sensor nodes are randomly spread in an area and the base station is 

placed far away from the area. In Table 2, the parameters of our simulation are listed. 
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Figure 2. Flowchart of the DFC algorithm 
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Figure 3. The effect of number of clusters on DFC based on the number of dead nodes and used energy and 

remaining energy at round 140. 

 

Table 2. Simulation parameters used for WSNs 

 

 
 

A node is considered "dead" when it spent all its energy in the transferring process and also not 

able to send and receive the data. The simulation results of dead nodes are shown in Figure 4. 
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Figure 4. The number of dead nodes during the simulation. 

 

Although the number of dead nodes in CTDA is low, but it has many disadvantages. CTDA 

selects CHs randomly and it does not have any calculations to select the CHs. CTDA may select 

a CH with very low energy or choose a CH with the least number of neighbors. The number of 

dead nodes in DFC-1 and DFC-2 is less than LEACH and MCTDA. This pros is because of the 

CHs are calculated and elected based on three criteria the remaining energy, distance to the base 

station and the number of neighbors around. 

 

According to the short distance between nodes in the proposed approach, network lifetime is 

increased. Furthermore to decrease node solubility, DFC-1 and DFC-2 algorithms are more 

energy efficient all over the simulation. In DFC-2, we define a threshold for the amount of energy 

in CH, when the node's energy is less than the threshold, the new CH is replaced. The simulation 

results of residual energy are illustrated in Figure 5. 

 
Figure 5. Remaining Energy of nodes 
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The results show that the remaining energy is increased. Choosing the correct CH in the proposed 

method make shorter distance between nodes. Nodes are selected as CHs which have the largest 

number of neighbors. Thus, less energy are wasted so each node can hold more energy. Energy 

consumption of the nodes is reduced. 

 

6. CONCLUSIONS 
 

Finite energy and redundant data in WSNs need data aggregation to reduce the excess number of 

sensors that transmit data to the base station. In this paper, we offer two main approaches in this 

context, included cluster based and tree based data aggregation. The fuzzy TOPSIS method is 

used for finding the best CHs in WSNs. Three criteria contain remaining energy, distance of the 

nodes from the base station and the number of neighbor nodes. These criteria are considered in 

order to optimize the number of CHs. 

 

The tree based method constructs a minimum spanning tree distance between CHs and the base 

station, which lead to decreasing energy dissipation. We proposed an energy effective algorithm 

in this paper (DFC). DFC is a cluster and tree based data aggregation and is compared with 

LEACH, CTDA and MCTDA protocols. The conclusions of this simulation demonstrate that 

DFC considerably saves energy of nodes which increases the network lifetime compared to the 

other protocols. 
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ABSTRACT 

 
Rheumatoid arthritis is one of the diseases that its cause is unknown yet; exploring the field of 

medical data mining can be helpful in early diagnosis and treatment of the disease. In this 

study, a predictive model is suggested that diagnoses rheumatoid arthritis. The rheumatoid 

arthritis dataset was collected from 2,564 patients referred to rheumatology clinic. For each 

patient a record consists of several clinical and demographic features is saved. After data 

analysis and pre-processing operations, three different methods are combined to choose proper 

features among all the features. Various data classification algorithms were applied on these 

features. Among these algorithms Adaboost had the highest precision. In this paper, we 

proposed a new classification algorithm entitled CS-Boost that employs Cuckoo search 

algorithm for optimizing the performance of Adaboost algorithm. Experimental results show 

that the CS-Boost algorithm enhance the accuracy of Adaboost in predicting of Rheumatoid 

Arthritis. 

 
KEYWORDS 

 

Data Mining, Adaboost, Cuckoo’s Algorithm, Predictive Model, Rheumatoid Arthritis, Decision 

Tree. 

 

1. INTRODUCTION 

 
Rheumatoid arthritis (RA), is one of the arthritis that causes inflammation, pain and swelling in 

the joints. Usually it is chronic and can cause long term damage or deformation of the joints.  

One out of every hundred people is in some way affected by RA in the life [1, 2]. The cause of 

RA is still unknown. If RA is diagnosed in its early stages, it can be easily controlled. Usually 
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RA is diagnosed when severe symptoms appear in the patient and disease need more aggressive 

treatment [3]. 

 

A variety of methods has been developed for the early diagnosis of RA [3, 4], such as 2010 

ACR/EULAR classification criteria [5] and the van der Helm–van Mil (vHvM) score [6]. 

Currently, clinical experience is the basis of the diagnosis of RA using certain RA disease 

classification criteria. Precise and accurate assessment of RA symptoms can avoid permanent 

damage to the patient’s joints and bones, and also have influence on patients’ quality of life. 

Rheumatoid arthritis is an area of medicine that has been less considered from the perspective of 

data mining.  

 

In recent years, data mining using electronic medical records has been very popular and is 

expected to improve the accuracy of diagnosis and quality treatment using data mining 

techniques. Developing a model that can infer predicted class is the purpose of the prediction 

model [7]. In this study, a predictive model for automatic detection of rheumatoid arthritis was 

developed using an integrated approach. The study relates to the factors that predict disease, data 

mining, classification techniques, and  a database was created for patients in the rheumatology 

clinic of Shiraz university of medical sciences. 

 

2. RELATED WORKS 

 
In most of the data mining studies that were investigated, more attention has been paid to several 

medical fields, including RA [8, 9, 10], cardiovascular diseases [11, 12, 13, 14, 15, 16], cancer 

[17, 18, 19, 20], lung [21, 22, 23], traumatic brain injury [24, 25, 26] and diabetes [27, 28, 29]. 

 

In our study, we investigate the data mining applications in the prediction of RA diseases, and 

associated classification techniques. Previous researches have studied various attributes and 

different method to establish disease prediction models. For instance, Pinar Yildirim et al.[8] use 

textmining to discover similar attribute among RA patients whereas Cader et al. [30] used the 

2010 and 1987 ACR/EULAR criteria for the prediction of RA patients. Huizinga et al. [31] 

examined nine clinical variables to construct prediction rules. 

 

3. THE PROPOSED ALGORITHM 

 
Adaboost algorithm was the first practical boosting algorithm and remains one of the most widely 

used and studied, and it is applied in numerous fields. This ensemble method is selected to apply 

to the database and deriving results from it [32, 33, 34, 35]. The next step is to improve the 

accuracy of modeling, so the Adaboost algorithm [36, 37]  is combined with Cuckoo Search 

algorithm [38, 39] and CS-Boost algorithm is proposed. Cuckoo search (CS) is an optimization 

algorithm developed by Xin-she Yang and Suash Deb in 2009. In the proposed algorithm, the 

Decision Stump has been used as weak learners. The tree is designed as a weak learner or a base 

learner for bagging or boosting techniques [38], and it makes one level decision tree for classical 

or numerical data sets. 
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4. RESEARCH METHODS AND MATERIALS 

 
Considering advantages of the CRISP-DM model for knowledge discovery, in this study the 

various stages of the model were implemented. The CRISP-DM model is explained as a 

procedure of the cross industry standard for developing data mining projects. This is one of the 

most widely used data mining techniques to discover knowledge,   and the six   phases implement 

the model are: The business understanding, data understanding, data preparation, and modeling, 

evaluation, and deployment phases. A detail of this methodology is available in [27]. In the 

following, we describe our implementation of each phase. 

 

4.1. Business Understanding:  
 

This study provides a model to predict rheumatoid arthritis among patients referred to the 

Rheumatology clinic. Due to the nature of rheumatic diseases, there is a wide range of 

overlapping symptoms in RA. A predictive model can be effective in medical knowledge in this 

field and promote the health of the society [41]. 

 

4.2. Data Understanding:   
 

The cohort consisted of patients referred to the rheumatology clinic at Shiraz University of 

Medical Sciences during the study period. We identified 2564 patients who were admitted to the 

clinic with arthritis diagnoses. We constructed a new data set for the arthritis and for each patient, 

we have saved records consist of the demographic and clinical data. The final data set has 

contained more than 600 attributes such as demographic data, lab data, treatments, and physical 

exams, symptoms, past history and having pain, redness, and tenderness and… in the patient's 

joints. Finally, we categorized data values and derived new fields from existing data. These 

features were changed to categorical attributes for better analysis and to obtain good results. 

More than 72 features were selected due to preliminary feature selection and physicians' 

opinions. Table1 shows these features, their values and data types. 

 

4.3. Data Preparation: 
 

In the data preparation phase, the data were preprocessed. The preprocessing phase includes the 

following steps: 

 

- Data Cleaning 

 

- Constructing New Data: New fields are derived from existing ones. The total number of joints, 

MCP count pj15 to pj24, PIP count pj25 to pj40, DIP count pj41 to pj56, MTP count pj61 to pj75 

and BMI that is calculated from weight and height. Figure1 shows the joint and their locations. 

 

 

 

 

 

 



142 Computer Science & Information Technology (CS & IT) 

 

Table 1: Data set features and their values and data types. 

 

Attributes Values Data type Attributes Values Data type 

Code 
 

Integer Height  
Integer 

Sex {Male, Female} Binominal Weight  
Integer 

Age 
 

Integer 
Disease 

duration 
 

Integer 

Birth 

place  
Nominal pj2

1
-pj32 {Yes, No} 

Binominal 

Marital 

status 

{Single, Married, 

Divorced, Widowed} 
Polynomial Pj37-pj49 {Yes, No} 

Binominal 

Education 

{Diploma, High 

School, Associate, 

BS/BA, None, 

Intermediate, Primary 

School, MS/BA, 

Doctoral} 

Polynomial Pj57-pj75 {Yes, No} 
Binominal 

Job 

{Disabled, Full Time 

Employed, 

Housewife, Part-time 

Employed, Retired, 

Student, 

Unemployed} 

Polynomial ESR  
Integer 

 

 
Figure 1: The joints and their location in the patient’s body 

                                                           
1 Patient Joint 
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- Feature Selection: At this stage, different methods for selecting effective features, in three steps 

have been taken. At this stage only features influencing the target field are selected as the input 

for modeling phase. 1) In this way, using feature selection techniques such as Chi Squared, CFS, 

Gain Ratio, Info Gain, OneR and Relief, the main features from each technique separately 

extracted [42, 43]. To increase the accuracy of assessing, 10-fold Cross Validation is used. 2) The 

Feature Selection nodes in SPSS Modeler software are used to select the most important features. 

In this way, by eliminating features that have small variances, ranked features and 11 features are 

selected as a subset of them. 3) The features are presented to specialists and they ranked them. 

The results from these three steps are integrated and finally 18 features are entered to modeling 

phase. Table2 shows the feature selection results. 

 

Table 2: Features for modeling phase 

 

Feature Rank Feature Rank 

Joint Count 1 MCP 10 

ESR 2 pj8 11 

PIP 3 pj10 12 

pj9 4 pj12 13 

pj11 5 Age 14 

DIS 6 Duration 15 

pj58 7 MTP 16 

Sex 8 pj59 17 

pj57 9 Marital Stat 18 

 

4.4. Modeling: 
 

The learning model in this study is supervised method, considering the goal field which is 

diagnosed by specialists as well as finding the most important factors influencing the diagnosis of 

rheumatoid arthritis. In fact, goal feature has two distinct values, susceptibility to rheumatoid 

arthritis (RA) and other rheumatic diseases (Other), so the nature of data mining tends to 

classification. Therefor applying classification algorithms that extract the rules and determine the 

relationship between individual features and goal feature is the main parts of the model. In this 

study, first C4.5, CHAID, ID3, W-J48 and Adaboost algorithms are implemented on the dataset. 

Then SVM, KNN and Adaboost algorithm with Decision Stump as a weak learner are 

implemented using MATLAB software on the dataset. In the implementation of these algorithms, 

the doctor's diagnosis was goal feature and other features that are selected in the selection phase 

are considered as the input features. By implementing the above steps, the ensemble algorithm, 

Adaboost accuracy in modeling was higher than other methods using the combination of weak 

classifier. 

 

4.5. Evaluation: 
 

The algorithms are applied to the data set using stratified 5-fold validation in order to assess the 

performance of classification techniques for predicting a class. Evaluation criteria in 
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classification problems are accuracy, sensitivity, specificity, PPV and NPV that are achieved 

using confusion matrix. 
Table 3 : A Confusion matrix Table 

 

Confusion Matrix Other  RA  

 

Class precision 

  

Other  TN  FN NPV=TN/(TN+FN)  

RA  FP  TP  PPV=TP/(TP+FP)  

Class recall  Specificity=TN/(TN+FP) Sensitivity=TP/(TP+FN)  

Accuracy  (TP+TN)/(TP+TN+FP+FN) 

 

PPV: It denotes the percentage of RA predictions that are correct. Recall / Sensitivity: It denotes 

the percentage of  RA labeled instances that were predicted as RA. Specificity: It denotes the 

percentage of Other labeled instances that were predicted as Other. Accuracy: It denotes the 

percentage of predictions that are correct. Table3 shows the comparison of decision tree that the 

Adaboost with J48 algorithm as the base learner has maximum accuracy and sensitivity. Table4 

shows the comparison of classification algorithms.  The Adaboost algorithm implemented with 

decision stamp as base learner.The proposed CS-Boost has maximum accuracy and the minimum 

sensitivity. 

 
       Table 3: Decision Tree Comparison                                         Table 4: Classification model comparison 

 
 

Table 3 shows that the AdaBoost algorithm with J48 algorithm as the weak learner has the 

highest Sensitivity 88.73 percent and can diagnose RA correctly for a rheumatic patient. The ID3 

algorithm on this dataset for patients with other arthritis diseases will have discretion 64.29 

percent, the highest Specificity compared to other algorithms. If you have RA patients, the ID3 

algorithm detects the correct model, 83.87 percent and has the highest percision. If patients have 

diseases other than RA, AdBoost 61.90 percent can recognize other diseases correctly that is the 

highest percentage among the other algorithms. Among these algorithms, AdaBoost algorithm 

has the highest accuracy 76 percent. 

 

Table 4 shows that the CSBoost algorithm has the highest PPV, 89 percent. The SVM algorithm 

on this dataset has the highest Specificity, 80 percent compared to other algorithms. If patients 

have diseases other than RA, SVM 81 percent can recognize other diseases correctly that is the 
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highest percentage among the other algorithms. Among these algorithms, CSBoost algorithm has 

the highest accuracy 85 percent. 

 

5. DISCUSSION 

 
This study, carried out along with the 2564 patients refer to the Rheumatology clinic in Shiraz 

university of medical sciences, and used data mining technology to construct a rheumatoid 

arthritis disease predictive model. A total of 300 valid sample patients was acquired from this 

database, the data on the patients were collected for classification study, which included their 

physical exam results, symptoms, lab data results, patient history, demographic data and 

diagnoses. Data mining technologies adopted in this study were decision tree, c4.5, Id3, Chaid, 

WJ48, SVM, KNN and boosting algorithm (Adaboost). In comparison, of data mining 

technology, this study used sensitivity and accuracy indicators to evaluate classification 

efficiency of different algorithms. After comparing classification accuracy, Adaboost was the 

best classification algorithm in this study.  

 

The optimum RA disease predictive model obtained in this study adopts CS-Boost as 

classification algorithm, 18 attributes as attribute input mode, and its classification efficiency: 

sensitivity indicator = 44% and accuracy indicator = 85%. 18 major influence factors were 

recognized for accurately predicting RA disease but education, BMI, occupation and birthplace 

were less important as other factors that is similar to the 2010 ACR/EULAR Classification 

Criteria. The research results could not be comparable with the other similar mining researches in 

RA such as [8, 9, 10] because they have used text mining and their search result was related to 

RA but were different from this study. In addition, 20 diagnosis, classification rules were 

extracted from this predictive model, and confirmed by three RA specialists to be conformable 

with the current clinical medical condition and have reference value in diagnosis and prediction 

of RA disease. 

 

This study has some weak points. The research carried on patient that the treatment was started 

for their disease. It is suggested that in the future work the dataset can be collected from new case 

patients. For this research, there are 2564 records patients, but 357 of these records was suitable 

for this study so in the future work classification can be applied in more patients' records to get 

more precise and  accurate results. 

 

6. CONCLUSION 

 
Rheumatoid arthritis, is one of the diseases that its cause is not known yet, data mining can help 

the medical field in order to provide early diagnosis and treatment of this disease. The aim of this 

study is to provide predictive models for the diagnosis of rheumatoid arthritis. The data were 

collected from patients referred to the rheumatology clinic of Shiraz University of Medical 

Sciences. Next the data is preprocessed. Decision tree algorithms for the modeling are applied 

such as C4.5, ID3, CHAID, J48, SVM and Adaboost. Then the Adaboost algorithm is combined 

with a Cuckoo Search algorithm and CSBoost algorithm is proposed. The optimum RA disease 

predictive model obtained in this study adopts CSBoost as classification algorithm. Comparison 

of the models has shown that CSBoost has the highest accuracy among them. The results indicate 

that elbow and knee joints, gender, number of joints and ESR test result have the most impact in 

the diagnosis of rheumatoid arthritis. The models can be applied in a computer software to 

predict rheumatoid arthritis and become a decision support for physicians. 
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ABSTRACT 

 

An operating system scheduler is expected to not allow processor stay idle if there is any 

process ready or waiting for its execution. This problem gains more importance as the numbers 

of processes always outnumber the processors by large margins. It is in this regard that 

schedulers are provided with the ability to preempt a running process, by following any 

scheduling algorithm, and give us an illusion of simultaneous running of several processes. A 

process which is allowed to utilize CPU resources for a fixed quantum of time (termed as 

timeslice for preemption) and is then preempted for another waiting process. Each of these 

'process preemption' leads to considerable overhead of CPU cycles which are valuable resource 

for runtime execution. In this work we try to utilize the historical performances of a scheduler 

and predict the nature of current running process, thereby trying to reduce the number of 

preemptions. We propose a machine-learning module to predict a better performing timeslice 

which is calculated based on static knowledge base and adaptive reinforcement learning based 

suggestive module. Results for an "adaptive timeslice parameter" for preemption show good 

saving on CPU cycles and efficient throughput time. 
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1. INTRODUCTION 

 
Scheduling in operating systems is based on time-sharing techniques where several processes are 

allowed to run "concurrently" so that the CPU time is roughly divided into "slices", one for each 

runnable process. A single core processor, which can run only one process at any given instant, 

needs to be time multiplexed for running more processes simultaneously. Whenever a running 

process is not terminated upon exhausting its quantum time slice, a switch takes place where 

another process in brought into CPU context. Linux processes have the capability of preemption 

[8]. If a process enters the RUNNING state, the kernel checks whether its priority is greater than 

the priority of the currently running process. If this condition is satisfies then the execution is 

interrupted and scheduler is invoked to select the process that just became runnable  or any 
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another process to run. Otherwise, a process is also to be preempted when its time quantum 

expires.  This type of time sharing relies upon the interrupts and is transparent to processes. 

A natural question to ask would be - How long should a time quantum last? The duration, being 

critical for system performances, should be neither too long nor too short [8]. Excessively short 

periods will cause system overhead because of large number of task switches. Consider a 

scenario where every task switch requires 10 milliseconds and the time slice is also set to 10 

milliseconds, then at least 50% of the CPU cycles are being dedicated to task switch. On the other 

hand if quantum duration is too long, processes no longer appear to be executed concurrently[15]. 

For instance, if the quantum is set to five seconds, each runnable process makes progress for 

about five seconds, but then it stops for a very long time (typically, five seconds times the 

number of runnable processes). When a process has exhausted its time quantum, it is preempted 

and replaced by another runnable process. Every time a process is pushed out to bring in another 

process for execution (referred as context switch) several other elementary operations like swap-

buffers, pipelines clearances, invalidate cache etc. take place making process switch a costly 

operation. [16] So preemption of a process leads to considerable overhead. 

As there does not exist any direct relation between timeslice and other performance metrics, our 

work proposes a machine-learning module to predict a better performing timeslice. The proposed 

adaptive time slice for preemption displays improvements in terms of the  the total time taken 

(Turnaround Time) after the submission of process to its completion, in-return creating more 

processor ticks for future. Most of present work has hard-wired classifiers which are applicable 

only to certain types of jobs. Having a reinforcement learning agent with reward-function, which 

learns over time, gives the flexibility of adapting to dynamic systems. The subsequent sections 

will briefly discuss the fundamentals of reinforcement learning framework, which strives to 

continuously improve self by learning in any new environment. 

Following sections in this paper are organized as follows: Section 2 gives an overview of the 

related previous works and Section 3 explains the theory of our reinforcement learning 

framework. Section 4 shows how we approach the problem in hand by proposing a novel design, 

integrate RL modules and run simmulations and then followed by implementation details of 

knowledge base created and self-learning systems in Section 5. The results and analysis of our 

system’s performace is evaluated in Section 6 followed by conclusions and discussions in Section 

7. 

2. RELATED WORKS 

 
Attempts have been made to use historical-data and learn the timeslice parameter, which judges 

the preemption time for a given process, and make it more adaptive. Below section briefly 

discusses earlier works in relevant fields by applying machine learning techniques to CPU 

resources and Operating system parameters. 

To remember the previous execution behaviour of certain well-known programs, [10] studies the 

process times of programs in various similarity states. The knowledge of the program flow 

sequence (PFS), which characterizes the process execution behaviour, is used to extend the CPU 

time slice of a process. They also use thresholding techniques by  scaling some feature to 

determine the time limit for context switching. Their experimental results show that overall 

processing time is reduced for known programs.  Works related to Thread schedulers on multi 
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core systems, using Reinforcement learning, assigns threads to different CPU cores [6], made a 

case that a scheduler must balance between three objectives: optimal performance, fair CPU 

sharing and balanced core assignment. They also showed that unbalanced core assignment results 

in performance jitter and inconsistent priority enforcement. A simple fix that eliminates jitter and 

presents a scheduling framework that balances these three objectives by algorithm based on 

reinforcement learning was explored.  

The work in [7] has addressed similar problem based on making fixed classifiers over hand 

picked features. Here timeslice values were tried against several combination of attributes and 

patterns emerged for chosing better heuristic. However, their approach was compatible to only 

few common processes like random number generation, sorting etc. and unlike our work, not 

universally adaptive for any application. Reward based algorithms and their use in resolving the 

lock contention has been considered as scheduling problem in some the earlier works[2]. These 

hierarchal spin-locks are developed and priority assigned to processes to schedule the critical-

section access. 

Application run times are predicted using historical information in [1]. They derive predictions 

for run times of parallel applications from the run times of similar applications that have executed 

in the past. They use some of the following characteristics to define similarity: user, queue, load 

leveler script, arguments, network adapter, number of nodes, maximum run time, submission 

time, start time, run time. These characteristics are used to make a template which can find the 

similarity by matching. They use genetic algorithms (GA), which are are well known for 

exploring large search spaces, for identifying good templates for a particular workload.  

Statistical Regression methods, which work well on numeric data but not over nominal data, are 

used for prediction [5]. An application signature model for predicting performance is proposed in 

[4] over a given grid of resources. It presents a general methodology for online scheduling of 

parallel jobs onto multi-processor servers, in a soft real-time environment. This model introduces 

the notion of application intrinsic behaviour to separate the performance effects of the runtime 

system from the behaviour inherent in the application itself. Reinforcement Learning is used for 

tuning its own value function which predicts the average future utility per time step obtained 

from completed jobs based on the dynamically observed state information. From this brief review 

of related literature, we draw the following conclusions: 

• It is possible to profitably predict the scheduling behaviour of programs. Due to the 

varied results in all above discussed works, we believe that the success of the approach 

depends upon the ML technique used to train on previous programs execution behaviour. 

• A suitable characterization of the program attributes (features) is necessary for these 

automated machine learning techniques to succeed in prediction. 

In specific to using reinforcement learning in realms of scheduling algorithms, most of the work 

is concentrated around ordering the processes like to learn better permutations of given list of 

processes, unlike our work of parameter estimation. 
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3. REINFORCEMENT LEARNING

Reinforcement learning (RL) is a collection of methods for approximating optimal solutions to 

stochastic sequential decision problems [6]. An RL system does not require a teacher to specify 

correct actions, instead, it tries different actions and observes their consequences to determine 

which actions are best. More specifically, in any RL framework, a learning agent interacts with 

its environment over a series of discrete time steps 

the agent observes the environment state 

environment to transition to a new state 

system, the next state and reward depend

stochastic manner. To clarify notation used below, in a system with discrete number of states,

the set of states. Likewise, A is the set of all possible actions and 

available in states. The objective of the agent is to learn to maximize the expected value of 

reward received over time. It does this by learning a (possibly stochastic) mapping from states to 

actions called a policy. More precisely, the objective is to cho

maximize the expected return R, given by, 

where γ is the discount-rate parameter in range [0,1] , which allows the agent to trade

the immediate reward and future possible rewards.

Fig.1 Concept of Reinforcement 

Two common solution strategies for learning an optimal policy are to approximate the optimal 

value function, V*, or the optimal action

each state to the maximum expected return that can be obtained starting in that state and 

thereafter always taking the best actions. With the optimal value function and knowledge of the 

probable consequences of each action from each state, the agent can choose an o

For control problems where the consequences of each action are not necessarily known, a related 

strategy is to approximate Q*, which maps each state and action to the maximum expected return 

starting from the given state, assuming that the s

are chosen thereafter. Both V* and Q* can be defined using 

      

                                                                   

where s' is the state at next time step, P
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reward received over time. It does this by learning a (possibly stochastic) mapping from states to 

actions called a policy. More precisely, the objective is to choose each action at so as to 
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rate parameter in range [0,1] , which allows the agent to trade

the immediate reward and future possible rewards. 

 

Fig.1 Concept of Reinforcement learning depicting iteraction between agent and environment

Two common solution strategies for learning an optimal policy are to approximate the optimal 

value function, V*, or the optimal action-value function, Q*. The optimal value function maps 

e to the maximum expected return that can be obtained starting in that state and 

thereafter always taking the best actions. With the optimal value function and knowledge of the 

probable consequences of each action from each state, the agent can choose an optimal policy. 

For control problems where the consequences of each action are not necessarily known, a related 

strategy is to approximate Q*, which maps each state and action to the maximum expected return 

starting from the given state, assuming that the specified action is taken, and that optimal actions 

are chosen thereafter. Both V* and Q* can be defined using Bellman -equations as   

                                                                   (2) 
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Reinforcement learning (RL) is a collection of methods for approximating optimal solutions to 

stochastic sequential decision problems [6]. An RL system does not require a teacher to specify 

, instead, it tries different actions and observes their consequences to determine 

which actions are best. More specifically, in any RL framework, a learning agent interacts with 

. At each time t, 

, which causes the 

. In a Markovian 

only on the current state and present action taken, in a 

stochastic manner. To clarify notation used below, in a system with discrete number of states, S is 

is the set of actions 

vailable in states. The objective of the agent is to learn to maximize the expected value of 

reward received over time. It does this by learning a (possibly stochastic) mapping from states to 

ose each action at so as to 

rate parameter in range [0,1] , which allows the agent to trade-off between 

learning depicting iteraction between agent and environment 

Two common solution strategies for learning an optimal policy are to approximate the optimal 

value function, Q*. The optimal value function maps 

e to the maximum expected return that can be obtained starting in that state and 

thereafter always taking the best actions. With the optimal value function and knowledge of the 

ptimal policy. 

For control problems where the consequences of each action are not necessarily known, a related 

strategy is to approximate Q*, which maps each state and action to the maximum expected return 

pecified action is taken, and that optimal actions 

 

is the associated 



Computer Science & Information Technology (CS & IT)                                153 

 

4. OUR APPROACH 

 
4.1. Problem formulation 

 
In this paper, we want to study the application of machine-learning in operating systems and 

build learning modules so as to make the timeslice parameter flexible and adaptive. Our aim is to 

maintain the generality of our program so that it can be employed and learned in any 

environment. We also want to analyze how long it takes for a module to learn from its own 

experiences so that it can be usefully harnessed to save time. Our main approach is to employ 

reinforcement learning techniques for addressing this issue of continuous improvement. We want 

to formulate our learning through the reward-function which can self-evaluate its performance 

and improve overtime.  

Our prime motivation is to reduce the redundant preemptions which current schedulers do not 

take into account. To explain using a simple example, suppose a process has a very little burst 

time left and it is swapped due to the completion of its timeslice ticks, then the overhead of 

cache-invalidation, pipeline clearing, context switching etc. reduces the efficiency. Hence having 

a flexible timeslice window will prevent the above scenario. This would also improve the total 

time taken after the submission of process to its completion, in-return creating more processor 

ticks for future. 

4.2. Module Design 

Figure.2 gives an over all view of our entire system. It describes how our reinforcement learning 

agent makes use of the patterns learned initially and later on after having enough experiences it 

develops a policy of itself to use the prior history and reward-function. 

 
Fig.2 Bird’s eye view of our design and implementation pipeline 

Formally, these below steps capture the important end-to-end flow mechanism. 

 

1. Program X passes its requirements in user-space for acquiring resources from computer 

hardware. These requirements are received by our agent. 



154 Computer Science & Information Technology (CS & IT) 

 

2. Reinforcement learning agent uses its knowledge base to make decision. It uses patterns 

recognized in the initial stages to have a kick start with reasonable values and not random 

values. Later on knowledge base develops its history and reward function after sufficient 

number of experiences. 

 

3. The information is passed from the user-space to kernel-space via a system call which 

will have to be coded by us. This kernel call will redirect the resource request to our 

modified scheduler. 

 

4. The number of ticks to be allocated is found in the fields of new_timeslice and forwarded 

to CPU. And finally, CPU allocates these received orders in form of new ticks.  

 

As the intermediate system call and modified scheduler are the only changes required in the 

existing systems, we provide complete abstraction to the CPU and user-space. 

 

4.3. Modelling an RL agent 

We present here a model to simulate and understand the Reinforcement learning concepts and 

understand the updates of Bellman equation in greater depth [6]. We have created this software 

with an aim to visualize the results of changing certain parameters of RL functions and as a 

precursor for modelling scheduler. 

 

 
Fig.3 Maze showing the environment in which RL-agent interacts. 

 

• Work-Space: Checkerboard setup with a grid like maze. 

• Aim: To design an agent which finds its own way from the start state to goal state. The 

agent is designed to explore the possible paths from start state and arrive at goal state. 

Each state has four possible actions N, S, E & W. Collision with wall has no effect. 

• Description: Figure.3 depicts the maze which consists of rooms and walls. The whole 

arena is broken into states. Walls are depicted by dark-black solid blocks denoting that 

the agent cannot occupy these positions. The other blocks are number 1,2,3.....60 as the 
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possible states in which agent can be. Agent is situated at S1 at time t=0 and at every 

future action it tries to find its way to the goal state S60. 

• Reward-function: Transition to goal state gives a reward of +100. Living penalty is 0. 

Hence the agent can take as long time as it wants to learn the optimal policy. This 

parameter will be changed in case of real time schedulers. Reward Updating policy has 

Temporal difference updates with learning rate (alpha) =0.25 

Initially the agent is not aware of its environment and explores it to find out. Later it learns a 

policy to make that wise decision about its path finding. Code (made publicly available) is 

written in C language for faster excution time and the output is an HTML file to help better 

visualize the reward updates and policy learned. Results and policies learned will be described in 

later sections. 

4.4. Simulation 
 

As the scheduler resides deep in the kernel, measuring the efficacy of scheduling policies in 

Linux is difficult. Tracing can actually change the behavior of scheduler and hide defects or 

inefficiencies. For example, an invalid memory reference in the scheduler will almost certainly 

crash the system [8]. Debugging information is limited and not easily obtained or understood by  

new developer. This combination of long crash-reboot cycles and limited debugging information 

can result in a time-consuming development process. Hence we resort to a good simulator of the 

Linux scheduler which we can manipulate for verifying our experiments instead of changing 

kernel directly. 

 

LinSched: Linux Scheduler simulation 

 
LinSched is a Linux scheduler simulator that resides in user space [11]. It isolates the scheduler 

subsystem and builds enough of the kernel environment around it that it can be executed within 

user space. Its behaviour can be understood by collecting relevant data through a set of available 

APIs. Its wrappers and simulation engine source is actually a Linux distribution. As LinSched 

uses the Linux scheduler within its simulation, it is much simpler to make changes, and then 

integrate them back into the kernel. 

 

We would like to mention few of the essential simulator side APIs below, which we 

experimented over. One can utilize them to emulate the system calls and program the tasks. They 

are used to test any policy which are under development and see the results beforehand 

implementing at kernel directly. linsched_create_RTrr(...) -creates a normal task and sets the 

scheduling policy to normal. void linsched_run_sim(...) -begins a simulation. It accepts as its only 

argument the number of ticks to run. At each tick, the potential for a scheduling decision is made 

and returns when it is complete. Few statistics commands like void linsched_print_task_ stats() 

and void linsched_print_group_stats() give more detailed analysis about a task we use. We can 

find the total execution time for the task (with task_exec_time(task)), time spent not running 

(task->sched_info.run_delay), and the number of times the scheduler invoked the task (task-

>sched_info.pcount). 

 

We conducted several experiments over the simulator on normal batch of jobs by supplying it 

work load in terms of process creation. First 2 normal tasks are created with no difference and 
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ambiguity (using linsched_create_normal_task(...)). We next created a job which runs on normal 

scheduler and has a higher priority by assigning nice value as -5. Similarly we experimented with 

jobs which had lower priority of +5, followed by populating another normal and neutral priority. 

On the other hand, we also verified our experiments over batch tasks which are created with low 

and high priorities. They are all computation intensive tasks which run in blocks or batches. 

(using linsched_create_batch_task(...)). And then finally one real-time FIFO task with priority 

varying in range of 50-90, and one round-robin real-time task with similar priority range. Each 

task as created is assigned with task_id which is realistic as in real linux machines. Initially all 

tasks are created one after other and then after scheduler_tick() function times out, it is called for 

taking decision on other processes in waiting/ready queue. The relevant results will be discussed 

in subsequent sections. 

 

5. IMPLEMENTATION AND EXPERIMENTS 
 

5.1. Knowledge Base Creation 
 

5.1.1. Creating Dataset 

 

To characterize the program execution behaviour, we needed to find the static and dynamic 

characteristics. We used readelf and size commands to get the attributes. We built the data set of 

approximately 80 execution instances of five programs: matrix multiplication, quick sort, merge 

sort, heap sort and a recursive Fibonacci number generator. For instance, a script ran matrix 

multiplication program of size 700 x 700 multiple times with different nice values and selected 

the special time slice (STS), which gave minimum Turn Around Time (TaT). After collecting the 

data for the above programs with different input sizes, all of them were mapped to the best 

priority value. Data of the above 84 instances of the five programs were then classified into 11 

categories based on the attribute time slice classes with each class having an interval of 50 ticks. 

 

We mapped the variance of timeslice against total Turnaround Time (TaT) taken by various 

processes like Insertion sort, Merge sort, Quick sort, Heap sorts and Matrix multiplication with 

input ranging from 1e4, 1e5, 1e6 after experimenting against all possible timeslices. 

5.1.2. Processing Dataset 

 

After extracting the features from executable filles, by readelf and size commands, we refine the 

number of attributes to only those few essential features which actually help in taking decision. A 

few significant deciding features which were later used for building decision tree are: RoData 

(read only data), Hash (size of hash table), Bss (size of uninitialized memory), DynSym (size of 

dynamic linking table), StrTab (size of string table). The less varying / non-deciding features are 

discarded. The best ranked special time slices to each instance to gauge were classified to the 

corresponding output of decision tree. The processed result was further fed as input to to the 

classifier algorithm (decision trees in our case) to build iterative if-else condition.  

 

5.1.3. Classification of Data 

To handle new incoming we have built a classifier with attributes obtained from previous steps. 

Decision tree rules are generated as the output from classification algorithm. We used WEKA 

(Knowledge analysis tool) to model these classifiers.  Most important identified features are 
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RoData , Bss and Hash . Finally groups are classified into 20 classes in ranges of timeslice. Few 

instances for Decision Tree Rules are mentioned below. 

• if {(RoData<=72) AND (bss <= 36000032) AND (bss <= 4800032) AND (bss 

<=3200032) } then class=13 

• if {(RoData<=72) AND (bss <= 36000032) AND (bss <= 4800032) AND (bss > 

3200032) } then class=2 

• if {(RoData<=72) AND (bss <= 36000032) AND (bss > 4800032) AND (bss <= 

7300032) } then class=5 

• if {(RoData<=72) AND (bss <= 36000032) AND (bss > 4800032) AND (bss > 7300032) 

AND (bss <= 2000032) } then class=3 

• if {(RoData<=72) AND (bss > 36000032) AND (bss <= 4800032) } then class=7 

• if {(RoData<=72) AND (bss <= 36000032) AND (bss > 4800032) AND (bss > 7300032) 

AND (bss > 2000032) } then class=0 

• if {(RoData<=72) AND (bss > 36000032) AND (bss <= 4800032) } then class=4 

To give a better visualization of out features, we present in Table.1 various statistics obtained for 

Heap sort with input size 3e5 and priority (nice value) set to 4. These statistics help us decide the 

lowest Turnaround Time and lowest number of swaps taken for best priority class. 

 
Table.1 Statistics obtained for Heap sort with input size 3e5 showing the classifier features. 

 

Feature Name Value Feature Name Value 

User time (seconds) 0.37 Voluntary context switches 1 

Minor (reclaiming frame) page faults 743 Involuntary context switches 41 

Percent of CPU this job got 98% File system outputs 8 

Elapsed (wall clock) time (h:mm:ss) 0:00.38 Socket messages sent 0 

Maximum resident set size (kbytes) 1632 Socket messages received 0 

Signals delivered 0 Page size (bytes) 4096 

 

5.2. Self-Improving Module 

The self-learning module which is based on Reinforcement learning technique is proved to 

improve over time with its experience until converged to saturation. The input to this module is 

the group decision from the knowledge base in the previous step as the output of the if-else 

clause. Further, reinforcement learning module may give a new class if it decides from its policy 

learned over time of several running experiences. In the background this self improving module 

would explore for new classes which it could assign to a new incoming process. We modelled the 

scheduler actions as a markov decision process where decisions for assigning a new time slice 

solely based over current state and it need not have to take into account of the previous decisions. 

The policy mapping for states and their aggregate reward associated is done using the Bellman 

equations 
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Figure.4 shows how using an array implementation of Doubly Linked List, we generated the 

above module. Temporal difference (TD method) was used for updating the reward

experiences and time. The sense of reward for

inverse of waiting time of the process. The choice of such a reward function was 

introduced by the inverse of total turnaround time (TaT), which is the least where compared to

waiting time. This is because TaT is also inclusive of total number of swaps which in turn is 

dependent over the size of input and size of text, whereas waiting time does not depend over the 

size of input. We set the exploration vs. 

under temperature coefficient mentioned above.

Fig.4 Integration of self learning module with decision tree knowledge base.

Input to this module is the class decision from knowledge base obtained in the previous step 

which is the output of the decision tree. It outputs a new class which RL module decides from its 

policy generated over time of running. Reward sense is given by the inverse of waiting time of

the process. We have used exploration vs. 

In our experimental Setup, we used WEKA (Knowledge analysis tool) for Decision trees and 

attribute selection. For compilation of all programs we used gcc (GNU_GCC) 4.5.1 (Red

4.5.1-4). To extract the attributes from executable/binary we used readelf & size command tools. 

For graph plots and mathematical calculations we used Octave.

6. RESULTS AND ANALYSIS

 
Below we present a few test cases which characterise the general 

interaction with knowledge base and self improving module. We also analyse the effectiveness of 

integrating Static knowledge base and self

number of CPU cycles conserved. Programs were

different nice values on Linux System

time changed as the CPU allotted time
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lass decision from knowledge base obtained in the previous step 

which is the output of the decision tree. It outputs a new class which RL module decides from its 

policy generated over time of running. Reward sense is given by the inverse of waiting time of

xploration vs. exploitation ε-greedy constant as 0.2. 

In our experimental Setup, we used WEKA (Knowledge analysis tool) for Decision trees and 

attribute selection. For compilation of all programs we used gcc (GNU_GCC) 4.5.1 (Red

4). To extract the attributes from executable/binary we used readelf & size command tools. 

raph plots and mathematical calculations we used Octave. 

NALYSIS 

Below we present a few test cases which characterise the general behaviour of scheduler 

interaction with knowledge base and self improving module. We also analyse the effectiveness of 

integrating Static knowledge base and self-learning module by calculating time saved and 

number of CPU cycles conserved. Programs were verfified after executing multiple times with 

different nice values on Linux System. Their corresponding figures show how the turn

hanged as the CPU allotted timeslice of the process changed. 

(3) 

shows how using an array implementation of Doubly Linked List, we generated the 

-function with 

the scheduler agent was set to be a function of 

to avoid the bias 

inverse of total turnaround time (TaT), which is the least where compared to 

This is because TaT is also inclusive of total number of swaps which in turn is 

dependent over the size of input and size of text, whereas waiting time does not depend over the 

h is still flexible 

 

lass decision from knowledge base obtained in the previous step 

which is the output of the decision tree. It outputs a new class which RL module decides from its 

policy generated over time of running. Reward sense is given by the inverse of waiting time of 

In our experimental Setup, we used WEKA (Knowledge analysis tool) for Decision trees and 

attribute selection. For compilation of all programs we used gcc (GNU_GCC) 4.5.1 (RedHat 

4). To extract the attributes from executable/binary we used readelf & size command tools. 

behaviour of scheduler 

interaction with knowledge base and self improving module. We also analyse the effectiveness of 

learning module by calculating time saved and 

multiple times with 

heir corresponding figures show how the turn-around-
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Experiments show that there does not exist any direct evident relation between time slice and 

CPU utilization performance metrics. Refer Figure.5 and Figure.6 plot of TaT vs. timeslice class 

allotted. Hence it is not a simple linear function which is monotonic in nature. One will have to 

learn a proper classifier which can learn the pattern and predict optimal timeslice. Below we 

show the analysis for 900x900 matrix multiplcation and merge sort (input size 3e6). Table.2 

shows their new suggested class from knowledge base. For Heapsort (input size 6e5) and 

Quicksort (input size 1e6) we have only plotted their TaT vs. Timeslice graphs in Figure.6, 

which is similar in wavy nature as Figure.5. We have omitted explicit calculations to prevent 

redundancy in paper, as their nature is very similar to previous matrix multiplication. 

 

Effectiveness analysis for Matrix Multiplication with input size of 900x900 random matrix 

elements. 

 

• Turnaround Time (normal) - 27872216 ms 

 

• Turnaround Time (with KB)- 24905490 ms 

 

• Time saved = 2966726 ms 

 

• Time saved per second - 109879 ms 

 

• No. of clock cycles saved - 2.4MHz x 109879 

 

• No. of Lower operations saved - 109879 / (pipeline clear + context switch etc.) 

 

Fig.5 Timeslice class (unnormalized nice values) vs. Turn around time for (a)Matrix Multiplication and 

(b)Merge Sort . 
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Table.2 Optimal timeslice-class decisions made by knowledge base module for Matrix multiplication of 

input 900x900 and Merge sort over input size 3e6 elements. 
 

Matrix Multiplcation Merge Sort 

Turn around time 

 (microsec) 

Timeslice class 

suggested 

Turn around time 

 (microsec) 

Timeslice class 

suggested 

24905490 16 6236901 15 

25529649 10 7067141 7 

25872445 14 7305964 18 

26151444 4 7524301 11 

26396064 6 7639436 1 

26442902 18 8055423 10 

26577882 11 8273131 4 

26800116 7 8302461 14 

26827546 5 8537245 6 

27080158 15 8569818 17 

27376257 17 9255897 16 

27484162 8 9483901 9 

27643193 12 9499732 2 

28535686 9 9660585 13 

28581739 1 9844913 8 

28900769 13 10217774 12 

 

Effectiveness analysis for Merge Sort with input size of 3e6 random array elements. 

 

• TaT (normal) - 10439931 ms and TaT(with KB)- 6236901 ms 

 

• Time saved = 4203030 ms 

 

• Time saved per second - 382093 ms 

 

• No. of clock cycles saved - 2.4MHz x 382093 

 

• No. of Lower operations saved - 382093 / (pipeline clear + context switch etc.)        

 

 
                                            (a)                                                                       (b) 

Fig.6 Timeslice class (unnormalized nice values) vs. Turn around time for (a)Heap Sort, (b)Quick Sort . 
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7. CONCLUSION 

 
From the results we can observe that the turnaround time can be optimized by reducing redundant 

context switches and also reducing the additional lower level register swaps, pipeline clearances 

etc. This in turn saves the CPU cycles which are valuable resource for runtime execution of 

subsequent jobs. A self-learning module proposed here has the potential of constantly improving 

with more experiences and is provided over a knowledge base to prevent the problem of cold-

start. We have showed the non-intuitive irregularity between decreasing turnaround time and 

increasing time slice by wave-pattern of TaT vs. class of time. The machine learning module 

identifies specific time slice for given task so that its resource usage and TaT are optimized. We 

are also currently investigating ways to address the problem of infinite horizon in reinforcement 

learning, as the scheduler may run for infinite amount of time (or very large time unit) and scores 

rewards just for the sake of its existence. The agent may actually be performing sub-optimally, 

but its prolonged existence keeps collecting rewards and show positive results. This issue can be 

addressed by refreshing the scheduler after certain time unit, but clarity is required over how to 

calculate its optimal refresh period. 
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ABSTRACT 
 

In this paper, we propose a new approach based on the detection of opinion by the 

SentiWordNet for the production of text summarization by using the scoring  extraction 

technique adapted to detecting  of opinion. The texts are decomposed into sentences then 

represented by a vector of scores of opinion of this sentences. The summary will be done by 

elimination of sentences whose opinion is different from the original text. This difference is 

expressed by a threshold opinion. The following hypothesis: "textual units that do not share the 

same opinion of the text are ideas used for the development or comparison and their absences 

have no vocation to reach the semantics of the abstract" Has been verified by the statistical 

measure of Chi_2 which we used it to calculate a dependence between the unit textual and the 

text. Finally we found an opinion threshold interval which generate the optimal assessments.  

 

KEYWORDS 

 
Automatic Summary Extraction, Text Mining, Evaluation, Automatic Language Processing, F-

Measure, correlation, ROUGE-SU (2), SentiWordNet, Opinion Mining. 

 

 

1. INTRODUCTION AND PROBLEMATIC 

 
Currently, one of the major problems for computer scientists is access to the content of 

information, access itself or in other words the software and hardware infrastructure are no longer 

an obstacle, and the major problem is the exponential increase in the amount of textual 

information electronically. This requires the use of more specific tools i.e. access to the content of 

texts by rapid and effective means has become a necessary task. 

 

A summary of a text is an effective way to represent the contents of the texts and allow quick 

access to their semantic content. The purpose of a summarization is to produce an abridged text 

covering most of the content from the source text. 
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Summary of text appears interesting for fast access to the content of textual information.  A 

summary is a reissued the original text in smaller form that is done under the constraint of 

keeping the semantics of a document that is minimized entropy semantics. The purpose of this 

operation is to help the reader identify interesting information for him without having to read the 

entire document. The uses of automatic summaries aim to reduce the time to find the relevant 

documents or reduce treatment long texts by identifying the key information. The volume of 

electronic textual information is increasing, making access to information difficult. Producing a 

summary may facilitate access to information, but it is also a complex task because it requires 

language skills. 

 

To do an automatic summarization, the current literature presents three approaches: 

 

• Automatic Summarization by extraction  

• Automatic Summarization by understanding  

• Automatic  Summarization by automatic classification 

 

Another line of research that has gained momentum in recent years, in case the Opinion Mining 

or the fact of detecting opinion of a sentence, paragraph or text. Our job is to use detection 

methods to produce a summary opinion. We propose the hypothesis: 

 

"Textual units that do not share the same opinion of the text are ideas used for the 
development or comparison and their absences have no vocation to reach the semantics of 

the abstract" 
 

In this work we will generate a summary automatically by extraction approach, we will use the 

scoring technique where the score will calculate according to opinion by using a SentiWordNet 

 

We will build a summary of the sentences that have an opinion similar to that of full text 

according to a threshold of opinion; our work will give an answer for the following question: 

 

• Have our hypothesis been testable? If so, is it valid? 

• What is the impact of opinion threshold on the quality of the summary? 

• The opinion mining can he bring a plus for automatic summarization? 

 

2. LITERATURE REVIEW 

 
Automatically produce a summary is an idea that has emerged in the early 1950s, this is a branch 

of natural language processing (NLP). The first attempts made their apparition in 1950, the 

community has tried to implement simple approaches as extracting relevant sentences according 

to a scoring in order to arrive at a summary understandable and easily readable by a human. 

(Luhn, 1958) [1] (Edmundson, 1969)[2] proposed to identify lexical units carriers of semantics 

by manual analysis, the result is called extracts (in English), i.e. an extract is a summary built by 

phrases (considered as pertinent) original text. Their idea is to assign a weight to each sentence 

that represents its pertinence then extract either by a reduced rate, N sentences whose weight are 

greater, or a threshold scoring, tell that all the sentences with a score and greater than or equal to 

the threshold will be kept. 
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Other work focuses on automating the analysis for the detection of pertinent lexical units: several 

methods and variations have been proposed (Radev et al, 2001)[3]; (Radev et al, 2004)[4]; 

(Boudin and al , 2007)[5];  (Carbonell and al, 1998)[6].(Boudin and al, 2008)[7] we see that we 

can select two sentences pertinent but if it looks like,  they have worked on eliminating 

redundancy by similarity measures sentences, they even prove their method detects the topic text. 

 

The proposed approaches are intuitive, since the 1960s (Edmundson, 1969)[2] pro-poses to make 

an identification of keywords (based on a theme), followed by a job that involves a consideration 

of the position of sentences in the document. The MEAD2 system is the most popular nowadays, 

developed instead by Ramdev, he implemented the approach of this type (Radev et al., 2001)[3]. 

He identified the most salient words in each text, which he calls "centroid", and A extract is made 

by sen-tence who contain the greatest number of "centroid". Another Neo-cortex system was 

developed at the University of Avignon, which is based on the  combination  of screening 

measures, phrases to select the benefits covered by each of them (action selection), this system 

obtained very good results by evaluating the algorithm MMR (Maximal Marginal Relevance) of 

(Carbonell & Goldstein, 1998)[6]. 

 

Some years later other approaches were presented, these approaches are based on knowledge 

representation (Mani, 2004)[8], the thematic segmentation (Farzindar et al, 2004)[9] Or 

recognition of user profiles (author of full text) (Crispino & Couto, 2004)[10]. 

 

Noting some attempts to introduce deep linguistic systems in automatic summarization, most 

recent work was on the syntax tree by providing a method for comparing between syntactic trees, 

make the elimination of syntax trees or merge (Barzilay & McKeown, 2005)[11];. This attempt 

was followed by another job that offers alternative methods of syntactic compression based on 

theoretical and empirical linguistic properties (Yousfi-Monod, 2007)[12]. 

 

Most jobs are not interested in the opinion contained in the text, at the end of 2000 the 

community began to have more specialized query summaries, including dealing with the 

detection and analysis of the opinion. (Eyrich, et al, 2001)[13] propose a system diagram that has 

not been implemented: This system integrates a QR module and an analysis module opinion to 

make a summary of the responses to the opinion without changing the content. 

 

Work on automatic summaries have neglected early analysis of the opinion. Analysis of opinion 

is divided into three main levels of subtasks: the first sub-task is to distinguish between a 

subjective texts and an objective text  (Yu & Hatzivassiloglou, 2003) [14]. The second sub-task is 

to classify texts subjective positive or negative (Turney, 2002)[15]. The third level of refinement 

trying to determine the extent to which positive or negative texts (Wilson et al., 2004)[16]. The 

impulse given by campaigns such as TREC Blog task opinion since 2006 is undeniable (Pang & 

Lee, 2008)[17]. (Zhang et al, 2007)[18];(Dey & Haque, 2009)[19]. 

 

Opinion Mining is an area that has attracted many researchers which resulted in several works. 

There are two types of approaches for detecting opinion: Approaches based on corpus (Corpus-

based Approach) (Hatzivassiloglou and McKeown, 1997)[20]         (Wiebe, 2000) [21] 

(Kanayama and Nasukawa, 2006) [22] (Esuli and Sebastiani 2006) [23]; and (Qiu et al, 2009) 

[24], others based on a dictionary (Dictionary-based Approach) dictionary (Hu and Liu, 2004) 

[25], (Kim and Hovy, 2004) [26], (Kamps et al, 2004) [27], (Esuli and Sebastiani , 2005)[28], 

(Andreevskaya and Bergler, 2006) [29],  and  (Bouchlaghem et al, 2010) [30]. 
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This is the second approach that will be used in this article, (Wu and Liu, 2004) use the adjectives 

for the detection of opinions. They manually build a list of adjectives they use to predict the 

orientation of the sentence and use WordNet to supply the list synonyms and antonyms of 

adjectives whose polarity is known. In (Liu and al, 2007)[31], the authors count the number of 

occurrences of each entity in the "Pros" expressing a positive opinion and "Cons" that negative 

opinions. In (Zhang and Liu, 2011) [32], the authors showed that the noun and noun phrases can 

also enclose opinions, They count the number of positive and negative sentences for each feature 

of the product using the lexicon of opinion prepared by (Ding and al, 2008)[33].Strength 

(intensity) of opinion is also required; Indeed, subjectivity is expressed in different ways; "Good 

battery" is different from "great battery" and "excellent battery." (Pang and Lee, 2008)[17] focus 

on detecting the strength of opinion using the techniques of boosting, rule learning and support 

vector regression. (Pang and Lee, 2008) [17]and (Turney, 2002)[15] classify documents as 

"thumbs up" or "thumbs down" according to the opinion they convey. However, (Pang and Lee, 

2005)[34] exploit machine learning techniques to give a score from 1 to 5 on passages opinions. 

While (Esuli and Sebastiani 2006)[28] construct the SentiWordNet that a dictionary of general 

opinion; currently in its third version SentiWordNet 3.0;  SentiWordNet can be defined as a 

lexical resource designed specifically for use by application of detecting opinions and feelings. 

SentiWordNet is the result of an annotation of all synsets of WordNet so that it assigns to each 

word (synset) an opinion score. SentiWordNet contains 1000 synsets which makes it very small 

compared with WordNet, besides the 1000 synsets SentiWordNet automatically ignores all other 

inputs. Another weakness is that several synsets are not carrying opinion[35]. 

 

we can not pretend that our opinion detection for the production of summary text goes beyond the 

assessment of degrees of positivity or negativity, we must shed light on recent efforts to introduce 

more linguistic and discourse approaches (taking into account the modality of the speaker) in this 

accompli by (Asher and al., 2008)[36]. 

 

As for the evaluation of abstracts is a crucial problem, emphasize the contribution (Goulet, 

2007)[37] that goes beyond the coverage of n-grams and offers a terminology adapted to French. 

In recent years, large-scale assessments, independent designers systems have emerged and 

several evaluation measures have been proposed. As regards the assessment of automatic 

summary, two evaluation campaigns have already been conducted by the U.S. DARPA (Defense 

Advanced Research Projects Agency). The first, entitled SUMMAC, ran from 1996 to 1998 

under the TIPSTER (Lin and al., 2003) [38] program, and the second, entitled DUC (Document 

Understanding Conferences) (noting that France still lagging behind several countries in all 

science especially: Computer science),  (Das and  al., 2007) [39] followed from 2000 to 2007. 

Since 2008 it is the Text Analysis Conference Such measures may be applied to the distribution 

of units in the summaries of P systems and those of reference Q. The method was evaluated by 

Lin et al. (2006) on the corpus DUC'02 for tasks mono and multi-document summary. A good 

correlation was found between measures of divergence and the two rankings obtained with 

ROUGE and coverage. (Louis & Nenkova ,2009) [39] went further and, proposed to compare the 

distribution of words in the complete documents with the words in automatic summaries to infer 

an evaluation measure based on the content. 
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3. OUR PROPOSED APPROACH 

 
Our approach is based on the identification of opinions textual units (phrases, clauses, sentences, 

paragraphs), the identification of opinion original text, finally extracting textual units that share 

the same opinion that the original text  

 

We start from the hypothesis mentioned in previous section. 

 

Recall that the opinion is an expression of the feelings of a person towards an enti-ty or an aspect 

of the entity (Liu, 2010). An entity may be a product, a person, event, organization or topic. 

 

SentiWordNet is used to filter the word bearer of opinion first, then we will use the score 

returned by SentiWordNet like so: 

 
If (score_opinion (term i) <0) then the opinion of (term i) 

is negative, else opinion is positive 

 

Our approach will follow the following steps: 

 

3.1 Pretreatment 
 

Simple cleaning: Empty words will not be deleted, because the method for automatic 

summarization by extraction is based on extracting the most informative sentences without 

change and because the final result is a text (abstract) : if any words will be deleted without 

information on their morphosyntactic and semantic impact in sentences, you can get a text 

summary inconsistent.  

 

And for this cleaning will be limited to delete emoticons and replace spaces with _ and remove 

the special characters that cannot fit in French or English literature (#, \, [,]............) 

 

Choice of term: for automatic summarization by extraction we will need two representations: 

 

• Bag of words representation. 

• Bag sentence representation. 

 

The two representations are introduced in the context of vector model: 

 

The first representation is to transform the text into a vector vi ( w1 , w2 , .... , w | T | ) where T is 

the number of all the words appearing at least once in the text. The weight wk indicates the 

occurrence of the word tk in the document. 

 

The representation is to transform the text into a vector V
1

i ( w'1 , w'2 , .... , w ' | R | ) where R is the 

number of all the phrases that appear at least once in the text. The w'k weight indicates the 

occurrence of tk sentence in the document. 

 

And finally a matrix of occurrence sentences * will generate a word from the two previous 

representations, the size of the matrix is : 
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• The number of words in the text * the number of words in the text, 

• The weight pik represents the number of occurrences of the word  k  in sentence i; 

 

3.2 Detecting opinion by SentiWordNet: 

 
The "sentence-term" matrix is reduced to a "sentence - carrier term of  opinion " matrix filtering 

the term vector vi by SentiWordNet, no-existing terms in the dictionary opinion will be 

eliminated. 

 

At the end of this step, a matrix M of size nxp where n is equal to the number of phrases and p is 

equal to the number of term carrier opinion. Mij indicates the occurrence of the word (opinion 

holder) j in sentence i 

��� =  ��� ∗ �	
�� (�)                               (1) 

 

The score (j) is the score obtained by the SentiWordNet for the term j 

 
3.3 Construction of Summary 

 
Weighting: Once the matrix "Phrase- carrier term of opinion" is ready, we calculate the score of  

phrases  as well as the score of text in order to proceed to the final step.  

 

The opinion score for textual units (sentences, paragraph or text) is equal to average the score of 

the holders of opinion obtained by the SentiWordNet terms. 

 

So the score of opinion of each sentence will be calculated as follows: 

�	
����������� =  
∑ ���

�
���

∑ ���
�
���

                          (2) 

 

such that n = number of carrier term of opinion in the textual unit 

 

Finally, we identified the opinion of text that is the average of opinion score of phrase that the 

compound: 

�	
���� �� =  
∑ �	
�����������!

���

"
               (3) 

 

As size R of vector V’ (number of sentences) 

 

Summary Final: "The suggested procedure claims on the principle that high-frequency words in a 

document are important words" [Luhn 1958]. In our case we will adapt this quote as follows: 

"The suggested procedure claims on the principle that sentences that share the same opinion that 

the document (text) are important phrases" ie phrases that do not share the same opinion with text 

without phrases that have been used by the author to develop an idea or comparison is equivalent 

to saying that we can eliminate them without causing a large entropy of sense. 

 

The final step is to select the phrases that have the same opinions as the text, for this we proposed 

this method: 
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By neighborhood threshold of opinion of phrases: we kept the phrase his degree of similarity 

of opinion between this phrase and the text is greater than or equal threshold neighborhood or 

opinion threshold.  

For each sentence k  do 

If (score_texte - threshold_opinion < threshold _phrase [k]) and (threshold _phrase [k] 

<score_texte + threshold _opinion)  

Then selected the sentence k 

 

 
 

Fig. 1. Full process of the proposed approach 

 

4. EXPERIMENTATION 
 

To test our hypothesis already mentioned we use the Chi2 measure is a well-known statistical 

measure, it evaluates the lack of independence between a textual unit and a text. It uses the same 

concepts of co-occurrence word / text mutual information, but the difference lies on 

standardization, which makes them comparable terms. Measurement Chi_2 still loses relevance 

for infrequent terms.[41] 

$² (%&', &�)&�) =  
|+|. �- (%&', &�)&�). - (%&'....., &�)&/.......) −  - (%&' , &�)&�). - (%&'....., &�)&�)�²  

-(%&'). -(%&'.....). -(&�)&�). -(&�)&/.......)
   (4) 

 

The use of measurement Chi_2 determines the independence of sentences eliminated by detecting 

opinion with the original text. Chi_2 promotes the absence of terms and the most common and 

takes into consideration information from the text terms. A high value of the Chi-2 (k, i) reflects a 

dependency between the sentence k and the text i . 

 

The second step of our experiment will begin to study is a robustness of summary, we use two 

evaluation method ROUGE-SU (2) (Recall-Oriented Understudy for Gisting Evaluation –Skip 

Unit) and F-measure. 
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4.1 Used corpus 

 
Was used as the text corpus "Hurricane" in the English text (to use the SentiWordNet): the text 

contains a title and 20 sentences. 

 

Summaries reference: we took three reference summary product successively by Summarizer 

CORTEX, Essentiel Summarizerand the third by a human expert. 

 
Cortex 
 
Hurricaine Gilbert Swept towrd the Dominican Republic Sunday, and the Civil Defense 

alerted its heavily populated south coast to prepare for high winds, heavy rains, and 

high seas. The National Hurricaine Center in Miami reported its position at 2 a.m. 

Sunday at latitude 16.1 north, longitude 67.5 west, about 140 miles south of Ponce, 

Puerto Rico, and 200 miles southeast of Santo Domingo. The National Weather Service 

in San Juan, Puerto Rico, said Gilbert was moving westard at 15 mph with a "broad 

area of cloudiness and heavy weather" rotating around the center of the storm. Strong 

winds associated with the Gilbert brought coastal flooding, strong southeast winds, 

and up to feet to Puerto Rico's south coast. 

 

Essential Summarizer 
 
"There is no need for alarm," Civil Defense Director Eugenio Cabral said in a 

television alert shortly after midnight Saturday. Cabral said residents of the province 

of Barahona should closely follow Gilbert's movement. On Saturday, Hurricane 

Florence was downgraded to a tropical storm, and its remnants pushed inland from the 

U.S. Gulf Coast. Residents returned home, happy to find little damage from 90 mph 

winds and sheets of rain. 

 

Human expert 

 
Hurricane Gilbert is moving toward the Dominican Republic, where the residents if the 

south coast, especially the Barahona Province, have been alerted to prepare for heavy 

rain, and high winds and seas. Tropical storm Gilbert formed in the eastern Caribbean 

and became a hurricane on Saturday night. By 2am Sanday it was about 200 miles 

southeast of Santo Domingo and moving westward at 15 mph with of 75 mph. Flooding 

is expected in Puerto Rico and the Virgin Islands. The second hurricane of the season, 

Florence, is now over the southern United States and downgraded to a tropical storm. 

 

4.2 Validation 

 
To estimate the robustness of our summary, we calculate the correlation metric ROUGE-SU (2) 

(Lin 2004) which compares a candidate summary (automatically generated by the system to be 

evaluated) and a reference summary (created by human experts or other automatic summarization 

systems known). And another F-Measure metric that we have proposed in earlier work. 

The evaluation measure Recall - Oriented Understudy for Gisting Evaluation.  

The evaluation of abstracts can be done semi-automatically through measures of similarities 

computed between a candidate summary and one or more reference summaries. We evaluate the 

results of this work by the measure called Recall - Oriented Understudy for Gisting Evaluation 
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(ROUGE) proposed by (Lin, 2004) involving the differences between distributions of words. 

Heavily used in the DUC campaigns, these measures are increasingly considered standard by the 

community because of their strong correlation with manual ratings. Two variants of ROUGE will 

be developed; it is the measures used in the DUC campaigns. 

ROUGE (N) 
 

Measurement of return calculated on the co-occurrences of N-grams between a candidate 

summary Rcan and a set of reference summaries Rref Co-occurrences (N-gram) is the maximum 

number of co-occurrences N-grams and Rref in Rcan number and (N-grams ) to the number of N-

grams appearing in the abstract 

"�234 (5) =
∑ ∑ Co − occurences (R?@A, RBCD, N)F∈HIJKF∈HLMN

 Nbr − NGramme (N)HLMN

(5) 

ROUGE-SU (M) 

Adaptation of ROUGE-2 using bigrams hole (skip units (SU)) maximum size M and counting 

unigrams.  

F-Measure pour l’évaluation des résumés automatique par extraction 

We proposed in our previous work an adaptation of the F-measure for the validation of automatic 

summarization by extraction, since this technique is based on sentences to keep and delete else 

following some a philosophy (scoring, detection Thematic....), this can be considered as a two-

class classification.  

 

Our method is a hybrid between the two valuation methods: intrinsic and extrinsic.  

 

We shall compare the applicant and the full text (summary) summary to identify textual units that 

have been kept and which have been deleted, then did the same operation between the reference 

summary and the full text (summary), and finally a comparison between the two summaries 

(candidate and reference) is performed to obtain the following confusion matrix. 

 
Table 1. Confusion matrix summary automatic 

 
 

A Recall of "Tu-K" class is defined by the number of textual units kept in the candidate and 

reference summary (shared), divided by the number of units of text kept by the reference 

summary; in parallel calculates Recall of "Tu-D" class in the same way that is to say, the number 

of text units deleted in the candidate and reference summary (shared), divided by the number of 

units of text deleted reference summary 

 

 

 
"TUU�VWXYZ =  

$

$ + \
(6)  "TUU�VW^Y_ =  

`

` + a
(7) 
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The precision of "Tu-K" class is defined by the number of textual units kept in the candidate and 

reference summary (shared), divided by the number of units of textual kept by the candidate 

summary; in parallel calculates the precision class "Tu-D" in the same way that is to say, the 

number of text units removed from the candidate and reference summary (shared), divided by the 

number of textual units deleted by the candidate summary. 

 

 

Since automatic summarization by extraction is a two-class classification thus: 

 

 

 

 

 

 

 

4.3 The algorithm description. 
 
Begin 

Pretreatment paper 

Mij = integer array [1 .. number of sentence] [1 .. number of 

terms] 

Mij = vectorization (Word Bag, bag of sentences) 

Oij = integer array [1 .. number of sentence] [1 .. number of 

terms] 

For each sentence i do begin 

For each j terms to begin 

��� =  ��� ∗ �	
�� (�)(13) 

End for 

End for 

Score _phrase = array real [1 .. number of sentence] 

for each sentence k do begin 

�	
��_Uℎ�T�� ��� =  
∑ ���

�
���

∑ ���
�
���

(14) 

End for 

�	
��_&�)&� =  
∑ �	
�����������!

���

"
(15) 

Threshold = défini_par _l'utilisateur 

For each sentence do i start 

If (score_texte-seuil_voisingane <score_phrase [i] <+ score_texte 

seuil_voisingane) 

then remember sentence [i] if not eliminated sentence [i] 

End for 

END 

 

 

 

-�é	���
gWXYZ =  
$

$ + a
(8)                      -�é	���
gW^Y_ =  

`

` + \
(9) 

j − ���%�� =
2 ∗ (-�é	���
g ∗  "TUU�V)

(-�é	���
g + "TUU�V)
(12) 

"appel =  
HCmm@nop pqrsHCmm@nop pqt

u
(10)         Précision =  

y?éBzFz^Dop pqrsy?éBzFz^Dop pqt

u
(11) 

Finally combining precision and recall is calculated weighting to the F-Measure 
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4.4 Result 
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Table 2. Result Evaluation of summary produced (candidate) with ROUGE and F-measure using 3 

reference summary Cortex, Essential Summaries, human expert (second part) 

 

The above table includes an assessment summary with a different threshold of opinions 

comparing with all reference summary using the F - measure and ROUGE.  The following table 

shows in a manner explicit the selected sentences (keep) (K) and the sentences deleted (D) at 

each threshold of opinion and gives the chi_2 value for each sentence with original text and the 

chi2 rate of each summary report by the original text.  

 

The rate of chi-2 which is equal to the sum of value chi_2 sentence divided by retained by the 

number of all the phrases which constitutes the original text, it indicates the correctness of choice 

of phrases relative to their dependence original text. 
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Table 3. Distribution of sentences in summary product (candidate) for each threshold  of opinion , his chi_2 

rate and reduction rate, and Chi_2 value for each sentence 

 

4.5 The best summary text 

 
 

The following table summarizes all the results mentioned in the two previous tables in case the 

table2 and table 3: 
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this is the second part of Table above 

 
Table 4. Recapitulation of table 1 and 2, ROUGE-SU(2) vs F-Measure, Vs chi_2 rate summary Vs rate reduction 

 

5. INTERPRETATION 

 
We tested our approach with an incremental threshold 0.00125 to see the impact of threshold of 

opinion on the quality of the summary and to recommend range threshold that returns good 

results. 

 

ROUGE is a intrinsic semi-automatic evaluation metric based on the number of co-occurrence 

between a candidate summary and one or more reference summaries divided by the size of the 

latter. Its weakness is that it is based on references summary and neglects the original text. 

 

The value given by ROUGE for a summary with a negligible reduction rate is high. This high 

value is explained by the to the increased number of co-occurrence between the candidate 

summary and references summary. 
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The F-Measure is one of the most robust metric and most used for the evaluation of 

classification; The F-measure is a combination of Recall and precision. For our adaptation we 

added to the force F-Measures an extrinsic evaluation in the beginning, and continue with an 

intrinsic evaluation: So this is hybrid evaluation. For automatic summary reduced rate of 

reduction, F-measure gives better than ROUGE assessments because it takes account of the 

absence of term. But unlike ROUGE, evaluating a candidate summary with high reduction ratio 

summary can be distorted,  because FALSE NEGATIVE  FN and TRUE NEGATIVE TN is the 

maximum which will give good result in summary generally poor (highest reduction rate leads to 

an increase of entropy information) 

 

 
Fig. 2. Chi_2 rate candidate summary  Vs reduction rate candidate summary 

 

The precision indicated the purity of the candidate summary, while recall interprets the likeness 

of the candidate summary reference.  

 

We can deduce from the above graph that the two variable: rate reduction rate Chi_2 text and 

have an inverse correlation, indicating that the increased number of selected sentences increases 

the independence original text. This indication is logic and expected, returning to table 2, we can 

see that in the made to retain P4, P 13 ,P18 sentences we increase the rate of chi-2 + by 25%, 

thanks to their strong dependence on text that is equal to 0.57 for the P4 and larger than 0.71 for 

P13 and P18 

 

 
Fig. 3. ROUGE VS F-Measure (with 3 reference summary) vs chi2 rate vs reduction rate 
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We see the ROUGE index (black curve, red and green) is higher when the rate of reduction (red 

curve) is low; unlike rate chi-2 indicating a great loss to the sentence dependente with a orginale 

text, in this case assessment ROUGE is false, and this is the result of the high value of the co-

occurrence between the candidate summary and the reference summary, the probability found 

that of co-occurrence between a long and a short text reference is more important than a short text 

summary with the same reference. 

 

Seen on the graph that the F-measure overstates the automatic summarization which has a high 

rate of reduction, by against it does not overstate the summary is a low rate of reduction; is 

explained by the consideration of missing words (False Negative: textual untités deleted in the 

candidate resumé but retained by the abstract and negative reference True: textual untités deleted 

in the candidate and the reference summary resumé). This is a strong point of the F-Measure 

adapted to enable automatic extraction summaries, although it must be noted that its weakness 

against the very small summary and True Negative achieving the maximum value (all deleted 

sentences in the summary Reference will also be summarized in this summary has a high 

reduction ratio) 

 

Finally, we can see all indexes used for the evaluation values are reached their optimal threshold 

set between 0.0125 and 0.0175, in this interval all evaluation value is good for the candidate 

summary. 

 

We can see from Figure 3 and Table 4 that the selection of words that are less dependent 

originally the text does not improve Result, for example: between 0.0125 and 0.01375 threshold, 

the only difference is the selection of the fifth sentence in 0.01375 (it was not in the selected 

0.0125 threshold), in Table 4 we seen Chi_2 the value of this sentence is low which is also 

readable on the graph not stagnation the ROUGE and a slight drop in F-measure for three 

reference summary. This confirms our hypothesis. 

 

6. CONCLUSION AND PERSPECTIVE 
 

In this article, we presented a new approach for the production of an automatic summary 

extraction based on the detection of conscience SentiWordNet. 

 

First line, we proposed a hypothesis that will support this approach "textual units that do not 

share the same opinion of the text are ideas used for the development or comparison and 
their absences have no vocation to reach the semantics of the abstract " 
 

The second line, we explain our approach to detecting and opinion proposed a flexible technique 

to choose the sentence that is near to the original text opinion poll threshold. 

 

Given the results obtained, we have validated our hypothesis; and therefore this work can help 

solve one of the major problems of automatic summarization: the reduction of information 

entropy and conservation semantics.  

 

Looking ahead, we will try to improve automatic summarization by extraction based on the 

detection of opinion by the application of technical and other conventional method such as 

detection thematic. 
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7. ANNEX 

Title : Hurricaine Gilbert 

Hurricaine Gilbert Swept towrd the Dominican Republic Sunday, and the Civil Defense alerted 

its heavily populated south coast to prepare for high winds, heavy rains, and high seas. The storm 

was approaching from the southeast with sustained winds of 75 mph gusting to 92 mph. "There is 

no need for alarm," Civil Defense Director Eugenio Cabral said in a television alert shortly after 

midnight Saturday. Cabral said residents of the province of Barahona should closely follow 

Gilbert's movement. 

 

An estimated 100,000 people live in the province, including 70,000 in the city of Barahona, about 

125 miles west of Santo Domingo. Tropical storm Gilbert formed in the eastern Carribean and 

strenghtened into a hurricaine Saturday night. The National Hurricaine Center in Miami reported 

its position at 2 a.m. Sunday at latitude 16.1 north, longitude 67.5 west, about 140 miles south of 

Ponce, Puerto Rico, and 200 miles southeast of Santo Domingo. The National Weather Service in 

San Juan, Puerto Rico, said Gilbert was moving westard at 15 mph with a "broad area of 

cloudiness and heavy weather" rotating around the center of the storm. The weather service 

issued a flash flood watch for Puerto Rico and the Virgin Islands until at least 6 p.m. Sunday. 

Strong winds associated with the Gilbert brought coastal flooding, strong southeast winds, and up 

to 12 feet to Puerto Rico's south coast. There were no reports on casualties. San Juan, on the north 

coast, had heavy rains and gusts Saturday, but they subsided during the night. On Saturday, 

Hurricane Florence was downgraded to a tropical storm, and its remnants pushed inland from the 

U.S. Gulf Coast. Residents returned home, happy to find little damage from 90 mph winds and 

sheets of rain. Florence, the sixth named storm of the 1988 Atlantic storm season, was the second 

hurricane. The first, Debby, reached minimal hurricane strength briefly before hitting the 

Mexican coast last month. 
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ABSTRACT 

 
Nowadays, the concept of big data grows incessantly; recent researches proved that 90% of the 

whole data existed on the web had been created in last two years. However, this growing 

bumped by many critical challenges resides generally in security level; the users care about 

how could providers protect their privacy on their data. Access control, cryptography, and de-

identification are the main search areas grouped under a specific domain known as Privacy 

Preserving Data Publishing. In this paper, we bring in suggestion a new model for access 

control over big data using digital signature and confidence interval; we first introduce our 

work by presenting some general concepts used to build our approach then presenting the idea 

of this report and finally we evaluate our system by conducting several experiments and 

showing and discussing the results that we got. 

 

KEYWORDS 

 
Access control, standard deviation, privacy preserving, big data, numeric signature, confidence 

interval 

 

1. INTRODUCTION 

 
Privacy, timeless, scalability of data is the most important problems that big data recognize 

starting from the first step of data acquisition; in fact, one of the most disturbed principle that are 

used in big data is the fact of losing control on data. This concept led to a lot of criticism from 

clients, losing control on your own data means losing everything related to the control even the 

access control. 

 

Before the coming of the concept big data, controlling access on such data was done locally using 

the known models such as mandatory models (MAC), discriminatory models (DAC) or role 

based models (RBAC) but those last cannot be used because of some impediments; in case of 

DAC models the users defines the right access by himself while in the use of big data the user 

lose the entire control on his data; in case of MAC models the right access are defined by a major 
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entity like military direction and this does not satisfy the users wishes in big data; moreover, in 

case of RBAC models, the right access are defines in form of roles where the can have the right 

from a major entity and can also give the rights on his own data to others which is bumped into 

reality of losing control. For that many works and propositions are passed by many researches 

such as in [20] and [7] using cryptography concepts and also in some of the works basing on 

users’ identities. 

 

In this report, we suggest a new model using some complex mathematical concepts such as 

standard deviation, confidence interval and primitive root to protect access control using users’ 

identities and groups; for that we first introduce some backgrounds and definitions of the 

mathematical concepts that we practice, and so we introduce the main hypothesis under our good 

example, talking about its theoretical efficiency and carrying a set of experimentations on a set of 

information. 

 

2. RELATED WORKS 

 
The access control presents a sensitive domain in informatics security where it consists of 

defining such policy that allows or not for such user to get the access to such object; with the 

coming of concepts of big data and data sharing, this domain became a real challenge in research 

area. Many works are done within this highly active topic where the most of these works use a 

promising technique called Attribute Based Encryption such as in [32] [26] [29] and [17]; in [7] 

the author presented his approach of controlling hierarchical access using multiple key 

assignment in cryptography where he proposed four schemes, in other world four extensions of 

his work: bounded, unbounded, synchronous and asynchronous in order to give the general idea 

under temporal access control; in [2] the authors show their new approach of controlling access 

on resource-deprived environment in sensor data by integrating the Ladon Security Protocol that 

offers a secure access using end-to-end authentication, authorisation and key establishment 

mechanisms in PrivaKERB user privacy framework of KERBEROS environment; in [27] the 

authors introduced a purpose of using Elliptic Curve Cryptography (ECC) to control the access to 

data over sensor networks so that they presented their implementation of ECC in TelosB sensor 

network platform and evaluated their results by comparing it with the results of [18] and [19]; in 

[25] the paper is addressed to introduce the idea of SafeShare that consists of controlling the 

access by encapsulation of shared data so that their point of view consists of using the ABE to 

encrypt, encapsulate, audit and log the data in order to define a perform access control policy; 

other works go to the fact of using data content to control the access such as it is pointed out in 

[30] and [33]. 

 

3. PRELIMINARIES 

 
Before going far in our work, we like to give you a complete grasp about some general concepts 

that we used in this report. 

 

3.1. Standard deviation 

It is a mathematical concept that gives the measure of dispersion of a specific population starting 

from its mean which can be regarded as the average of the population’s values, however, the 

standard deviation is linearly related to the multiplication of the individuals over the population 
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space; the more the individuals are spread the higher is the deflection; the following formula is 

the used one to calculate the standard deviation of such population of size n. 

S= �∑ (��� ��)
���

���        (1) 

Where the �� presents the mean that is calculated using the following formula 

 ��  = 
∑ �����


�                        (2) 

And �� is an individual of the population. 

The standard deviation that is used in many cases such as in [16] where the authors proposed a 

new approach for selection of best threshold where the goal is to obtain better results for image 

segmentation and evaluated their results by comparing it with other conventional methods in term 

of several criterions such as the number of misclassified pixels; in [8] the authors proposed and 

evaluated a new query performance predictor for retrieval models using the standard deviation by 

testing several confidence levels; another use of standard deviation in information sciences is 

presented in [34] where the authors presented a standard deviation model to answer the problem 

of failure data in software reliability that presents a major problems in money costs and costumer 

satisfactions. 

3.2. Confidence interval 

It is an inferential statistical measurement that represents an interval of probability that such 

population individual can fall in basing on three essential parameters: the population’s mean, the 

standard deviation and a specific percentage called confidence level. The confidence interval is 

calculated as follows: 

CI= mean ± marge_error    (3) 
 

Where the merge error presents the remainder between the mean and the extremities of the 

interval, the equation used to compute the merge error has two different cases: the case of a 

sample which has a size less than 30 and the one which accepts a size more than 30, the initial 

difference resides in special value called t-value in the first case and z-value in the second one, 

these two values are pulled from two different tables as shown the figure 1 bellow: 

 
a) A sample from Z-table                                                b) A sample from T-table 

 

Figure. 1. A samples from t-table and z-table 
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However, the extraction of values from these two tables is different, meanwhile, in our work we 

use z-table because of our population has 2 000 individuals in which are divided into 10 groups 

each one has more than 150 individuals, the computation of error marge passes by two steps:  

 

• Extracting z-value from the table; for that, we must compute the α/2 value where the α is 

the confidence level, let’s get an example of confidence level of 90%, the α/2 value is 

0.90/2= 0.45, after that we search the closest value in the table, we find 0.4495 and 

0.4505, then for each one of these values we calculate the corresponding row + the 

corresponding column and we get 1.64 and 1.65, finally the z-value equals to (1.64+1.65) 

/2= 1.645 

 

• Now we have the z-value, the merge error is calculated using the following formula: 

 

Error_marge= z-value x 
�

√�    (4) 

 

Where the S is the standard deviation and the n is the size of the sample 

 

Another value could be derived from the standard deviation called the standard error that 

represents the distribution of the sample and it is figured using the formula 5 as follows: 

 

Standard error = 
�

√�    (5) 

 

3.3. Primitive root 

In informatics security the primitive root is an important concept used in several cases, especially 

in the case of sharing the keys in public key cryptography schemes; formally a primitive origin of 

a number P is the number that satisfies the following attribute: 

r is a primitive root of P => Ɐ i, j ∈ ℕ, if i ≠j than ri mod P ≠ rj mod P 

Nevertheless, in mathematics there is no accurate way to compute a primitive root of a number, 

instead, there is a method to verify if such number r is a primitive origin of a number P as shown 

the following code: 

Procedure isPrimitiveRoot (number r; number P) 

Begin 

Compute ℓ (P); 

Decompose ℓ (p) to a set of prime factors 

For each prime factor fi do 

Compute mi= rℓ (�)/�� mod P 

If all mi ≢ 1 mod P & mi ≢ -1 mod P then r is primitive root of P 

End. 
 

The most known algorithm which uses the primitive root is the famous Deffie-Helman algorithm 

for sharing secrete keys because of his special characteristic that is known as discrete logarithm 

problem where it is proved that for a number r being primitive root of a number P, if we know r, 

P, and the result of ra mod P we could never conclude the number a 
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3.4. Hierarchical identification 

The big data knows comes with real evolution not only in term of data volume, but also in term 

of number of users which makes the identification of them a crucial problem and implies the 

search for new technics of choosing identities; one of these technics is a promising and new 

method called Hierarchical Identification that aims to benefit from different information 

concerning the users such as their groups so that the identities are depending on these information 

using the concatenation process as shows the figure 2 bellow: 

 
Figure. 2. Hierarchical Identification 

 

This method has a major advantage resides in the ability of using the same identifier for multi 

users in different groups which allow the identification of big number of users with small size of 

identities and that can be useful in many cases that are related to the identification such as 

authentication mechanisms. 

4. OUR APPROACH 

Our advance is founded on three independent processes: defining access policy by computing the 

access control matrix and process of sharing the access rights. 

4.1. Computing the access control matrix 

This process is based, as the figure 3 shows above, on five steps: identification, normalization of 

identities, calculation of confidence interval for each group, calculation of digital signature for 

each user and ultimately determine the access rights by defining the matrix of access rights; in the 

remainder of this section we will detail each one of the stairs: 

4.1.1. Identification 

In this step, we target to get the identities of users utilizing the hierarchical identification 

mechanism in society to afford a standard configuration and size of the identities, we pass an 

address range of 10000 identities for each group using a concatenation operation between the 

group’s ID where the user belongs and the genuine identity of the user, for example, let’s 

consider a user with IDu= 0001 who belongs to a group which has the IDg= 01, the used identity 

of the user in our organization will be IDfinal= Edge || IDu= 010001= 10001. 
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Figure. 3. Process of computing the access control matrix

4.1.2. Normalization 

We can notice from the formula 4 that the standard deviation has a role in the process of 

computing the error marge, from its position in the formula, it’s clearly shown that the error 

merge is linearly related to the standard deviation; otherwise, the more bigger is the standard 

deviation the more bigger is the error marge, by consequence, the more larger is the confide

interval, for that we suggest a normalisation of identities of the groups in order to create a less 

propagation rate in the range corresponded to each group so that instead of a maximum difference 

of 10000 between the extremities of a values of group, 

identities by 10000. Getting hold of the example of a group in which the ID values go from 

00001 to 10000, the normalized values go from 0.0001 to 1.0000; another normalization is used 

at the level of groups’ sizes in order to preclude the influence of the great number of users in the 

group in the process. 

4.1.3. Computing confidence interval

Our system defines for each group a specific confidence interval within the identity range of the 

group, this interval is estimated using various parameters, leading off from the standard 

deviation, and so setting the confidence layer, after that computing the merge error, finally 

utilizing the group means to get the final confidence level; all the computations in this step us

the normalized values instead of the real ones.
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Figure. 3. Process of computing the access control matrix 

We can notice from the formula 4 that the standard deviation has a role in the process of 

from its position in the formula, it’s clearly shown that the error 

merge is linearly related to the standard deviation; otherwise, the more bigger is the standard 

deviation the more bigger is the error marge, by consequence, the more larger is the confide

interval, for that we suggest a normalisation of identities of the groups in order to create a less 

propagation rate in the range corresponded to each group so that instead of a maximum difference 

of 10000 between the extremities of a values of group, we diminish this value to 1 by dividing the 

identities by 10000. Getting hold of the example of a group in which the ID values go from 

00001 to 10000, the normalized values go from 0.0001 to 1.0000; another normalization is used 

es in order to preclude the influence of the great number of users in the 

Computing confidence interval 

Our system defines for each group a specific confidence interval within the identity range of the 

stimated using various parameters, leading off from the standard 

deviation, and so setting the confidence layer, after that computing the merge error, finally 

utilizing the group means to get the final confidence level; all the computations in this step us

the normalized values instead of the real ones. 

 

We can notice from the formula 4 that the standard deviation has a role in the process of 

from its position in the formula, it’s clearly shown that the error 

merge is linearly related to the standard deviation; otherwise, the more bigger is the standard 

deviation the more bigger is the error marge, by consequence, the more larger is the confidence 

interval, for that we suggest a normalisation of identities of the groups in order to create a less 

propagation rate in the range corresponded to each group so that instead of a maximum difference 

we diminish this value to 1 by dividing the 

identities by 10000. Getting hold of the example of a group in which the ID values go from 

00001 to 10000, the normalized values go from 0.0001 to 1.0000; another normalization is used 

es in order to preclude the influence of the great number of users in the 

Our system defines for each group a specific confidence interval within the identity range of the 

stimated using various parameters, leading off from the standard 

deviation, and so setting the confidence layer, after that computing the merge error, finally 

utilizing the group means to get the final confidence level; all the computations in this step use 
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4.1.4. Computing the digital signatures 

This step is independent from the two precedent steps so that it can be executed in parallel with 

them, however, this step uses the concept of primitive root defined in the section 2.3 in such way 

that guarantees the unicity of signature for each user; to do that our system, firstly, generates for 

each group a big prime number P and find one of his primitive roots R, after that, for each user 

the generated signature equals to RIDfinal mod P; we choose this formula for two reasons: first, 

since R is primitive root of P then for two different users we will never get the same signature; 

and the second reason is that to protect the IDfinal of the user because of its major property 

known as Discrete Logarithm Problem cited in section 2.3, the IDfinal used in this step is in the 

real form and not the normalised one, thus, our system consists of generating the P as big prime 

because of two reasons too: first, there is no exact mathematical way to compute the primitive 

root but instead of that there is a way to verify if such number is primitive root as the procedure 

in section 2.3 shows using ℓ(P), so that we choose the P as prime to optimise the computation 

because ℓ(P) in this case equals to P-1; the second reason of choosing P as prime is also an 

optimisation reason because the researches proved that for P prime, we have a probability of 0.50 

to generate a primitive root between 0 and ℓ(P). 

4.1.5. Generation of access control matrix 

This is the most important step of this process where the access rights are defined starting from 

the confidence interval of each group, the normalised identity of the user and his own signature; 

to do that our system conducts a set of tests for each group and each user by verifying if the 

normalised identity of a user belongs to the confidence interval of the group in order to know in 

which group the user belongs; once the system defines that, it start comparing the signatures of 

the data with the one of the user so that if are equals, the user will have full access and all the 

rights on the data that is considered as his own; else the user will have access on read only on the 

data that is considered in this case as shared data with him; for the other groups that the user 

doesn’t belong, he will get no access right to their corresponding data; at the end of this process a 

matrix user x data is generated that resumes the access control policy. 

The following code resume the process of creation of access control matrix by our system: 

Algorithm AccessControlMatrix ( ) 

Input: ��� : groups’ ID, �� : users’ ID; 
Output: M : matrix of access rights; 

Begin 

For each !"#$%� from IDg do 
For each $&'"( from IDu that belongs to !"#$%� do ��)*+,-( ← !"#$%� || $&'"(; 
IDfinal←IDfinal+{��)*+,-(}; 
End for; 

End for;  

For each !"#$%� from IDg do 
&*/'!"#$%� ← 

0�12�34 5�
6777  

8�� = Compute_confidence_interval (); 
Generate big prime number P and primitive root r 

End for;   

For each $&'"( in IDfinal do 
��$&'"( ← 

9:;��<=>
�7777  
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Compute &*!+,?$"'( ←  "9:;��<=> mod P 
End for; 

M←new Matrix [number of users] [number of documents] 

For each !"#$%� from IDg do 
For each $&'"( in IDfinal do 
If (��$&'"( ∈ 8��) then 
For each �#@$A'+?B corresponds to !"#$%� do 
If (&*!+,?$"'( = &*!+,?$"'B) then  
M [j] [k] ← “read/write access”; 

Else M [j] [k] ← “read only access”; 

End if; 

End for; 

Else for each �#@$A'+?B corresponds to !"#$%� do 
M [j] [k] ← “no access right”; 

End for; 

End if; 

End for; 

End for; 

End. 

 

4.2. Process of sharing the access rights 

This procedure has been summed in order to answer some other problem that came to mind; what 

if such user decide to grant some other user to have write access right to his own data?, 

Otherwise, we aim by adding this process to allow for users of our system to share the same 

rights on same datum, to do that, our system uses Deffie-Helman algorithm of sharing 

cryptographic keys, but in our case to share the signatures between users; first of all, our system 

generates randomly a big prime number Q and a primitive root r then computed a primary 

signature for each of the users that will have the same access right S = "9:DEFGH mod Q that 

corresponds to user1, finally the system computes the final signature I;��<= = I9:DEFG
 mod Q and 

signs the data with it. In this process, our system generates a new big prime Q and his primitive 

root and utilize them in the stead of the P that corresponds to the group where user1 belongs in 

order to protect the original signatures of the both users because it is used to sign other data that 

the users don’t want to share rights with each other. The following process resumes this step: 

Algorithm RightsSharing () 

Input �� 023�, �� 0236: users identities 
Output I;��<=: final shared signature 
Begin 

Generate randomly a big prime Q and a number r < (Q-1); 

While (r is not a primitive root of Q) do 

Generate randomly a new r < (Q-1); 

End while; 

Compute S ← "9:DEFGH mod Q; 
Compute I;��<= ← I9:DEFG
 mod Q; 
Sign data with I;��<=; 
End. 

However, in this approach we choose to sign the data independently of its content, unlike the 

work presented in [30] because of two reasons: first, is to protect the privacy of data by 
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perturbing the name in order to hide the real extension of the documents; and secondly, is to 

prevent problems of distrust like the famous one that Dropbox had recently because of its policy 

against violation of copyrights where a client claimed to the company from reading the content of 

his own data via Tweeter after the company prevent him from storing a document because of 

copyright violation
1
.  

5. EXPERIMENTS AND RESULTS 

We take a set of experiments by building up a framework consists of 2000 users where each one 

has ten files stored in our system with a total of 20000 documents which gives an access control 

matrix of 2000 x 20000 that equals to 40 million right; the users are divided into 10 groups; this 

section is reserved for the introduction of a set of results using various parameters. But before 

going to the results, we will present the details of our dataset as shown in table 1 

 
Table. 1. Dataset details used in our system 

Group Number 

of users 

Range of 

identities 

Range of 

normalised 

identities 

Corresponding 

normalised 

Mean 

Corresponding 

normalised 

standard 

deviation 

Group 01 181 [0001…09999] [0,0001…0,9999] 0.096 2.511 

Group 02 234 [10000…19999] [1,0000…1,9999] 1.100 3.377 

Group 03 205 [20000…29999] [2,0000…2,9999] 2.081 11.140 

Group 04 209 [30000…39999] [3,0000…3,9999] 3.020 23.819 

Group 05 190 [40000…49999] [4,0000…4,9999] 4.101 25.117 

Group 06 184 [50000…59999] [5,0000…5,9999] 5.098 25.649 

Group 07 191 [60000…69999] [6,0000…6,9999] 6.101 25.311 

Group 08 221 [70000…79999] [7,0000…7,9999] 7.096 23.672 

Group 09 193 [80000…89999] [8,0000…8,9999] 8.067 34.671 

Group 10 193 [90000…99999] [9,0000…9,9999] 9.098 34.774 

 

As we notice in table 1, the mean is entirely related to the distribution of the values in their 

specific range and does not necessarily show the core of the range, and we notice also that the 

standard deviation is always out of the range of the sample because of the use of the ability of 

two during his computation. 

5.1. Results 

We carry on a set of comparisons organized in two steps: first, we confront a comparison 

between domains in order to study the influence of the distribution of the sample in our approach, 

secondly, we study the effect of choosing the confidence level in our approach, and finally, we 

evaluate our system by comparing it with other conventional work. 

                                                           
1
 http://assoquebecois.com/2014/04/01/dropbox-clarifie-sa-politique-sur-lexamen-des-dossiers-

partages-pour-les-questions-dmca/ 
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The next table shows the result of average of the access rate by domain in many experiments on 

normalized identities and real ones. 

 
Table. 2. Results of comparison between groups in term of normalised and not normalised values and 

distribution of samples 

Group Standard 

error 

(distribution 

of sample) 

Average of Access rate (%) 

Normalized values Not normalized 

values 

Group 01 0.187 68.04 39.66 

Group 02 0.220 77.48 89.00 

Group 03 0.778 98.53 82.33 

Group 04 1.647 97.12 114.33 

Group 05 1.822 100.00 135.00 

Group 06 1.891 100.00 152.66 

Group 07 1.831 100.00 321.50 

Group 08 1.592 100.00 341.00 

Group 09 2.495 122.27 368.00 

Group 10 2.503 119.42 364.00 

Average 1.497 98.28 200.74 

 

As the table 2 shows, the case of using normalised values gives better results than the one of not 

normalised values, however, we can see that the access policy exceed the limits in two groups: 

the Group 09 with an average of 122.27% (about 239 user could access to data instead of 193) 

and Group 10 with an average of 119.42% (230 users could access to data). Meanwhile the 

groups 05, 06, 07, and 08 give the best result with no error; meanwhile, the standard error is 

relatively related to the value of the standard deviation and that’s what influence the value of 

access rate. The more the standard error is big, the more the number of authorised users to access 

is big. As the results indicates that the normalised values’ case is widely better than the other 

case, we will in the rest of this section focus our experiments in only the normalised case. 

In table 4 below, we will detail the results of the admission rate by group in term of the chosen 

confidence level in which we used many confidence levels and we take the ones that give an 

excited results in some of our groups, the following board indicates the chosen confidence levels 

with the corresponding z-value of each ace. 

Table. 3. Corresponding z-value for each chosen confidence level 

 

Confidence 

level 

20% 28% 28%<<29% 30% 31% 

z-value 0.255 0.355 0.365 0.375 0.385 
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Table. 4. Access rate by domain in term of chosen confidence level 

Confidence 

level 

 

Domain 

20% 28% 28%<<29% 29% 30% 31% 

Group 01 48.62 68.51 70.72 71.82 72.36 76.24 

Group 02 55.55 78.20 79.91 81.20 84.19 85.90 

Group 03 98.54 98.54 98.54 98.54 98.54 98.54 

Group 04 97.13 97.13 97.13 97.13 97.13 97.13 

Group 05 100.00 100.00 100.00 100.00 100.00 100.00 

Group 06 100.00 100.00 100.00 100.00 100.00 100.00 

Group 07 100.00 100.00 100.00 100.00 100.00 100.00 

Group 08 100.00 100.00 100.00 100.00 100.00 100.00 

Group 09 99.48 111.39 122.80 140.41 165.80 193.78 

Group 10 100.00 100.00 108.81 124.87 136.79 146.63 

 

 
Figure. 4. Access rate by domain in term of chosen confidence level 

 

As the table 4 and figure 4 show, each one of the confidence levels that we choose presents some 

good results in some groups and in the same time bad results in other groups; the best confidence 

level for groups group 01 and group 02 is 31% with rate of access of 76.24% in group 01 (138 

user from 181) and 85.90% for group 02 (202 users from 234) while this level presents the worst 

results in programming group with 193.78% of access rate (374 users from 193 authorised), 

instead of that, the groups programming and security gives best results with less level of 

confidence using 20% of confidence level with 99.48% for programming (192 users from 193 

authorised) and full access rate without error for security; meanwhile, the other groups such as 

data mining and natural sciences gives excited results without been influenced of the value of 

confidence level. 

The following table presents the results of average of access rate and error rate between domains 

in term of variation of confidence level in normalised values where the positive value of error rate 
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means that there is less users have access than the authorised ones and negative value means that 

there is more users that have access than the authorised ones, otherwise, the positive error rate 

means that there are users who must have access but our system doesn’t allow to them to get 

access while the negative value means that there are some users must not access to data but our 

system allows to them to have access. 

Table. 5. Results of average of access rate and error rate in term of confidence level variation 

 

Confidence level (%) Average of access 

rate 

(%) 

Error rate 

(%) 

20 89.92 10.08 

28 95.37 4.63 

28<<29 97.73 2.27 

29 101.39 - 1.39 

30 105.47 - 5.47 

31 109.81 - 9.81 

 

From the table 6 we can clearly notice that the confidence level between 28% and 29% gives 

better results with an average rate of access about 97.73% even if it represents some weaknesses 

in the last two domains where the access rate exceeds the 100 % (122.79% for 9 domain (44 

unauthorized users), and 108.29% for 10 (16 unauthorized users)), the reason of why we didn’t 

determine the exact value between 28 and 29 is that because all values within this range gives the 

same z-value which is about 0.365. The use of confidence level equals to 20% presents a major 

advantage because of all the values of access rate doesn’t exceed the 100%, which means for all 

data there is no unauthorized access while it presents the worst result in term of error rate with 

more than 10% of authorized users could not access to data that must get access to because of the 

less access rate in the first domains where only 48.61% (only 88 users) of authorized users could 

access in 1 domain and 55.55% (only 130) could access in 2 domain. So, as the table shows, once 

we defined a confidence level starting from 29% the results became more badly (average of 28 of 

unauthorized users could access to data for 29%, 110 to 30%, and 197 to 31%). 

After introducing a set of outcomes using a variation of parameters, we put our system in 

confrontation with a set of conventional works in the image of the system presented in [18] 

named TinyECC, and the one shown in [27] under the name ECC-AC in term of time of 

generating a signature and time of verifying the signature, however, our system generates a 

signature of average of size of 128 bits because of the role of a prime number of sizes of 2048 

bits and primitive root of 1024 chips; the following table introduces the effects of time of 

generation and verification of signatures 

Table. 6. Comparison of time of generation and verification of signatures 

 

Approach Time of 

generation of 

signature 

(s) 

Time of 

verification of 

signature 

(s) 

DSCI-AC 0.031 0.073 

ECC-AC 3.35 6.78 

TinyECC 8.24 16.28 
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Figure. 5. Results of comparison of time of generation and verification of signatures 

As the table 6 and figure 5 indicate, our system doesn’t take much time for generating or 

verifying the signatures and that’s due to the fact of using a simple computations to generate 

signatures and also the signature are used to perturb the data via their names which make its 

verification low costs because the system doesn’t need to treat the data content to have signature, 

thus, in our approach only the server is the responsible of computing and verifying the signatures 

which leads us to eliminate the time of connection for users. In the other hand; we notice clearly 

that the time of generation of a signature is less than the one of its verification because the 

generation is based only on one and one only operation while the verification takes more time 

because of the number of operations resides on searching if the user belongs to the group in order 

to define if he has already the access or not then compare the two signatures to define the right 

that he has. 

5.2. Limitations and weaknesses 

As a security issue, our scheme could not present a safety sure state, nonetheless, our scheme has 

some restrictions that we could resume below: 

• Confidence level: the use of a unique confidence level for all groups presents a limitation 

as shows the results above where the same confidence level prevent some authorized 

users from accessing their shared data in some groups and allows in the same time 

unauthorized users to access to data in other groups. 

• Causing the server the only one who can generate and deploy signatures, making it easy 

to take on the role of man in the middle if we count the server as honest attacker, in fact, 

the server knows every signature used in the organization which allows for it to have 

broad access to all information, and that may be considered as assault of privacy 

requirements at some higher degrees of protection. 

6. CONCLUSION 

In this paper, we ushered in a new glide path of applying digital signature and the confidence 

interval in order to answer three essential questions: how could we control the approach to 

information that we don’t hurt even the control on?, To answer it, we first divided the users into 

groups by their domains then compute for each group its own confidence interval that we used in 

our system in parliamentary procedure to ascertain who has access to data and who doesn’t, after 
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determining which user has access to the data, another question came to mind; for the users who 

have access to data, which right should they have, is that full access or read only access? We 

answered this question by using the digital signature generated using another mathematical 

concept called primitive root basing on prime numbers and random theories in order to precisely 

which access right each user must take; then by assisting these two questions we could define the 

last access control matrix; the final question that we answered in this study is that if such user 

decide to afford full access on his data for another user, how could we ensure that? To respond 

that we offered the use of Deffie-Hellman algorithm of sharing cryptographic keys in order to 

permit users to partake in the same signature by consequence have the same access right on the 

same data. 

As future work, we will usher in new models of using meta-heuristics technics to improve the 

results of this work by searching for the appropriate assurance level for each group we also will 

give other models using cryptography whose purpose is to prevent the server from recognizing 

the genuine signatures of the users. In the final stage, it only remains to mention that the security 

in Big Data is all grounded on trust then that no trust no security. 
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ABSTRACT 

 

In manufacturing the solutions found for scheduling problems and the human expert’s 

experience are very important. They can be transformed using Artificial Intelligence techniques 

into knowledge and this knowledge could be used to solve new scheduling problems. In this 

paper we use Decision Trees for the generation of new Dispatching Rules for a Single Machine 

shop solved using a Genetic Algorithm. Two heuristics are proposed to use the new Dispatching 

Rules and a comparative study with other Dispatching Rules from the literature is presented. 
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1. INTRODUCTION 

 
In today's business environment, competition has become very fierce and the customers have 

become very demanding in terms of quality, cost and time. In this context of an increasingly 

globalized world, and in order to guarantee the survival of the enterprise it is necessary to 

enhance the manufacturing process. By doing so, the company secures a place in this highly-

competitive environment. The manufacturing process goes hand in hand with the scheduling 

problem. The scheduling problem is NP-Hard due to the exponential number of solutions [1]. 

 

In this paper we focus on the Single Machine (SM) Scheduling Problem. Many methods have 

been proposed to solve this problem including its many variations, namely, static and dynamic, 
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with or without perturbations and a large set of objective functions (sum of tardiness, length of 

schedule, etc.) [1]–[4]. Still no proposed approach can solve it for all its variations. 

 

One of the most popular methods used to solve scheduling problem are the Dispatching Rules 

(DR). These techniques are widely used [5]–[7] owing to their efficiency and their ability to 

quickly define a priority for each job waiting on a machine queue. This reactivity increases the 

systems responsivity and its fault tolerance in case of dynamic or perturbation scenarios. 

 

An evolution of Dispatching Rules introduced in literature is Data Mining. DM is used in order to 

create new rules using previous problems and experiments. In this way, the previously acquired 

knowledge is transformed to new DR to be used for new scheduling problems. Among these 

approaches we notice some in particular Koonce [8], Shahzad [9] or Aissani [10]. In all these 

works DM is used and more often Decision Trees for the extraction of Dispatching Rules to be 

used to schedule jobs in a new problem or reschedule in case of perturbation. In these papers 

authors focus mainly on multiple-machines shops such as Flow Shop or Job Shop for the 

generation of new DR. 

 

In this paper Genetic Algorithms (GA) are employed in pretreatment process by solving the 

Single Machine problem, and Decision Trees are called upon to extract hidden knowledge in the 

form of Dispatching Rules. Also are present two heuristics for the setup and use of the new 

Dispatching Rules since they are different from classic ones. Finally, a comparative study with 

other well-known DR is performed. 

 

2. STATE OF THE ART 

 
In planning and scheduling, Aytug & al. [11] distinguish two ways of using Data Mining. The 

first for decision support, where DM helps to identify the best DR since no one rule outperforms 

all others such as in the paper of Metan & al. [12]. In this approach the state of the system is 

continuously monitored and the Decision Support System changes the Dispatching Rules if need 

be to optimize the objective function. 

 

As for the second way, DM is applied to face perturbations scenarios for example a machine 

breakdown or new jobs arrival. A recent study of Said & al. [13] where the DR is dynamically 

changed in order to minimize the impact of the perturbation. 

 

A third trend initially introduced by Li [14] where Decision Trees are employed to generate new 

Dispatching Rules capable of mimicking a metaheuristic or even an exact method for the 

resolution of a scheduling problem. This approach is proposed for a Single Machine problem 

using DR. Authors use the LPT rule (Longest Processing Time) where the job having the longest 

processing time is processed first. Then DT algorithm is applied for the generation of the new 

DR. One drawback in this paper is the use of the LPT rule since it is a heuristic it is not capable 

of finding the best solution. Therefore as an alternative, we propose the use of a Genetic 

Algorithm for the problems resolution. 

 

Other works based on the same idea use different solving methods and for other scheduling 

problems. For instance in [9], a Job Shop problem is addressed using Tabu Search. The TS 

algorithm is used at first to find a feasible solution, afterwards a data pretreatment of the solution 

is done. Finally, Decision Trees, based on the pretreated data, generate a new DR. 



Computer Science & Information Technology (CS & IT)                                201 

 

Balasundaram & al. [15] perform also a DR generation using DT in a Flow Shop environment. At 

first a simple heuristic is used to solve the problem comprising 5 jobs and 2 machines. For the 

scheduling, the makespan (end date of all jobs) is estimated by scheduling a job i before job j and 

vice versa. The combination minimizing the makespan is used. Then, DT are applied on the 

scheduling solution to find a new DR. Another idea of Khademi Zare & al. [16] using a hybrid 

algorithm combining Genetic Algorithm, Data Mining, fuzzy sets, similarity algorithm and 

attribute-driven deduction algorithm. DM is used to extract rules to help GA to boost its speed to 

reach the optimal solution. 

 

After a thorough analysis of these approaches, two problems arise. The first resides in the fact 

that the new Dispatching Rule in a “if-then” form is only compared with the solving methods 

used in the first step, a heuristic in [15], Tabu Search [9] or Shortest Processing Time for Li & al. 

[14]. This comparison shows that the new DR performs nearly as efficiently as the 

heuristic/metaheuristic used for the resolution of the problem, with a certain degree of error. This 

difference is due to the bad decisions taken by the decision (inverse some jobs). Also, the 

problem of jobs order inversion is not addressed in any of the quoted approaches, which may 

have heavy consequences on the system’s performance. To illustrate the problem we propose the 

following example. 

 

Suppose that the new obtained DR is constructed using 3 jobs, J_1, J_2 and J_3. The sequence 

returned using a solving method is for example: J_2, J_3 and finally J_1. The new DR, contrary 

to a classic DR, can only compare jobs one by one (see Figure 1): 

 

 
Figure 1. Defining sequence using the new DR 

 

For example, while comparing the jobs the new DR will return the following results: 

�� vs ��: �� is scheduled first (correct decision) 

�� vs ��: �� is scheduled first (correct decision) 

�� vs ��: �� is scheduled first  (wrong decision) 

In case of a wrong decision it becomes impossible to construct a scheduling. According to the 

two first decisions, job 1 should be processed last. But with the third decision, being incorrect, 

there is an ambiguity. Should job 1 be processed last taking into consideration only the two first 

decisions, or must it be processed first, ignoring the two first decisions and taking only the third 

one into consideration.  

 

A second problem is that no details are provided as to how to use the new DR in particular the 

approaches of Li and Shahzad [9], [14]. In those two papers the generated decision tree (DR) 

have a small size (2 nodes) because of the number of jobs used (5 jobs). But in a real complex 

problem the jobs number is much higher and consequently the tree size will be larger and more 

complex. Also the authors never compare the new DR with other rules from literature in order to 

evaluate its performance. 
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In this paper we propose two heuristics to take into consideration the bad decision problem and 

also a comparative study with some Dispatching Rules from the literature is performed. 

 

3. PROPOSED APPROACH 

 
To generate Dispatching Rules based on Decision Trees it is necessary to use an exact or 

approximate method to solve the problem. In this paper we use a Genetic Algorithm to solve the 

Single Machine Scheduling Problem, the solution is used by the Decision Tree to create a DR. 

The choice of GA is justified by its ability to quickly explore the research space, its proven 

results and wide use for such a problem [1], [17]–[19]. And as done by Li & Shahzad [9], [14] 

Decision Trees will be used for the DR generation. 

 

 

Figure 2. Proposed approach 

3.1. Single Machine 

The Single Machine Scheduling Problem with Total Weighted Tardiness (SMTWT) can be 

defined as follows. A set of � jobs � =  ���, ��, … , ��� to be processed on a machine. Each job �
 
consists of a single operation having a processing time ��
 > 0, � = 1, … , �. The importance of a 

job is expressed using a positive weight �
 > 0, � = 1, … , �. The machine can process only one 

job at a time and a job’s execution cannot be suspended. Each job is supposed to be finished 

before its deadline �
. If not a penalty “tardiness” is then calculated where tardiness �
 =max ��
 + ��
 − �
; 0�. �
 denotes the �
 start time. The scheduling objective is to minimize the 

Total Weighted Tardiness: 

min ��� =  �
�

�


!�
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3.2. Genetic Algorithm 

Genetic Algorithms are used to explore a solution space by mimicking the biological process. 

They have been successfully applied in literature for several problems including Single Machine 

problem [18], [19]. The main components of GA are as follows: 

• Solution encoding: a representation of solutions 

• Initial population: generation of an initial population 

• Fitness: measurement function for a given solution, total weighted tardiness in this case 

• Selection: selection process for chromosomes to generate a new population 

• Genetic operators: a genetic operator such as crossover and mutation are applied on the 

selected chromosomes in order to create new ones 

• Replacement: natural selection of the members of population who will survive 

In this paper, the implemented GA is mainly inspired from the one proposed by Armentano [18] 

with a modified initial population generation process. We suggest that the reader consult the 

paper for more details. 

3.3. Decision Tree 

 
For the generation of Dispatching Rules, we use the method of Li [14] which is adapted to our 

problem since the used attributes are not the same. Release time, start time, processing time and 

completion time in the case of [14]; and processing time, weight and due date in this paper. To 

explain the process we propose the following example: 

 

Suppose there is 4 jobs, and the sequence returned by the GA is |3|0|2|1| 

 
Table 1. Jobs attributes 

 

Job N° Processing Time Weight Due Date 

0 15 3 80 

1 20 2 30 

2 35 6 50 

3 7 8 60 

A comparative table is constructed (see Table 2) based on Table 1 where jobs are compared one 

to another. So, job �� is compared with " − 1, job �� with " − 2 and so on. The size of the new 

table is equal to ∑ (� − &)()�*!� . This new table will be used as an entry by the Decision Tree to 

generate a new Dispatching Rule. 
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Table 2. Jobs comparison 

Job1 N° PT1 w1 d1 Job2 N° PT2 w2 d2 Job1 

1er 

0 15 3 80 1 20 2 30 Yes 

0 15 3 80 2 35 6 50 Yes 

0 15 3 80 3 7 8 60 No 

1 20 2 30 2 35 6 50 No 

1 20 2 30 3 7 8 60 No 

2 35 6 50 3 7 8 60 No 

 

The C4.5 Decision Tree algorithm is the applied on the data of Table 2 to create the new DR. The 

new rules is an if-then form as follows: 

 +, �� ≤ 6 /012 �� �3 45678338� 9�53: 

 +, �� > 6 /012 �� �3 45678338� 9�53: 

 

3.4. New Dispatching Rule 

In order to apply the new DR (DT), we propose two heuristics in order to take into consideration 

the bad decisions. 

 

Proposed Heuristic 1 sort by number of accumulated of “yes” 

1 : Initialize vector NumberYes[N] to 0 

2 : For each Job i to N 

3 :  For each Job j to N 

4 :   Decision = JobiScheduledFirst(i, j) ; 

5 :   If Decision = Yes 

6 :    NumberYes [i] = NumberYes [i] + 1 ; 

7 :   End if 

8 :  End for 

9 : End for 

10 : Sort NumberYes in decreasing order 

 

Proposed Heuristic 2 quick sort 

1 : While Iteration <= IterationsNumber 

2 : For each Job i to N 

3 :  For each Job j to N 

4 :   Decision = JobiScheduledFirst(i, j) ; 

5 :   If Decision = Yes 

6 :    Swap(i, j); 

7 :   End if 

8 :  End for 

9 : End for 

10 : End while 
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4. EXPERIMENTS AND RESULTS 

 
In order evaluate the performances of the GA and the new DR, we focus on the Weighted 

Tardiness benchmark available in OR-Library (see http://people.brunel.ac.uk/~mastjjb/jeb/orlib/ 

wtinfo.html for more details). Where for each problem the best Total Weighted Tardiness is 

known allowing us by the same way to compare the two heuristics and other DR from literature. 

Experiments are performed on 125 problems with 40 jobs. 

 

The population size of the GA ; is set to 100 chromosomes and the size of the selected population 

for crossover/mutation is ;/2 i.e. 50 chromosomes. While the number of iterations is set to 150 

and if the best known solution is reached before the GA stops. The modified GA finds the best 

known solution for 32 problems, that is 25.6%. 

 

We also conducted a comparison between the GA results and the best results. To do so, a gap 

using the following formula is calculated (1): 

 

=>85?@8 A�99858�78 =  B  C=(�) − DEF�G5?5H(�)DEF�G5?H5(�)
IJKLMNOP (QOLNJ 


!�
R /�56GS8T3"UTG85  (1) 

 C=(�) is the score found using the Genetic Algorithm for a problem �. 
 DEF�G5?5H(�) is the best known score in OR-Library for a problem �. 
 

It is worth mentioning that for some problems the best known score in the OR-Library is equal to 

0. Thus it becomes impossible to calculate the gap, consequently, those problems are ignored. 

This reduces the number of problems to 107 (instead of 125 initially). On these 107 problems GA 

has 9.76% average difference with the OR-Library. 

 

Once the problems are solved using GA, Decision Trees are applied to generate a new 

Dispatching Rule as explained in the proposed approach section. All the data of all the problems 

is gathered in one file for the learning process. Then, in order to apply the new DR the two 

heuristics PH1 and PH2 are used and a comparison is performed using the following formula (2) 

(see Table 3). The best heuristic in then applied for the comparison with literature Dispatching 

Rules.  

 

=>85?@8 A�99858�78 =  B  V(�) − DEF�G5?5H(�)DEF�G5?H5(�)
IJKLMNOP (QOLNJ 


!�
R /�56GS8T3"UTG85     (2) 

 V(�) is a score found using a heuristic V for a problem �. 
 

Table 3. Comparison of PH1 and PH2 

PH1 PH2 

Aver. Gap (%) NP Aver. Gap (%) NP 

912 1 115,32* 106* 
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NP is the number of times where the heuristic finds the best results. 

 

From these results we conclude that the second heuristic PH2 is much better than the first one. 

So, for the following experiments only this one is used for the comparison with the other DR. 

 

The Dispatching Rules used for the comparison (see Table 4) study are: 

 

• Shortest Processing Time (SPT) 

 

• Longest Processing Time (LPT) 

 

• Weighted Shortest Processing Time (WSPT), [2] this rule is best for the SMTWT 

problem. 

 

• Earliest Due Date (EDD) 

 

• Critical Ratio (CR) 

 

• Mixed Dispatching Rule (MDR) propose dans [20] 

 
Table 4: Comparison of PH2 with other DR 

 PH2 SPT LPT WSPT EDD CR MDR 

Gap (%) 115.32* 1203.43 4929.03 681.08 162.58 1828.13 162.58 

NP 81* 0 0 16 13 0 13 

 

Based on this results, it is clear that the new Dispatching Rule returns better results in terms of 

average gap compared to the best known results of the OR-Library. Also in regards to time where 

it finds the smallest Total Weighted Tardiness value. 

 

In Figure 3 we compare the results of PH2 and MDR being the best two DR. When the objective 

value is equal tp 0 it means that the optimal solution is reached by one of the two heuristics, if not 

the difference in terms of Total Weighted Tardiness is shown. 

 

 

Figure 3. PH2 vs MDR 
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Also and in order to accurately measure the new DR the set of 107 problems is split in two parts 

92/15. The 92 problems will be used for the learning process to create a new DR and other 15 for 

tests. The aim is to evaluate PH2 for new scheduling problems, results are shown in Table 5. 
 

Table 5: PH2 vs classic DR for new problems 

 PH2 SPT LPT WSPT EDD CR MDR 

Gap (%) 63.59* 126.11 360.30 68.07 123.86 274.85 123.86 

NP 7* 0 0 7* 1 0 1 

 

In case of an entirely new Single Machine Scheduling Problem, the proposed heuristic PH2 has 

an average difference of 63.59% compared to the best known results. In terms of number of times 

where the best score is reached it performs as well as the WSPT rule. In Figure 4 we compare the 

results of PH2 and WSPT as done in Figure 3. 

 

 
 

Figure 4. PH2 vs WSPT 

 

From this experiments we prove the superiority of the proposed heuristic for the use of the 

Decision Tree as Dispatching Rule, while taking into consideration bad decisions. The proposed 

heuristic also outperforms WMDD [21], H2 et H3 [22] for the same set of data. 

 

5. CONCLUSIONS 
 

In this paper two heuristics for the use of Decision Trees as Dispatching Rule based on a Genetic 

Algorithm are proposed. The approach was tested for Single Machine problem with Total 

Weighted Tardiness objective. Experiments show the superiority of the proposed approach 

compared to some well-known DR for problems used in learning or completely new ones. 

 

In perspective, an improvement of the proposed heuristic is possible. Also, knowing that OR-

Library includes SM problems with 50 and 100 jobs, it is interesting to test the new heuristic for 

such problems. Finally, it might be interesting to consider more complex problems with multiple 

machines such as the Job Shop Scheduling Problem. 
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ABSTRACT 

 

A huge amount of medical data is generated every day, which presents a challenge in analysing 

these data. The obvious solution to this challenge is to reduce the amount of data without 

information loss. Dimension reduction is considered the most popular approach for reducing 

data size and also to reduce noise and redundancies in data. In this paper, we investigate the 

effect of feature selection in improving the prediction of patient deterioration in ICUs. We 

consider lab tests as features. Thus, choosing a subset of features would mean choosing the 

most important lab tests to perform. If the number of tests can be reduced by identifying the 

most important tests, then we could also identify the redundant tests. By omitting the redundant 

tests, observation time could be reduced and early treatment could be provided to avoid the risk. 

Additionally, unnecessary monetary cost would be avoided. Our approach uses state-of-the-art 

feature selection for predicting ICU patient deterioration using the medical lab results. We 

apply our technique on the publicly available MIMIC-II database and show the effectiveness of 

the feature selection. We also provide a detailed analysis of the best features identified by our 

approach. 
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1. INTRODUCTION 

 
Healthcare is changing from traditional medical practice to modern evidence-based healthcare. 

Evidence is based on patient data, which are collected from different resources like electronic 

health record (EHR) systems, monitoring devices and sensors [1]. One specific example of these 

technological advances is the observation and monitoring technologies for intensive care unit 

(ICU) patients. Currently, the data generated in the process of medical care ICUs are huge, 

complex and unstructured. Such data can be called big data due to their complexity, large size 

and difficulty to process in real-time [2]. However, these data could be used with the help of 

intelligent systems, such as big data analytics and decision support systems, to determine which 

patients are at an increased risk of death. This could support making the right decision to enhance 

the efficiency, accuracy and timeliness of clinical decision making in the ICU. 
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Reducing the amount of data without losing information is a great challenge. Dimension 

reduction would be the first solution to eliminate duplicate, useless and irrelevant features. In this 

paper, our goal is to propose an efficient mining technique to reduce the observation time in ICUs 

by predicting patient deterioration in its early stages through big data analytics. Our proposed 

technique has several contributions. First, we use the lab test results to predict patient 

deterioration. To the best of our knowledge, this is the first work that primarily uses medical lab 

tests to predict patient deterioration. Lab test results have a crucial role in medical decision 

making. Second, we identify most important medical lab tests using state-of-the-art feature-

selection techniques without using any informed domain knowledge. Finally, our approach helps 

reduce redundant medical lab tests. Thus, healthcare professionals could focus on the most 

important lab tests to assist them, which would save not only costs but also valuable time in 

recovering the patient from a critical condition. 

 

The paper is organised as follows. Section 2 presents the related work of predicting ICU death, 

Section 3 gives background on data mining and big data analytics, Section 4 illustrates our 

proposed approach, Section 5 summarises the MIMIC II dataset, Section 6 illustrates the 

experiment’s work, Section 7 discusses the findings, and finally, the conclusion of this research is 

presented in Section 8. 

 

2. LITERATURE REVIEW 

 
This section reviews related works for predicting ICU death or the deterioration of ICU patients. 

We highlight some similarities and differences between some of the related works and the 

proposed work. 

 

In [3], the authors developed an integrated data-mining approach to give early deterioration 

warnings for patients under real-time monitoring in the ICU and real-time data sensing (RDS). 

They synthesised a large feature set that included first- and second-order time-series features, 

detrended fluctuation analysis (DFA), spectral analysis, approximative entropy and cross-signal 

features. Then, they systematically applied and evaluated a series of established data-mining 

methods, including forward feature selection, linear and nonlinear classification algorithms, and 

exploratory under sampling for class imbalance. In our work, we are using the same dataset. 

However, we are using only the medical lab tests. Also, in our approach, we depend on feature 

selection to reduce the size of the dataset. 

 

A health-data search engine was developed in [4] that supported predictions based on the 

summarised clusters patient types which claimed that it was better than predictions based on the 

non-summarised original data. In our work, we use only the medical lab tests, and we attempt to 

highlight the most important medical labs. 

 

Liu et al. [4] investigated the critical feature size dimension. In their work, an ad hoc heuristic 

method based on feature-ranking algorithms was used to perform the experiment on six datasets. 

They found that the heuristic method is useful in finding the critical feature dimension for large 

datasets. In our work, we also use the ranking to rank the most useful features. However, we 

attempt to investigate the percentage of selected features that would be enough to have moderate 

model accuracy. 
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A survey of feature selection is presented in [6]. The authors presented a basic taxonomy of 

feature-selection techniques and discussed their use, variety and potential in a number of 

common and upcoming bioinformatics applications. 

 

Cismondi et al. [5] proposed reducing unnecessary lab testing in the ICU. They applied artificial 

intelligence to study the predictability of future lab test results for gastrointestinal bleeding. This 

work is the closest work to our research; they have the same objective of reducing unnecessary 

lab tests. However, they only focus on gastrointestinal bleeding. In our work, we are targeting all 

cases in the ICUs. 

 

3. BACKGROUND ON DATA MINING AND BIG DATA ANALYTICS 
 

Healthcare, like other sectors, is facing the need for analysing large amounts of information, 

otherwise known as big data, which has become a major driver of innovation and success. Big 

data has potential to support a wide range of medical and healthcare functions, including clinical 

decision support [2]. 

 

Data mining is the analysis step of knowledge discovery. It is about the ‘extraction of interesting 

(non-trivial, implicit, previously unknown, and potentially useful) patterns or knowledge from 

huge amount of data [10]’. When mining massive datasets, two of the most common, important 

and immediate problems are sampling and feature selection. Appropriate sampling and feature 

selection contribute to reducing the size of the dataset while obtaining satisfactory results in 

model building [4]. 

 

3.1. Feature Selection 
 

In machine learning, feature selection or attribute selection is the process of selecting a subset of 

relevant features (variables, predictors) for use in model construction. Feature selection 

techniques are used (a) to avoid overfitting and improve model performance, i.e. predict 

performance in the case of supervised classification and better cluster detection in the case of 

clustering, (b) to provide faster and more cost-effective models and (c) to gain deeper insight into 

the underlying processes that generated the data. In the context of classification, feature selection 

techniques can be organized into three categories, depending on how they perform the feature 

selection search to build the classification model: filter methods, wrapper methods and embedded 

methods, presented in table 1 [6] [7]: 

 

1) Filter Methods are based on applying a statistical measure to assign a scoring to each 

feature. Then, features are ranked by score and either selected or removed from the 

dataset. The methods are often univariate and consider the feature independently or with 

regard to the dependent variable. 

2) Wrapper Methods are based on the selection of a set of features as a search problem, 

where different combinations are prepared, evaluated and compared to other 

combinations. A predictive model is used to evaluate a combination of features and 

assign a score based on model accuracy.  

3) Embedded Methods are based on learning which features most contribute to the accuracy 

of the model while the model is being created. 
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Table 1: Feature selection categories. 

 

Model Search Advantages Disadvantages 

Filter Fast 

Scalable 

Independent of the classifier 

Ignores feature dependencies 

Ignores interaction with the classifier 

Wrapper Simple 

Interacts with the classifier 

Models feature decencies 

Less computational 

Risk for overfitting 

More prone than randomized algorithms 

Classifier-dependent selection 

Embedded Interacts with the classifier 

More computational 

Models feature dependencies 

Classifier-dependent selection 

 

3.2. Data Classification Techniques 
 

Classification is a pattern-recognition task that has applications in a broad range of fields. It 

requires the construction of a model that approximates the relationship between input features 

and output categories [8]. Some of the most popular techniques are discussed here in brief, all of 

which are used in our work. 

 

1) The Naïve Bayes classifier is based on applying Bayes’ theorem with strong 

independence assumptions between the features. As one of its main features, the Naïve 

Bayes classifier is easy to implement because it requires a small amount of training data 

in order to estimate the parameters, and good results can be found in most cases. 

However, it has class conditional independence, meaning it causes losses of accuracy and 

dependency [9]. 

2) Sequential minimal optimization (SMO) is an algorithm for efficiently solving the 

optimization problem which arises during the training of support vector machines [10]. 

The amount of memory required for SMO is linear in the training set size, which allows 

SMO to handle very large training sets [11]. 

3) The ZeroR classifier simply predicts the majority category, which relies on the target and 

ignores all predictors. Although there is no predictability power in ZeroR, it is useful for 

determining a baseline performance as a benchmark for other classification methods [10]. 

4) A decision tree (J48) is a fast algorithm to train and generally gives good results. Its 

output is human readable, therefore one can see if it makes sense. It has tree visualizers to 

aid understanding. It is among the most used data mining algorithms. The decision tree 

partitions the input space of a data set into mutually exclusive regions, each of which is 

assigned a label, a value or an action to characterize its data points [10]. 

5) A RandomForest is a combination of tree predictors such that each tree depends on the 

values of a random vector sampled independently and with the same distribution for all 

trees in the forest [12]. 

 

4. PROPOSED APPROACH 
 

In this section we introduce our approach for the Big Data mining technique for predicting ICU 

patient deterioration. Figure 1 shows the architecture of the proposed technique. 
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Figure 1: Architecture of the proposed approach 

 

The data are collected from the database of ICU patients (step 1). Then the data are integrated, 

cleaned and relevant features are extracted (step 2). After that, feature selection or dimensionality 

reduction techniques are applied to obtain the best set of features and reduce the data dimension 

(step 3). Then the prediction model is learned using a machine learning approach (step 4). When 

a new patient is admitted to the CPU, the patient’s data are collected incrementally (step 5). The 

patient data are evaluated by the prediction model (step 6) to predict the possibility of 

deterioration of the patient, and warnings are generated accordingly. Each of these steps is 

summarized here, and more details of the dataset are given in Section 5. 

 

1) ICU Patient Data: The details of the data and the collection process are discussed in 

Section 5. 

2) Preprocessing: At the preprocessing stage, we used two different datasets. These datasets 

were generated from a Labevents table. The first dataset contained the average value of 

applied medical tests, and the second contained the total number of times for each test 

was applied. 

3) Feature Selection / Dimension Reduction: attribute selection is the process of selecting a 

subset of relevant features (variables, predictors) for use in model construction. The goal 

here is to reduce the attributes so medical professional can identify the most important 

medical lab tests used by reducing the redundant tests. In our work, we select filter 

methods because they are moderately robust against the overfitting problem, as follows: 

a. Attribute evaluator: InfoGrainAttributeEval 

b. Search method: Ranker 

c. Attribute selection mode: use full training set  

4) Learning: In our experiment we use a classification technique and five of the most 

popular classifier techniques: Naïve Bayes classifier, Support vector machine (SVM), 
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ZeroR classifier, decision tree (J48) and RandomForest. We use different types of 

machine learning order to avoid random results.  

5) Model: The developed model aims to predict ICU patient deterioration by mining lab test 

results. Thus, observation time can be reduced in the ICUs and more actions can be taken 

in the early stages.  

6) New patient data: When a new patient is admitted to the ICU, all his information is stored 

in the database. Some of these are incremental, such as vital sign readings, lab test 

results, medication events etc. The data of the patient again go through the preprocessing 

and feature extraction phases before they can be applied to the model. 

7) Prediction: After each new test result, medication event, etc., the patient data are 

preprocessed and features are extracted to supply to the prediction model. The model 

predicts the probability of deterioration for the patient. This probability may change 

when new data (e.g. more test results) are accumulated and applied to the model. When 

the deterioration probability reaches a certain threshold specified by the healthcare 

providers, a warning is generated. This would help the healthcare providers to take 

proactive measures to save the patient from getting into a critical or fatal condition. 

 

5. MIMIC II DATABASE 

 
The MIMIC-II database is part of the Multiparameter Intelligent Monitoring in Intensive Care 

project funded by the National Institute of Biomedical Imaging and Bioengineering at the 

Laboratory of Computational Physiology at MIT, which was collected from 2001 to 2008 and 

represents 26,870 adult hospital admissions. In our work, we use MIMIC-II version 2.6 because 

is more stable than the newer version 3, which is still in the beta phase and needs further work of 

cleaning, optimizing and testing. MIMIC-II consists of two major components: clinical data and 

physiological waveforms. 

 

The MIMIC dataset has three main features: (1) it is public; (2) it has a diverse and very large 

population of ICU patients; and (3) it contains high temporal resolution data, including lab 

results, electronic documentation, and bedside monitor trends and waveforms[13]. Several works 

have used the MIMIC dataset, such as [14], [15] and [16]. 

 

In our work, we focus on the clinical data, the LABEVENTS and LABITEMS tables. The 

Labevents table contains data of each patient’s ICU stay, as presented in table 2, and table 3 

contains descriptions of the lab events. Considering medical lab choice was done because we 

wanted to investigate the relationship between medical lab tests and patient deterioration so we 

could identify which medical tests have a major effect on clinical decision making. For example, 

the following information is about a patient who was staying at the ICU and was given a medical 

test. The following information was recorded at that time: 

 

• Subject_ID: 2 

• Hadm_ID: 25967 

• IcuStay_ID: 3 

• ItemID: 50468 

• Charttime: 6/15/2806 21:48 

• Value: 0.1 

• ValueNum: 0.1 

• Flag: abnormal 
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• ValueUOM: K/uL 

 
Table 2: Labevents Table Description 

 

Name Type Null Comment 

SUBJECT_ID NUMBER(7) N Foreign key, referring to a unique patient 

identifier 

HADM_ID NUMBER(7) Y Foreign key, referring to the hospital 

admission ID of the patient 

ICUSTAY_ID NUMBER(7) Y ICU stay ID 

ITEMID NUMBER(7) N Foreign key, referring to an identifier for the 

laboratory test name 

CHARTTIME TIMESTAMP(6) 

WITH TIME ZONE 

N The date and time of the test  

VALUE VARCHAR2(100) Y The result value of the laboratory test 

VALUENUM NUMBER(38) Y The numeric representation of the laboratory 

test if the result was numeric 

FLAG VARCHAR2(10) Y Flag or annotation on the lab result to 

compare the lab result with the previous or 

next result 

VALUEUOM VARCHAR2(10) Y The units of measurement for the lab result 

value 

 

Table 3: Labitems Table 

 

Name Type Null Comment 

ITEMID NUMBER(7) N Table record unique identifier, the lab item 

ID 

TEST_NAME VARCHAR2(50) N The name of the lab test performed 

FLUID VARCHAR2(50) N The fluid on which the test was performed 

CATEGORY VARCHAR2(50) N Item category 

LOINC_CODE VARCHAR2(7) Y LOINC code for lab item 

LOINC_DESCR

IPTION 

VARCHAR2(100) Y LOINC description for lab item 

 

6. EXPERIMENTS 

 
We conducted four experiments to fulfil the different approaches to reach our goal of predicting 

ICU patient deterioration by mining lab test results. In each experiment, a different dataset 

resulted from pre-processing the MIMIC II v2.6 database. 

 
6.1. Experiment 1: Building a Baseline of the Medical Lab Tests Average 

 
1) Experiment Goal: The goal of this experiment was to investigate the effect of lab testing on 

predicting patient deterioration. Usually, medical professionals compare the result of the lab 

test with a reference range [17]. If the value is not within this range, the patient may face fatal 

consequences. Thus, the patient is kept under observation and the test is repeated again 

during a specific period. In our experiment, we investigated the average value of the same 

repeated test and, more precisely, how the average value of lab results could assist medical 

professionals in evaluating patient status. 
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Since we dealt with real cases, the only way to assess the quality and characteristics of a data 

mining model was through the final status of the patient, i.e. whether the patient survived or 

not. Thus, our evaluation criterion was how accurately our approach could predict whether 

the patient died or not. 

 

2) Building  the Dataset:  The  dataset  was constructed by taking the average test result of each 

patient for each kind of test and make it one attribute. Thus one patient would be represented 

as one instance having 700 attributes, one for each test. If a test was not done, then the value 

of that attribute would be 0. 

For example, the first patient record in the dataset would look like this: 

P_ID Avg1 Avg2 ..... Avg700  Dead/Alive 

1  5.3 10  0  D 

 

3) Pre-processing: After building the dataset, some values could not be reported because they 

were in text format. We used default values for these types of data. The total number of 

attributes was 619 with 2900 instances. 

 

4) Base learners: In our experiment we used five classification algorithms to construct the 

model, namely NaiveBayes, SMO, ZeroR, J48 and RandomForest. 

 

5) Evaluation: For a performance measurement, we did a 10-fold cross-validation of the dataset, 

and the confusion matrix was obtained to estimate four measures: accuracy, sensitivity, 

specificity and F-measure. As a result, RandomForest had the highest accuracy of 77.58%, 

followed by SMO with 76.86%, J48 with 75.27%, ZeroR with 70.24% and NavieBayes with 

42.96%, as shown in Table 4. RandomForest and SMO have the same F-measures. The 

reason for the best performance by RandomForest is that it works relatively well when used 

with high-dimensional data with a redundant/noisy set of features [12] 

 
Table 4: Experiment 1 results 
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Bayes NavieBayes  42.96% 0.672 0.430 0.404 

Functions SMO 76.86 % 0.759 0.769 0.762 

Rule ZeroR 70.24 % 0.493 0.702  0.580 

Tree J48 75.27% 0.749    0.753 0.751 

Tree RandomForest 77.58 % 0.765 0.776 0.762 

 

6.2. Experiment 2: Average Medical Lab Tests Feature Selection 
 

1) Experiment Goal: The goal of this experiment was to study the relationship between feature 

selection and classification accuracy. Feature selection is one of the dimensionality reduction 

techniques for reducing the attribute space of a feature set. More precisely, it determines how 

many features should be enough to give moderate accuracy. 
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2) Building the Dataset: In this experiment we used the same dataset that we used in experiment 

1. 

 

3) Pre-processing: In this experiment we built ten datasets depending on the number of selected 

features. We start with the first dataset, which contained only 10% of the total attributes. 

Then each time, we increased the total feature selections by 10%. For example, dataset 1 

contains 10% of the total attributes, dataset 2 contains 20% of the total attributes, dataset 3 

contains 30% of the total attributes and so on till dataset 10 contains all 100% of the total 

attributes. 

 

For feature selection, we use supervised.attribute. InfoGainAttributeEval from WEKA. This 

filter is a wrapper for the Weka class that computes the information gain on a class [18]. 

 

• Attribute Subset Evaluator: InfoGainAttributeEval 

• Search Method: Ranker. 

• Evaluation mode: evaluate all training data 

 

4) Base learner: After generating all of the reduced datasets, we use the J48 algorithm to 

construct a model.  

 

5) Evaluation: For each reduced dataset, we applied 10-fold cross-validation for evaluating the 

accuracy. Table V shows the results in numbers, and Figure 2 shows them as a chart. The 

results indicate that taking only the most related 10% of the total features can give a 75.10% 

accurate result, which is comparable to the accuracy of the full feature set. This indicates that 

not all of the features are required to get the highest accuracy. However, there are some 

fluctuations, such as at 20%, the accuracy drops a little. We conclude that selecting 50 to 

80% of the attributes should give moderately satisfying accuracy. 

 
Table 5: Experiment 2 Feature selection. 
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10% 62 75.10% 200 399 

20% 124 73.59% 201 401 

30% 186 75.10% 185 369 

40% 248 74.93% 179 357 

50% 310 75.17% 189 377 

60% 371 74.79% 187 373 

70% 433 75.00% 189 377 

80% 495 75.31% 184 367 

90% 557 74.97% 183 365 

100% 619 74.86% 184 367 
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Figure 2: Average datasets accuracy. 

 

6.3. Experiment 3: Building a Baseline for the Total Number of Medical Lab Tests 

 
1) Experiment Goal: The goal of this experiment was to investigate the effect of the total 

number of lab tests conducted on predicting patient deterioration. Usually, medical 

professionals keep requesting the same medical test over a brief period to compare the result 

with a reference range [17]. If the value is not within the range, it means the patient may be in 

danger, so the test is repeated again and again. Our goal was to predict at what total number a 

medical professional should start immediate action and, more precisely, how the total number 

of medical lab tests could assist the medical professional in evaluating the patient’s status. 

 

2) Building the Dataset: The dataset was built by taking the total number of tests taken for each 

patient for each type of test and make it one attribute. Then one patient would be represented 

as one instance having 700 attributes,  one for each test. If a test was not done, then the value 

of that attribute would be 0. 

 

For example, the dataset would look like this: 

 

P_ID Count1 Count2 … Count700 Dead/Alive 

1  5  0  1 D 

 

3) Pre-processing: The dataset was randomized first, then two datasets were generated, 

Count_Training_Validation_Dataset and Count_testing_Dataset. This step was repeated ten 

times because we used randomization to distribute the instances between the two datasets. 

 

4) Base learners: Five learning algorithms were used to build the model, namely NaiveBayes, 

SMO, ZeroR, J48 and RandomForest. 

 

5) Evaluation: The training data were first used to build the model and then evaluated using a 

percentage split via test data. For a performance measurement, the confusion matrix was 

obtained to estimate four measures: accuracy, sensitivity, specificity and F-measure. Table 6 

shows that SMO and RandomForest have almost equal levels of accuracy, around 75%. Even 

after testing the model with the test datasets, SMO and RandomForest still have the highest 
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accuracy among the other techniques. The reason for this higher accuracy is that the amount 

of memory required for SMO is linear in the training set size, which allows SMO to handle 

very large training sets [11]. 

 
Table 6: Experiment 3 results. 
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Bayes NavieBayes  73.66% 0.718 0.737 0.713 

Funtions SMO 75.44% 0.739 0.755 0.723 

Rule ZeroR 70.46% 0.497 0.705 0.583 

Tree J48 73.16% 0.728 0.732 0.692 

Tree RandomForest 75.73% 0.742 0.757 0.739 

 

Table 7: Experiment 3 Results 
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Bayes NavieBayes  73.48% 0.716 0.735 0.711 

Funtions SMO 74.85% 0.737 0.749 0.716 

Rule ZeroR 69.72% 0.486 0.697 0.573 

Tree J48 72.44% 0.722 0.724 0.723 

Tree RandomForest 75.30% 0.739 0.753 0.736 

 

6.4. Experiment 4: Feature Selection for Total Number of Medical Lab Tests 

 
1) Experiment Goal: The goal of this experiment was to study the relationship between feature 

selection and classification accuracy. Feature selection is one of the dimensionality reduction 

techniques for reducing the attribute space of a feature set. More precisely, it measures how 

many features should be enough to give moderate accuracy. 

 

2) Building the Dataset: In this experiment we used a count dataset. 

 

3) Pre-processing: In the pre-processing step, we built ten datasets depending on the number of 

selected features. The first dataset contained only 10% of the total attributes. Then we 

increased the total feature selections by 10% with each new dataset. For example, dataset 1 

contained 10% of the total attributes, dataset 2 contained 20% of the total attributes, dataset 3 

contained 30% of the total attributes and so on till dataset 10 contained all 100% of the total 

attributes. 
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4) For feature selection, we used supervised.attribute. InfoGainAttributeEval from WEKA. This 

filter is a wrapper for the Weka class that computes the information gain on a class [18]. 

 

• Attribute Subset Evaluator: InfoGainAttributeEval 

• Search Method: Ranker. 

• Evaluation mode:  evaluate on all training data 

 

5) Base learner: After generating all reduced datasets, we used the J48 algorithm as a base 

learner.  

 

6) Evaluation: Each feature-reduced dataset went through a 10-fold cross-validation for 

evaluation. Figure 3 shows the accuracy of all count datasets. The detail values are also 

reported in Table 4. From the results we observe that selecting 60 to 70% of the attributes 

gives the highest accuracy. This also concludes that all features (i.e., lab tests) may not be 

necessary to attain a highly accurate prediction of patient deterioration. 

 
Table 8: Experiment 4 Results 
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10% 62 71.45% 237 473 

20% 124 73.90% 250 499 

30% 186 73.55% 247 493 

40% 248 72.79% 252 503 

50% 310 73.41% 252 503 

60% 371 73.66% 254 507 

70% 433 74.24% 254 507 

80% 495 74.10% 254 507 

90% 557 74.14% 265 529 

100% 619 73.59% 259 517 

 

 
Figure 3: Count dataset accuracy. 
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7. DISCUSSION 

 
It should be noted that the feature selections were done without any domain knowledge and 

without any intervention from medical experts. However, in the analysis we would like to 

emphasize the merit of feature selection in choosing the best tests, which could be further verified 

and confirmed by a medical expert.  

First we compare the selected features selected from the two datasets, namely the average dataset 

and the count dataset. Table 9 shows the 10 best features chosen by the two approaches and 

highlights the common lab tests between the two approaches (i.e. using the average of tests and 

count of tests). Table 10 shows more details about the common tests. 

Table 9: Final Results 

 
Detailed Accuracy 

Average Dataset Count Dataset 

Best ranked 10 from the 10% of selected features 

 50177  

 50090  

 50060  

 50399  

 50386  

 50440  

 50408  

 50439  

 50112  

 50383 

50148  

 50112  

 50140  

 50399  

 50177  

 50439  

 50090  

 50440  

 50079  

 50068 

 

Table 10: Medical Lab Test Details. 
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LOINC is an abbreviation for logical observation identifiers names and codes. LOINC is clinical 

terminology important for laboratory test orders and results [19]. ARUP Laboratories [20] is a 

national clinical and anatomic pathology reference laboratory and a worldwide leader in 

innovative laboratory research and development. We used their web page and others to clarify 

more about the medical lab tests in table 10 as follows: 

 

• UREAN (50177): This test is conducted using the patient’s blood. This test is 

recommended to screen for kidney dysfunction in patients with known risk factors (e.g. 

hypertension, diabetes, obesity, family history of kidney disease). The panel includes 

albumin, calcium, carbon dioxide, creatinine, chloride, glucose, phosphorous, potassium, 

sodium and BUN and a calculated anion gap value. Usually, the result is reported within 

24 hours [20]. 

• CREAT (50090): This test is conducted using the patient’s blood. It is a screening test to 

evaluate kidney function [20]. 

• INR(PT) (50399): This test is conducted using the patient’s blood by coagulation assay 

[13]. 

• PTT (50440): This test is carried out to answer two main questions: does the patient have 

antiphospholipid syndrome (APLS), and does the patient have von Willebrand disease? If 

so, which type? It is carried out by mechanical clot detection [21]. 

• PT (50439): This test is conducted using the patient’s blood by coagulation assay [13]. 
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• GLUCOSE (50112): This test is used to check glucose, which is a common medical 

analytic measured in blood samples. Eating or fasting prior to taking a blood sample has 

an effect on the result. Higher than usual glucose levels may be a sign of prediabetes or 

diabetes mellitus [22]. 

• The result of the top 10 selected features from the average dataset allows us to build a 

model using decision tree J48. This model would allow a medical professional to predict 

the status of a patient in the ICU as follows:  

 
 

 

 

 

 

 

 

 

For example, if the lab test (name: PTT, ID 50440, LOINC: 3173-2) result value is <= 

20.757143, then the probability is very high (772.0/22.0~ 97.2%) that the patient is going to die 

(class:1). This model has 78.6897% overall accuracy. 

8. CONCLUSION AND FUTURE WORK 
 

In this paper, we presented our proposed approach to reduce the observation time in the ICU by 

predicting patient deterioration in its early stages. In our work, we presented experiments 1 and 3 

to build a model to predict patient deterioration. Experiments 2 and 4 identified the most 

important medical lab tests, then highlighted the common tests between the two datasets. The 

four experiments would help medical professionals to take better decisions in a very short time. 

For future work, the authors are planning to carry out more experiments using bigger data. Big 

data analytics would bring potential benefits to support taking the right decision to enhance the 

efficiency, accuracy and timeliness of clinical decision making in the ICU. 
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ABSTRACT 

 
In this paper, variability analysis was performed on the model calibration methodology between 

a multi-camera system and a LiDAR laser sensor (Light Detection and Ranging). Both sensors 

are used to digitize urban environments. A practical and complete methodology is presented to 

predict the error propagation inside the LiDAR-camera calibration. We perform a sensitivity 

analysis in a local and global way. The local approach analyses the output variance with 

respect to the input, only one parameter is varied at once. In the global sensitivity approach, all 

parameters are varied simultaneously and sensitivity indexes are calculated on the total 

variation range of the input parameters. We quantify the uncertainty behaviour in the intrinsic 

camera parameters and the relationship between the noisy data of both sensors and their 

calibration. We calculated the sensitivity indexes by two techniques, Sobol and FAST (Fourier 

amplitude sensitivity test). Statistics of the sensitivity analysis are displayed for each sensor, the 

sensitivity ratio in laser-camera calibration data 
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1. INTRODUCTION 
 
Many papers address the calibration LiDAR-camera but very few papers address the uncertainty 
and sensitivity analysis in the data fusion between a laser sensor and a camera. The interest of 
this development is to present a study of the quantification of the variability in own methodology 
results according to the input uncertainties in the calibration model of a multi-sensor platform for 
urban dimensional reconstruction tasks. 
 
Once the calibration model and data fusion are defined, the sensitivity analysis will determine the 
uncertainty in input parameters [13]. Many approaches to sensitivity analysis and uncertainty 
exist, including (1) based on sampling, that uses samples generation considering its probability 
distribution to analyze the results of its variation [7], (2) differential analysis, which is to 
approximate the model to a Taylor series and then performing an analysis of variance to obtain 
the sensitivity analysis [2], (3) Fourier amplitude sensitivity test (FAST), is based on the variation 
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of the predictions of the models and the contributions of individual variables to the variance [14], 
(4) response surface methodology (RSM) in which an experiment is designed to provide a 
reasonable response values of the model and then, determine the mathematical model that best 
fits. The ultimate goal of RSM is to establish the values of the factors that optimize the response 
(cost, time, efficiency, etc.) [11]. 
 
Generally, it can perform a sensitivity analysis in a local or global way  [13]. The local approach 
analyses the output variance with respect to the input parameters. Input parameters are altered 
within a small range around a nominal value and a particular analysis of each parameter is 
performed. This analysis only provide information based where it is calculated, since no analyses 
the entire input parameter space. Furthermore, if the model is not continuous the analysis is 
unable to be performed. On the other hand, global sensitivity approach defines the uncertainty of 
the output to the uncertainty of the input factors, by sampling Probability Density Functions 
(PDF) associated with the input parameters. For this approach, all parameters are varied 
simultaneously and sensitivity indexes are calculated on the total variation range of the input 
parameters. 

The Monte Carlo (MC) method provides a standard technique for assessing uncertainty in models 
and modeling data fusion; simulating and sampling the input variables [8,17]. The MC method 
generates pre-defined pseudo-random numbers with a probability distribution according to its 
PDF. The number of sequences to be simulated must be determined according to the 
recommendation in [4]. When a model contains too many variables, the uncertainty and 
sensitivity analysis using Monte Carlo method becomes difficult and with a high computationally 
cost. This difficulty arises because too many variables require a large number of simulations. 
 
In the Latin Hypercube Sampling (LHS) method, parameters are treated as pseudo-strata and 
numbers are distributed in proportion to the elements of each strata sample. The PDF is 
generated from the average of each stratum and must have the same distribution of the elements 
in the sample strata to be calculated under predetermined conditions. The amount of pseudo-
random numbers to be generated for the simulation is set similarly to that defined in MC. An 
analysis of the efficiency and speed of the LHS method against MC method is presented in [01]. 
 
Other methods for global sensitivity analysis are presented in [3, 9, 12]. 
 

2. MODEL ACQUISITION PLATFORM 

 
The goal is geometrically model our multi-sensors platform behaviour (Fig. 1). Consists by a 
Velodyne HDL-64E laser scanner, a Point Grey Ladybug2 multi-camera system. 
 
2.1. LiDAR model 

To calculate the LiDAR extrinsic parameters, the methodology presented in [5] was 
implemented. The three-dimensional data is modeled as an AllPointCloud = f(r, �, �) with 
respect to origin, where r is the radius of the surface, � colatitude or zenith angle, and � 
azimuthal angle on the unit sphere. The development of the mathematical model for the captured 
3D points is based on the transformation of the spherical coordinates for each position of the 
unitary sphere onto cartesian coordinates. The key point of this transformation is that every 
involved parameter includes a perturbation as defined in Eq. 1. 
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Figure 1 Sensor platform composed of LiDAR Velodyne HDL-64E (L), Ladybug2 (LB) and GPS. Ladybug 
spherical digital video camera system has six cameras (C). ��, ��	
 represent translation and rotation of the 

LiDAR and six camera frames of the Ladybug2. 

 

 

 

Figure 2  LiDAR Velodyne HDL-64E configuration. 
 

2.2. Multi-camera model 

To get the intrinsic parameters we followed the calibration methodology presented in [18]. A 
camera is modeled by the usual pinhole camera model: The image �� of a 3D point 
� is formed 
by an optical ray from 
� passing through the optical center C and intersecting the image plane. 
The relationship between the 3D point 
� and its image projection �� is given by Eq. 2. 
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where s is a scale factor, ���� , ���� are the extrinsic parameters and represent the rigid 
transformation between a point in the LiDAR frame L to the camera frame C, �� is the intrinsic 
camera parameters matrix, where (��, ��) are the principal point coordinates in the image, focal 
length f, −��� = �  !" �#� = $ are the image scale factors in the axis u y v. The %�� is the 
projection matrix. 

2.3. LiDAR-camera calibration 

The extrinsic transformation between the LiDAR and the camera frame was computed using Eq. 
3. 

 

where R and T represents de rotation and translation respectively, C and L are the camera and 
LiDAR and W represents the word frame. 
 
The pattern acquired by the LiDAR is transformed onto the image frame using the extrinsic 
parameters ����& , ���&�. This transformation allows us to reference in the camera the points 
acquired by the LiDAR. The projection is completed using the intrinsic camera parameters �� , 
Fig. 3. 
 

 
Figure 3 The red points are acquired by the LiDAR and projected onto the image. 

3. SENSITIVITY ANALYSIS 

Two techniques were used for analysis, Sobol and FAST. The advantages that are: (1) parameters 
are evaluated throughout its range of variation, (2) estimating the expected values and the 
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variance of each parameter is calculated directly, (3) calculate the contribution that each 
parameter has on the global sensitivity, (4) determine the effects of the interaction between the 
parameters in the sensitivity analysis, and (5) no modifications are required in the calibration 
model for the analysis. 

3.1. Sobol 

Suppose the model is given by ' = �((), (*, … , (,), where (- are independent input parameters, 
Y is the model output. Using dispersion analysis by [1], f can be linear or nonlinear, and the 
sensitivity analysis evaluates the contribution of each parameter (- in the variance of Y. This 
study is known as analysis of variance (ANOVA). For sensitivity indices for each parameter 
independently V variance model is decomposed as: 

 V = / V00
+ / 2-,3 

043
+ / 2-,3,504345

+ ⋯ + V7  (4) 

where 2, = 2 89:';(- , (3, … , (,<= − 2- − 23 − ⋯ − 2,. As a rule, the Eq. 4 has a total of terms 

∑:?), + ?** + ⋯ + ?,,< = 2, − 1. Sensitivity analysis indices are computed: 

 S0C,-D,…,-E = V0C,-D,…,-EV     (5) 

where F), F*, ⋯ , F, are the input parameters. Then, all the sensitivity indexes that allow us to 
observe the interaction between inputs and nonlinearity must meet the condition: 

 / G- + / / G-,3 + ⋯ + G, = 1
3H- -

7

0I)
  (6) 

On the other hand, the index G-  = J&J  only shows the effect of the parameter (- in the model 

output, but not analyzes the interaction with other parameters. To estimate the total influence of 
each parameter, the total partial variance is calculated: 

 2-K�K = / 2-C,…,-E0
  (7) 

the sum is over all the different groups of indexes that satisfy the condition 1 ≤  F) <  F* < ⋯  < F, ≤  N, where one of the indexes is equal to i. Then, the total sensitivity index is given by: 

 G-K�K = V0OPO
2  

(8) 

The total sensitivity index (total variance) G-K�K represents the expected percentage of the variance 
that remains in the model output if all the parameters are known except i. It follows then 0 ≤ G- ≤  G-K�K ≤  1. The result is G-K�K and G- indicates the interaction between parameter i and the 
other ones. 
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3.2. FAST 

FAST allows generate independent sensitivity indexes for each input parameter using the same 
number of iterations. The method idea is convert Eq. 4 in a uni-dimensional integer s using the 
transformation functions R-: 
 (- = R-(sin V-N) (9) 

where N ∈  (−X, X). A good choice of the transformation R-  and frequency V- will assess the 
model in a sufficient number of points [14]. Then the expected value of Y can be approximated 
by: 

 9(') = 12X Y �(N)"N Z
[Z  

(10) 

by  

 �(N) =  �(R)(sin V)N), … , R,(sin V,N)) (11) 

So therefore, we can approximate the variance of Y as: 

 2(') = 12X Y �*(N)"N − �9(')�*
 

Z
[Z  

≈ / :�-* + ]-*< − (��* + ]�*)∞

-I[∞
 

≈ 2 /:�-* + ]-*<
∞

-I)
 

(12) 

where �- and ]- are the Fourier coefficients. The contribution of (- in the variance 2(') can be 
approximated by: 

 
-̂ ≈ /(�_`-* + ]_`-* )a

_I)
 

(13) 

where VF is related to the value R- in Eq. 11 by b = 1,2 ⋯  c. Will then M, the maximum 
harmonic. The sensitivity coefficients by the FAST method for each parameter is calculated: 

 

                                                       G- =  deJ(f) ≐ 
∑ (hij&

D klij&
D )m

inC

∑ :h&
Dkl&

D<m
&nC

 
(14) 
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4. RESULTS 

4.1. Sensitivity 

4.1.1. Ladybug2 

Were simulated 2,000 samples by MC and LHS. The camera was intrinsically calibrated by the 
method presented in [18]. Sobol was the first technique in which the camera sensitivity was 
assessed (section 3.1). The determination of global indexes (G-) and total indexes (G-K�K) according 
to equations 5 and 8 respectively, requires high computational consumption due to the high 
number of operations performed to decompose the variance of the model for each  parameters 
and the correlation between them. Fig. 4 shows six graphs, one for each distribution on which the 
sensitivity analysis was performed. It has to be emphasized that the Sobol sequence [15] (which 
generates random numbers with low discrepancy) is totally different to the Sobol method for 
calculating the sensitivity indexes described in section 3.1. 
 
Zhang's method shows that the parameter with greater global sensitivity is tz. Furthermore, also 
the parameter with greater total sensitivity is $. A similar behavior but analyzed from the error 
propagation perspective in LiDAR-camera calibration is presented in [6]. We can define that the 
parameters involved directly with the distance of the calibration pattern and image distortions 
tend to be the most relevant in the error propagation in our calibration system. This error can be 
minimized in two ways: (1) removing the image distortion and standardizing the images and (2) 
increasing the reference points in the calibration process. Furthermore, this demonstrates the 
flexibility to use a calibration approach using a pattern plane. 
 
The second technique implemented for sensitivity analysis of the camera was FAST. This 
technique gives us the first order indexes G- by Eq. 14. Table I shows the sensitivity quantified by 
FAST. It is noted that the parameter tz is the more sensitive one. Just as the Sobol method, depth 
is important. Using a pattern with more corners can reduce this condition. These results confirm 
experiments made empirically by [16] and also the behaviour shown in Figure 4. 

 
 

Figure 3 Zhang's calibration method analyzed by Sobol technique, blue bars are the global sensitivity (op) 
and red bars are the total sensitivity opqrq. Simulated data by MC and LHS with six different distributions. 
The most relevant parameters are tz and s, i.e. with more sensitive. Table I shows the number parameters 
reference. 
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Table 1 Sensitivity analysis by FAST method according to Eq. 14. It is noted that tz and ty 
parameters are the most sensitive. Only tz parameter agrees with the analysis by the Sobol 
method, marking a tendency to introduce error in the camera calibration. 
 

Reference Parameter Sensitivity index 

1 tx 0.0130 

2 ty 0.1108 

3 tz 0.5998 

4 wx 0.0380 

5 wy 0.0329 

6 wz 0.0960 

7 � 0.0081 

8 $ 0.0619 

9 u0 0.0031 

10 v0 0.0363 

 

4.1.2. LiDAR 

The LiDAR sensitivity indexes by Sobol method was calculated as the camera. Figure 5 shows 
the global (G-) and total (G-K�K) indexes. It can be seen, that the parameters � and t� are 
introducing greater uncertainty in the calibration model. The � parameter corresponds to the 
LiDAR orientation angle, and is related to the mechanical rotation, while t� is a correction of the 
orientation of each LiDAR laser, because not all of them are in a single plane. Variations in � and t� parameters induce measurement errors because the LiDAR is oriented at a single plane, when 
actually LiDAR lasers are register a near plane. 

 

Figure 4  LiDAR sensitivity analysis by Sobol method, blue bars are the global sensitivity(op) and red bars 
are the total sensitivity (opqrq). Simulated data by MC and LHS with six different distributions. The most 
relevant parameters are u and vu, i.e. with more sensitive. Table II shows the number parameters reference 
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Through the FAST technique, sensitivity indexes match to Sobol technique as shown in Table II. 
The � and t� are the most sensitive parameters and introducing more noise in the model, and 
hence increase the output uncertainty error in the calibration values. 
 
Table 2 Sensitivity analysis by FAST technique according to equation 14. It is noted that u and vu parameters are the most sensitive to introduce error into the laser sensor calibration. 
 

Reference Parameter Sensitivity index 

1 ds 0.0140 

2 � 0.4137 

3 � 0.0004 

4 2wx�  0.0160 

5 ywx� 0.000 

6 t"N 0.0006 

7 t�  0.5552 

8 t�   0.000 

 
4.2. Uncertainty 

4.2.1. Ladybug2 

The uncertainty analysis was conducted to determine the nominal values of the model's error, 
according to the preliminary sensitivity analysis. Results obtained from a LHS simulation are 
shown in Table III in which we computed the extrinsic parameters ��, ��z{   and the intrinsic 
parameters, image center (��, ��), focal length (�, $). 
 

Table 3 Extrinsic-intrinsic uncertainty camera parameters 
 

 Mean Std 

Translation (mm) |}~}�}�� �−125.82−21.50339.43 � �0.00120.00170.0075� 

Rotation (rad) � ����bF}�ℎ� � � �−2.22−2.14−2.13� �3.884.374.44� × 10[� 

Focal (mm) (551,34,550.81) (0.0013,0.0014) 

Image center (px) (388.61,506.62) (0.0025, 0.0029) 

 
Fig. 6 shows graphics simulated uncertainty calculation. Both series of intrinsic and extrinsic 
parameters exhibit a linear behaviour. Uncertainties were obtained when normal distribution �(0, �) Gaussian noise was added to feature points extracted from the pattern(corners). � 
parameter was the result of projecting real-world pattern feature point coordinates’ on image 
plane, its value was 10 pixels. Average error for our projection algorithm was then calculated by 
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measuring the differences between extracted feature points of the whole set of images and those 
of the real pattern, this error was calculated to a value of 0.25 pixels. Figure 6(a) shows the Z axis 
error tends to increase more than the other axes. Figure 6(c) shows that the error is stable and 
incremental for both axes while noise increases. 
 

 
Figure 5 Simulated camera parameters performance. Ordinate axis represents the standard deviation of 

2,000 iterations using LHS simulation. 
 

4.2.2. LiDAR 

Table IV shows the uncertainty on extrinsic parameters with respect to the world frame. Using a 
LHS simulation, noise was added to the feature points to evaluate the behaviour of error in these 
two parameters. 
 

Table 4 Uncertainty on extrinsic LiDAR parameters ��, ���	    

 

 Mean Std 

Translation (mm) |}~}�}�� �−515.29165.62−39.06 � �−1.581.08−1.92� 

Rotation (rad) � ����bF}�ℎ� � � �0.551.511.52� �0.0150.0110.012� 
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4. CONCLUSIONS 

 
Variability analysis in the LiDAR-camera calibration is compute. We estimate the relationship 
between the input and the output quantity in a implicit form. The sensitivity of the calibration 
depends on the measurements quality, the model used, the calibration method and the conditions 
under which it is performed. A sensitivity analysis was performed on models of individual 
calibration of a multi-camera system and a laser sensor. Two techniques are presented for this 
analysis. Sobol technique, which is based on the decomposition analysis of the variance for each 
input parameter into the model. And the FAST technique, which uses a Fourier series to represent 
a multivariable function in the frequency domain using a single variable frequency. For each one 
of these techniques, we simulated data by two methods: (1) Monte Carlo method and (2) Latin 
Hypercube sampling method. Since each parameter in the calibration has its own probability 
distribution, and wanting to generalize the sensitivity analysis, the data were simulated with 6 
different types of distributions to cover a higher outlook in this analysis.  
 
It was shown that the parameters tz and $ are the most sensitive in the calibration camera model. 
Sensitivity tests for the calibration method presented in [18] were performed. It was concluded 
that the parameters involved in the distance between the camera and the calibration pattern 
(depth) are the most likely to introduce error in the final values of camera calibration, as also 
concluded in uncertainty analysis in [6] Now that the system behaviour is known, we can pay 
more attention to characterize the uncertainty in these parameters. LHS method tends to calculate 
more stable results, i.e. with less variability. On the other hand, it is true that Sobol and FAST 
techniques allows an extensive sensitivity analysis. The downside is while more parameters the 
model has more computation time is required to decompose the variance. In our case, the more 
suitable methodology to simulate data to perform a sensitivity analysis is LHS. In the LiDAR 
calibration, the parameters � and t� are introducing greater uncertainty in the calibration model. 
The � parameter corresponds to the LiDAR orientation angle, and is related to the mechanical 
rotation, while t� is a correction of the orientation of each LiDAR laser. Variations in � and t� 
parameters induce measurement errors because the LiDAR is oriented at a single plane, when 
actually LiDAR lasers are registering a near plane. 
 
On the other hand, the uncertainty analysis shows a deviation as small as 0.003 mm on the 
translation vector it has been shown that the proposed calibration method is robust and reliable a 
very small rotation deviation in the order of micro radians has also been obtained. These results 
contribute to a high level of measurement confidence, despite the complicated working 
conditions in which our platforms is used. One can now rely on maintaining an acceptable error 
propagation and uncertainty range in future data fusion operations and 3D texturization. Capture 
platform has been designed to digitize urban environments, which are mainly a set of planes. For 
a plane reconstruction (e.g. front of a house) located at 4 meters or less from the system we found 
a reconstruction error of 2 cm.  
 
In future works, using some other calibration methods, we expect to be able to minimize this 
error propagation and uncertainty. Mainly by using data from different calibration instruments. 
At the end we will be able of compensating the error in 3D reconstruction. 
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ABSTRACT 

 
With growing number of stored image data, image search and image similarity problem become 

more and more important. The answer can be solved by Content-Based Image Retrieval 

systems. This paper deals with an image search using similarity measures based on circular 

sectors method. The method is inspired by human eye functionality. The main contribution of the 

paper is a modified method that increases accuracy for about 8% in comparison with original 

approach. Here proposed method has used HSB colour model and median function for feature 

extraction. The original approach uses RGB colour model with mean function. Implemented 

method was validated on 10 image categories where overall average precision was 67%. 

 

KEYWORDS 

 
CBIR, circular sectors, cross-validation, image features, image processing, image similarity, 

optimization  

 

 

1. INTRODUCTION 

 
Nowadays, the amount of transmitted image data through internet is every day still growing and 

due to this fact digital image databases are filled with new terabytes of images. In order to search 

and manage this data, there is strong need to index or categorize these images using proper 

system. Searching images on the basis of similarity can be used in medicine, arts, industry [1], 

security, military and many other areas [2].  

 

This work deals with an image categorization and search on the basis of content. Systems that 

provide this functionality are called Content-Based Image Retrieval (CBIR) [3]. These systems 

search huge image databases, where for every image the special signature is created. The 

signature is used for comparing with image we want to categorize. In our approach we improved 

circular sector method introduced in [4] and we increased accuracy for about 8%. 

 

CBIR systems usually use visual image properties like colour, texture and shape for creating 

feature vectors that are saved in to the database. Visual image properties are compared by using 

similarity measurements (Euclidean metrics, Manhattan metrics) and according to the value of 
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measurements, images are compared or searched in database. CBIR systems use several methods 

for the computing of feature vectors. Methods can be based on local or global feature extraction 

or can be based on colour coherence vectors [5], colour moments [6], circular sectors [4] or 

Gabor filters [6]. The CBIR system architecture is depicted in Figure. 1. 

 

The main contribution of the paper is method that modifies original approach [4]. This approach 

uses circular sectors method that is inspired by human eye functionality. We achieved higher 

accuracy for about 8% when compared with [4]. We conducted parameter optimizations using 

cross validation process and machine learning [19] to find optimal learning algorithm and its 

configuration. Our approach uses different types of circular sector features where we used HSB 

colour model with median function instead of RGB colour model with mean function for feature 

computation. 

 

The rest of this paper is organized as follows: The second section describes related work with 

focus on CBIR systems. Section 3 describes circular sector method. In section 4 method 

modification is described. Image data sets are described in section 5. The section 6 describes 

optimization of parameters. Results are discussed in section 7 and section 8 concludes this paper.  

 

 
Figure 1. Content base image retrieval system architecture. 

 

 

2. RELATED WORK 

 
Until today many content base image retrieval systems have been created [3]. We present several 

leading systems in this chapter. For example QBIC system from IBM has been used for many 

further work dealing with CBIR. Another leading systems are visualSeek or Netra [4]. From 

these systems many following system have been derived [7], [8] and [9].  

 

There are many works dealing with different image features. Histogram intersection computation 

has been used to compare images in [10]. Cumulative histograms were described in [11] and 
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spatial matching with colour histograms were described in [12]. In [13] and [14] is proven that 

colour features are very suitable for similarity measurements. 

 

We also described method based on dominant colours in [15] for measuring image similarity and 

in [16] system for automatic image labelling using similarity measures is described. In [17] video 

scenes were segmented using similarity measures. 

 

3. CIRCULAR SECTORS METHOD 

 
This method has been described in [4] and it is based on human eye principle. The human eye 

firstly focuses on the center of image and then goes to the edges of image. The method creates 

special image features that are obtained from image. Firstly, the center of image is determined 

and then image is divided in to concentric circles Ci, where � is number of circle. Then every 

circle is divided to sectors Si, where Si = 8 Ci. In this case, seven circles are chosen and 252 

sectors in whole image are created (see Figure 2 - left). Due to the fact that we use RGB color 

model with 3 channels, we need to create 3·252 = 756 sectors. The next step is to compute mean 

value in every sector (see Figure 2 - right). So the image feature is computed as mean value of 

defined sector. When this method is applied on input image, output feature vector containing 

mean values of all sectors is computed. 

 

 
 

Figure 2. Circular sectors in the image (left), average colour values in each sector (right) [4]. 

 

To make this method rotation-invariant, the mean values of sectors are sorted in every circle. 

Figure 3 shows that sorted sectors are similar when using normal or rotated image. 

 

4. METHOD MODIFICATION 

 
In originally described method authors used for feature extraction RGB channels and mean value 

computation. We decided to create new image features using median function and using HSB 

colour model. The comparison between these new features and previously used features will be 
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described in chapter 6. Our implementation of algorithm has been created in JAVA programming 

language according to previous work [4] with our new modifications.  

 

4.1 Median 

 
The mean colour value of sector cannot exactly determine the distribution of pixel values (e.g. if 

image contains a little noise). We modify previous method with using median values instead of 

mean values. 

 

4.2 HSB Colour Model 
 

For human perception the HSB model suits better than RGB model. HSB is an abbreviation of 

Hue, Saturation, and Brightness. This model use the cylindrical-coordinate representations of 

values in an RGB model. We use the HSB model instead of RGB colour model. 

 

 
 

Figure 3. Original image with original and sorted sector values (left), 30° rotated image with original and 

sorted sector values [4]. 

 



Computer Science & Information Technology (CS & IT)                                245 

 

5. DATA SETS 

 
In this work we used same image data set as authors that described original circular sector 

method [4]. This data set is available to download from [20]. Data set consists of 10 categories 

(ancient, beach, bus, dinosaur, elephant, flower, food, horse, mountain, natives) where every 

category contains 100 images. We have 1000 images overall. The images have dimension 

354x256 pixels. The example of used images is shown in Figure 4. 

 

 
 

Figure 4. Example of used images 

 

6. PARAMETERS OPTIMIZATION 

 
There are many options how to extract features from image.  For example dimensions of image, 

the number of circles for creating sectors. Features can also be extracted using RGB or HSB 

colour model or computing median or mean value. We chose nine variants that we wanted to 

compare. For every variant, features were generated to format suitable for RapidMiner [21] data 

mining tool. This tool contains many machine learning algorithms (e.g. algorithms of artificial 

intelligence, optimization algorithms). We used cross-validation process [19] (see Figure 5) that 

computes accuracy for every variant. The cross validation process used SVM (Support Vector 

Machines) algorithm [18] of artificial intelligence. The SVM algorithm had these parameters:  

 

• SVM type: C-SVC 

• Kernel type: linear 

• C: 1.1 

• Epsilon: 0.001 

 

The results of cross-validation process for every variant is shown in Table 1. It shows that HSB 

colour model has higher accuracy than RGB model and also median function achieves higher 

accuracy than mean function. The best achieved accuracy is 75.6% for image with 400x400 

pixels dimensions, with 7 circles and HSB model where features are computed using median 

function. It also shows that our approach that uses HSB model with median function has higher 
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accuracy (75.6%) in comparison with original approach [4] that uses RGB model with mean 

function. Our modified method achieves for about 8% higher accuracy. 
 

 
 

Figure 1. The scheme of cross validation process in RapidMiner tool. 

 

Table 1. Selected variants and their accuracy of classification. 

 

Dimensions Circles RGB mean RGB median HSB mean HSB median 

200x200 3 64.3 % 66.0 % 71.0 % 71.5 % 

200x200 5 65.6 % 67.3 % 72.3 % 72.9 % 

200x200 7 68.1 % 70.5 % 72.6 % 74.8 % 

300x300 3 65.0 % 65.6 % 70.6 % 72.4 % 

300x300 5 68.6 % 68.9 % 72.8 % 72.0 % 

300x300 7 67.2 % 71.3 % 72.9 % 74.1 % 

400x400 3 64.4 % 65.5 % 71.1 % 72.2 % 

400x400 5 68.6 % 69.0 % 72.7 % 72.4 % 

400x400 7 67.6 % 70.8 % 73.2 % 75.6 % 

 

Table 2 shows confusion matrix for every image category. The best precision was achieved with 

dinosaur category (97.09%) and the lowest precision was achieved category ancient (53.45%). 

 
Table 2. Confusion matrix for parameters (dimensions 400x400, circles 7, HSB median). 

 

 Label (real values) Prec. 

[%] ancient beach bus dinosaur elephant flower food horse mountain natives 

P
r
e
d

ic
ti

o
n

 

ancient 62 16 0 0 7 0 3 2 12 14 53.45 

beach 11 62 3 0 1 0 5 2 20 2 58.49 

bus 2 2 83 0 0 3 3 0 5 1 83.84 

dinosaur 0 1 0 100 0 0 1 0 0 1 97.09 

elephant 8 2 0 0 79 0 1 0 3 6 79.80 

flower 0 0 4 0 0 88 4 0 0 2 89.80 

food 0 3 4 0 0 7 72 1 2 11 72.00 

horse 3 1 0 0 1 0 2 93 0 0 93.00 

mountain 6 12 4 0 6 2 1 0 57 3 62.64 

natives 8 1 2 0 6 0 8 2 1 60 68.18 
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7. RESULTS 

 
We performed several comparison tests to verify our modified method. For evaluation, we used 

precision that is computed: � = ������ + ��� 

where ��� is a number of true positive (relevant) images and ��� is number of false positive 

(irrelevant) images. Firstly, one pattern image is selected and its feature vector is computed, then 

this feature vector is compared with the feature vectors of all images from data set. When data set 

contains 1000 images, the comparison process had to be executed 1000000 times.  

Comparison has been done with computing Euclidean and Manhattan metrics 


��
, �� = ���
� − �����
���  


��
, �� = �|
� − ��|�
���  

where 
 is the length of input feature vector and 
 and � are feature vectors of 2 images that are 

being compared. For every image, � the most similar images are selected, where we set � =�10, 25, 50, 100  and the precision is computed for � images. Finally, the overall precision is 

computed as average of all precisions computed for every image.  

 

Table 3 shows precision of every category (each contains 100 images) using Euclidean metrics 

and Table 4 shows precision using Manhattan metrics. Overall average precision is shown in 

Table 5. The best achived precision was 67.23% for � = 10 with using Manhattan metrics. 

 
Table 3. Precision of every category using Euclidean metrics. 

 � 
Ancient 

[%] 

Mountain 

[%] 

Bus 

[%] 

Dinosaur 

[%] 

Elephant 

[%] 

Food 

[%] 

Horse 

[%] 

Beach 

[%] 

Flowers 
[%] 

Natives 

[%] 

10 44.3 51.7 62.5 97.7 65.2 56.9 89.8 53.9 72.2 43.3 

25 33.48 44.44 52 97.28 52.48 44.68 82.24 44.04 59.16 33.92 

50 30.004 40.58 42.4 94.8 44.72 36.54 73.04 37.56 43.96 28.52 

100 25.73 34.26 34 80.44 37.76 28.79 56.24 31.51 29.95 24.81 
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Table 4. Precision of every category using Manhattan metrics. 

 � 
Ancient 

[%] 

Mountain 

[%] 

Bus 

[%] 

Dinosaur 

[%] 

Elephant 

[%] 

Food 

[%] 

Horse 

[%] 

Beach 

[%] 

Flowers 
[%] 

Natives 

[%] 

10 51 52 63.9 99.7 66 66 92.1 50.3 79.2 52.1 

25 41.76 44.72 54.24 99.52 53.64 58 86.96 43.04 67.8 43.88 

50 33.76 39.66 45.22 98.84 44.74 48.54 79.18 37.04 51.82 37.8 

100 28.59 34.04 36.63 91.81 36.98 37.01 62.42 32.28 36.55 32.46 

 

Table 5. Overall average precision 

 � Euclidean distance Manhattan distance 

10 63.75 % 67.23 % 

25 54.57 % 59.36 % 

50 47.22 % 51.66 % 

100 38.25 % 42.74 % 

 

All computations were performed on computer with processor Intel Core i5 2.5 GHz and with 

4GB of RAM memory. The computing of feature vector for all images took 1 minute and 9 

seconds. To find and compare input pattern image with all image feature vectors (1000) took 

approximately 2 seconds. 

The results of searching pattern image (see Figure 6) for horse category are shown in Figure 7. 

When pattern image is rotated to left by 90°, the results (see Figure 8) contain 4 incorrectly 

selected images. 

 

 
 

Figure 6. Pattern image for horse category. 
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Figure 7. First 10 the most similar images of horse pattern image. 

 

 
 

Figure 8. First 10 the most similar images of horse pattern image rotated about 90° 

 

8. CONCLUSION 

 
The main contribution of this paper is a method that increases accuracy in CBIR systems for 

about 8% in comparison with original approach [4]. The origin achieved accuracy was 67.6%. 

We are currently able to achieve 75.6% accuracy with using the same image data set. We tried to 

find suitable parameters for circular sectors method. We selected the method because it is 

inspired by human eye functionality. We conducted parameters optimization using cross 

validation process with algorithms of artificial intelligence, where we found that HSB colour 

model and median function for feature computation achieve better result than original approach 

using RGB colour model with mean function for feature computation. For testing we used 1000 

images from 10 categories. The best result of average precision was 67.23% with using 

Manhattan metrics. The average time for image comparison with database was 2 seconds on 

common computer. 
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ABSTRACT 

 
We present in this work an energy detection algorithm, based on spectral power estimation, in 

the context of cognitive radio. The algorithm is based on the Neyman-Pearson test where the 

robustness of the appropriate spectral bands identification, is based, at one hand, on the 

‘judicious’ choice of the probability of detection (PD) and false alarm probability (PF). First, we 

accomplish a comparative study between two techniques for estimation of PSD (Power Spectral 

Density): the periodogram and Welch methods. Also, the interest is focused on the choice of the 

optimal duration of observation where we can state that this latter one should be inversely 

proportional to the level of the SNR of the transmitted signal to be sensed. The developed 

algorithm is applied in the context of cognitive radio. The algorithm aims to identify the free 

spectral bands representing, reserved for the primary user, of the signal carrying information, 

issued from an ASCII encoding alphanumeric message and utilizing the BPSK modulation,  

transmitted through an AWGN (Added White Gaussian Noise) channel. The algorithm succeeds 

in identifying the free spectral bands even for low SNR levels (e.g. to -2 dB) and allocate them 

to the informative signal representing the secondary user. 

 

KEYWORDS 

 
Radio cognitive, energy detection, spectrum sensing, power spectral density, BPSK modulation, 

primary/secondary user  

 

 

1. INTRODUCTION 

 
It is widely recognized that wireless digital communications systems do not exploit the entire 

available frequency band. Future wireless generations’ systems will therefore have to take 

advantage of the existence of such unoccupied frequency bands, thanks to their ability to listen 

and adapt to their environment [1]. The recent rapid evolution of wireless leads a strong demand 

in terms of spectrum resources. To overcome this problem it must be a good spectrum 

management and therefore a more efficient use of it [2-4]. The recent researches show that, 80% 



254 Computer Science & Information Technology (CS & IT) 

to 85% of the total spectrum is unused, while only 15% to 20% of the spectrum is used for the 

maximum period of time [5-6]. 

 

Cognitive radio has emerged as a key technology, which allows opportunistic spectrum access 

and respond directly to the needs related to the management of the environment of the radio 

terminal [7-8]. Cognitive radio (CR) is basically software-defined radio SDR with artificial 

intelligence, able to sense and react to their changing environment [9-11]. In 1998, at the royal 

Institute of technology KTH, Joseph Mitola III exhibited his work on a radio that is aware of the 

electromagnetic environment, which is able to change the behavior of its physical layer and which 

can adopt complex strategies. Cognitive radio (CR) is the name of this new approach to 

communication in wireless networks [12]. 

 

The paper is organized as follows: In the second section of this work we will present the basic 

concepts of cognitive radio, as well as its main features. In the third section we will introduce a so 

important topic in the radio cognitive RC system which is the technique for the detection of 

‘available’ spectrum band that is the energy detection technique based on spectral power 

estimation.  

 

In the fourth section, we will discuss two main statistical tests, upon which is based the energy 

detection technique, that are the Bayesian test and the Neyman-Pearson test. The latter one is 

based on the calculation of the probability of false alarm PF and the probability of detection PD. In 

the fifth and last section we will introduce the technique of detection of energy in the context of a 

cognitive radio scenario, articulated on the QPSK modulation, and a procedure that allows 

inserting the secondary user in the unoccupied band.  

 

2. OVERVIEW ON COGNITIVE RADIO  

 
2.1. Architecture of Cognitive Radio Networks  

 
A detailed description of the architecture of the cognitive radio networks is vital to develop 

effective communication protocols. The elements that compose the CRN cognitive radio 

networks are represented in figure 1 [13].The architecture of the cognitive radio systems is 

articulated upon two distinct networks: primary and secondary [14]. The primary network is 

licensed to use certain spectral bands. The primary network acquired that right through the 

purchase of licenses from government agencies, e.g. cellular networks, the broadcast TV 

networks, etc. The secondary network (known as cognitive radio, dynamic access networks, or 

unlicensed network) is a network that has no license to operate on the spectral band. However, 

thanks to the additional features they have, these users can share the spectral bandwidth with the 

primary users provided they do not harm their transmissions or take advantage of their absence to 

transmit. 

 

2.2. Functions of Cognitive Radio 

 
The main functions of cognitive radios are:  

 

2.2.1. Spectrum sensing:  

 

It is a fundamental function allowing the cognitive radio users to detect the spectrum used by 

primary systems and improve the efficiency of the total spectrum [5].   
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Figure 1. Coexistence between two network types: primary and secondary network [13].

2.2.2. Spectrum management:  
 

The unused spectral bands have different characteristics from the others. All of this information 

changes over time given the dynamic nature of the r

 

2.2.3. Spectrum mobility:  

 
The definition of mobility of the spectrum is to maintain the requirement of communication 

seamless during the transition to a better spectrum.

 

3. THE SPECTRUM SENSING

 
Figure 2 represents the details of the classification of the spectrum sensing techniques.

 

Figure 2. Classification of the spectrum sensing techniques [15]

3.1. Mathematical Basis 

 
When information about the presence of the Gaussian noise is available, the energy detection 

approach is a suitable technique for spectrum sensing. Receivers do not need an exhaustive 

knowledge of primary users. The energy detection (ED) simply deals with 

noise and decides the presence or absence of the primary signal based on the energy of the 

observed signal [5]. This technique measures the received energy of primary user. If the energy is 

less than a certain threshold value then it 

detection technique methodology block diagram [16]. The band pass filter BPF selects the center 

frequency and the bandwidth of interest. The filter is followed by a squared rising to measure the 
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represents the details of the classification of the spectrum sensing techniques.

 
Classification of the spectrum sensing techniques [15] 

 

When information about the presence of the Gaussian noise is available, the energy detection 

approach is a suitable technique for spectrum sensing. Receivers do not need an exhaustive 

knowledge of primary users. The energy detection (ED) simply deals with the primary signal as 

noise and decides the presence or absence of the primary signal based on the energy of the 

observed signal [5]. This technique measures the received energy of primary user. If the energy is 

less than a certain threshold value then it decides as free band. Figure 3 illustrates the energy 

detection technique methodology block diagram [16]. The band pass filter BPF selects the center 

frequency and the bandwidth of interest. The filter is followed by a squared rising to measure the 
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detection technique methodology block diagram [16]. The band pass filter BPF selects the center 

frequency and the bandwidth of interest. The filter is followed by a squared rising to measure the 
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energy of the received signal. Subsequently, it is the integration phase. Finally the integrator 

output is compared with a threshold to decide if the primary user is present or not. 

      

Figure 3. Energy detection technique methodology block diagram [16].

The sample of the signal received by the secondary user can be represented by [5

 

  H0 :       

 H1 : y(n)=s(n)+w(n)

where s(n) is the signal to be detected, w(n) is the added white 

the index of sample. H0 is the hypothesis that the primary user is absent and H

hypothesis that the primary user is present. Metric decision for the detection of energy may be 

written by [5-6]: 

   T= ∑���
where N is the dimension of the observation vector. The decision on the occupation of a band can 

be obtained by comparing the T metric decision against a threshold 

                                                                                                   

The performance of the detection algorithm can be summarized by two probabilities: the 

detection probability PD and false alarm probability P

 

                  PD

PF is the probability that the test decides incorrectly that the reporting frequency is occupied when 

actually is not, and it can be written by:

                   

                  PF=

3.2. The Calculation of the Threshold 

 
Let us assume the model of the received signal given by equation (1);  where s (n) is with zero 

mean value and a variance of  �
n = 1, 2, 3... N is the observation sample.  

 

Let us suppose:    cov (wi, wj)= 0  

so : 

 

                

��	
�
    ��
�� � �
�/�
��
�� � �
�/��� �

 

            PF = Pr (∑ �������  > �\H0) =
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of the received signal. Subsequently, it is the integration phase. Finally the integrator 

output is compared with a threshold to decide if the primary user is present or not.  

Energy detection technique methodology block diagram [16]. 

 

The sample of the signal received by the secondary user can be represented by [5-6]:

       y(n)= w(n) 

y(n)=s(n)+w(n)                                               (1) 

 

where s(n) is the signal to be detected, w(n) is the added white Gaussian noise (AWGN), and n is 

is the hypothesis that the primary user is absent and H1 represents the 

hypothesis that the primary user is present. Metric decision for the detection of energy may be 

������ ��≷�� �                                                       (2) 

 

where N is the dimension of the observation vector. The decision on the occupation of a band can 

be obtained by comparing the T metric decision against a threshold λ.          

                                                                                                    

The performance of the detection algorithm can be summarized by two probabilities: the 

and false alarm probability PF. It can be formulated as [2]: 

D=Pr(T>λ\H1)                                                 (3) 

 

is the probability that the test decides incorrectly that the reporting frequency is occupied when 

actually is not, and it can be written by: 

F=Pr(T>λ\H0)                                                  (4) 

 

The Calculation of the Threshold  

Let us assume the model of the received signal given by equation (1);  where s (n) is with zero ���, w (n) is with zero mean value and a variance of  

n = 1, 2, 3... N is the observation sample.   

)= 0  ∀ � � �  , cov (si, sj) =0  ∀ � � � and cov (wi, sj) = 0  

���  � ∏ ���� !" #$%" &'"(!"����
∏ �)��
 !"* +"� #$

%" &'"(!",(+"����
-                         (5) 

) = Pr .∑ /0' +1� 2 3 +" /������ 4                           (6) 

of the received signal. Subsequently, it is the integration phase. Finally the integrator 

 

6]: 

Gaussian noise (AWGN), and n is 

represents the 

hypothesis that the primary user is present. Metric decision for the detection of energy may be 

where N is the dimension of the observation vector. The decision on the occupation of a band can 

The performance of the detection algorithm can be summarized by two probabilities: the 

is the probability that the test decides incorrectly that the reporting frequency is occupied when 

Let us assume the model of the received signal given by equation (1);  where s (n) is with zero 

, w (n) is with zero mean value and a variance of  �5�, and           

) = 0  ∀ �, �. 
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where   ∑ /0' +1�����      follows a noncentral chi-squared distribution  with N degrees of freedom. 

Let us make: X= ∑ /0' +1�����  then the distribution probability is given by:          

                   �
7/��� �  ��8" .Г/8"1  7
8"$�#$;"                                                           (7) 

where  Г
<� � = >?$�#$@ A> *B�  is the gamma function. 

Similarly for PD: 

   �C � �DE∑ ��� 2 ����� F��G � �D H∑ I 0') +"* !"J
� 2 3 +"* !"���� /��K                (8) 

where   ∑ I 0') +"* !"J
�����      follows a noncentral chi-squared distribution  with N degrees of 

freedom. Also, the distribution probability is given by:                        �C � 1 − Г�NO / 3�
 +"* !"� , ��1                                      (9) 

We will define the incomplete gamma used by Matlab function:                 

Г�NO
P, <� � Q<RR<�ST
P, <� � 1Г
<�U >?$�#$@A>  V
�  

This allowed derive, analytically, the minimum number of samples that are required to complete a 

prescribed performance (PF, Pd) for a given SNR, the expression of N is given as follows [18]: W ≈ Y[[W\$� ]$�
�̂ � − 
1 + [W\$��]$�
�C�]�a               (10) 

for sufficiently large number N [17].  

 

3.3. Power Spectral Estimation  

 
The energy detection is the common used tool for spectrum sensing due its low computational 

cost and implementation complexity. It is designed to decide the presence or the absence of UP 

without a priori knowledge of statistical characteristics of the primary signal [19]. 

 

There exist two domains for implementing the energy detection technique, in time as well as 

frequency domain by the use of the Fast Fourier transform (FFT). 

 

If the Fourier transform X (f) of x(t) signal exists then according to the theorem of Perceval: 

 

                                    = |P
>�|�A>*B$B == |7
��|²*B$B A�                                        (11) 

 

Signal energy is conserved in both time and frequency domains however the representation in the 

frequency domain is more flexible [20]. 

 

3.3.1. The Periodogram:  

It is the simplest non-parametric method of power spectral estimation. The spectral power density 

(PSD) of length L of the signal Pd
S�   is defined by [21-22]: 
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    �VV
��=�d  F∑ Pd
S�#$e��fNd$�N�� F �                                         (12) 

3.3.2. The average Periodogram (Welch):  

The main problem with the Periodogram is high variance (inconsistency). A simple solution for 

this is to apply the average of a set of estimates (assumed to be independent). The signal of length 

N is divided into k segments overlapped with length L, and then each segment periodogram is 

calculated; the average Periodogram I estimated as follows [8]:  �ghij
��=�k  ∑ �lij
��
m�k$�m��                                                (13) 

Where    �lij
��
m�=�d  F∑ Pd
S�#$e��fNd$�N�� F �                                     (14) 

 

4. THE ENERGY DETECTION ALGORITHM 

4.1. The Implementation of Energy Detection Algorithm  

It includes 5 main phases:  

1) Initialization: entering the values of PD and PF, the duration and the number of signals and the 

sampling frequency.  

2) The primary signal generation: entering the Fi frequency and make the summation of primary 

signals by adding white Gaussian noise of diverse SNR values;  

3) Calculation of the threshold according to the equations (2) and (10);  

4) Estimation of the PSD: by using the 2 techniques of spectral estimation of power (Periodogram 

and Welch); 

5) Evaluation: Comparison with the threshold calculated in step 3) and decision making. 

4.2. Simulation and Result  

We generate at maximum 6 sinusoidal signals with frequencies 1 kHz, 2 kHz, 3 kHz, 4 kHz,  5 

kHz, and 6 KHz. The sampling frequency is Fs = 14KHz.  In this work we have taken the 

respective values of PD and PF equal to 0.95 and 0.05. The following table 1 shows the results 

obtained for different values of SNR and durations of observation.  

The Periodogram method can be a useful tool for spectral estimation in case of high SNR more 

specifically where there data is longer; where it arises the importance of the observation period.  

Table 2 below shows the results of the study of the detection performance depending on the 

duration of observation (Figure 4).  
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Figure 4. Power spectral density PSD estimation for an SNR of -4 dB using:                                       

(a) Periodogram; (b) the Welch method 

 

Table 1. Estimation of the DSP for Welch VS. Periodogram. 

 
Table 2. The performance of detection on the basis of the observation period. 

 

The previous synthesis shows that the detection performance depend not only on the probability 

of false alarm and detection, but it also depends on the optimal duration of observation Topt. We 

note that the time required for a low SNR is wider than that for a high SNR. Thus, we can 

confirm that the required observation period is inversely proportional to the level of the SNR. 
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5. COGNITIVE RADIO BASED ON THE DETECTION OF ENERGY 

After the implementation of the algorithm of the identification of the free spectral bands, for a  

given scenario, based energy detection technique; we proceed, in the present phase, to the context 

of cognitive radio. In other words, we simulate a transmission chain of an alphanumeric message 

via a noisy Gaussian channel by identifying free spectral bands to be allocated by secondary users 

(cognitive radio).   

5.1. Description of the Algorithm 

In our example, we generate an alphanumeric message converted to 8 bit ASCII encoding. Next 

initialization phase comprises the duration of the signal T, carrier frequencies, the value of PD and 

PF and the secondary signal. The used modulation is BPSK (Binary Phase Shift Keing). 

The modulated primary signal is transmitted through an AWGN channel. Primary signals are 

determined by the technique of the ED and as the detector output is above the threshold then it 

says that the UP is present and vice versa. The insertion of secondary user is introduced in the 

band where the primary user is absent. Figure 5 illustrates the methodology for implementing the 

detection technique in the context of cognitive radio. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Methodology for implementing ED in the context of RC. 
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5.2. Results and discussions 

In our example, we generate a randomly alphanumeric 

will be ASCII-encoded 8-bit. Considering 3 BPSK modulated primary signals with carrier 

frequencies of 2.5 KHz, 6.5 KHz and 10.5 KHz. The sampling frequency is F

duration of signal is t = 0.08ms. Assu

frequencies are present and the primary user with a frequency of 6.5KHz is absent. The signal is 

transmitted through an AWGN channel.

Calculation of the threshold: The threshold is calculated based 

observed samples N is calculated from (5). We choose P

duration of signal is t = 0.08ms. The cognitive radio system looks permanently for the hole of the 

spectrum where the primary user is 

detection. When it finds the hole of the spectrum, immediately it attributes it to the secondary 

user (US). Figure 6 shows the occupation of the unused bandwidth by secondary user.

Figure. 6 Allocation of secondary user in the free band

Figure 7 shows the estimation of the spectral power density by the technique of Periodogram for 

an SNR = - 30dB. Unfortunately, for this very low level SNR, the algorithm of the 

identify the free spectral bands due the high number of representative noise within the 

informative signal peaks. 

Computer Science & Information Technology (CS & IT)                         

 

In our example, we generate a randomly alphanumeric message of 19 characters; this message 

bit. Considering 3 BPSK modulated primary signals with carrier 

frequencies of 2.5 KHz, 6.5 KHz and 10.5 KHz. The sampling frequency is Fs = 24 kHz and the 

duration of signal is t = 0.08ms. Assuming that there are two primary users 2.5 KHz and 10.5KHz 

frequencies are present and the primary user with a frequency of 6.5KHz is absent. The signal is 

transmitted through an AWGN channel. 

The threshold is calculated based on equation (2). The number of 

observed samples N is calculated from (5). We choose PD = 0.95, PF = 0.05, SNR = 

duration of signal is t = 0.08ms. The cognitive radio system looks permanently for the hole of the 

spectrum where the primary user is absent which is determined by the method of energy 

detection. When it finds the hole of the spectrum, immediately it attributes it to the secondary 

user (US). Figure 6 shows the occupation of the unused bandwidth by secondary user.

 

Figure. 6 Allocation of secondary user in the free band 

Figure 7 shows the estimation of the spectral power density by the technique of Periodogram for 

30dB. Unfortunately, for this very low level SNR, the algorithm of the 

identify the free spectral bands due the high number of representative noise within the 

The frequency band 

allocated to the SU 
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message of 19 characters; this message 

bit. Considering 3 BPSK modulated primary signals with carrier 

= 24 kHz and the 

ming that there are two primary users 2.5 KHz and 10.5KHz 

frequencies are present and the primary user with a frequency of 6.5KHz is absent. The signal is 

on equation (2). The number of 

= 0.05, SNR = - 2DB and 

duration of signal is t = 0.08ms. The cognitive radio system looks permanently for the hole of the 

absent which is determined by the method of energy 

detection. When it finds the hole of the spectrum, immediately it attributes it to the secondary 

user (US). Figure 6 shows the occupation of the unused bandwidth by secondary user. 

Figure 7 shows the estimation of the spectral power density by the technique of Periodogram for 

30dB. Unfortunately, for this very low level SNR, the algorithm of the ED fails to 

identify the free spectral bands due the high number of representative noise within the 
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Figure 7. The PSD estimated by the technique of periodogram for an SNR =

6. CONCLUSIONS 

In this paper, the technique of detection of energy has been introduced in the context of cognitive 

radio. The realized algorithm is based on the Neyman

we have implemented an energy detection algorithm. In our example it was shown that the 

detection of energy performance also depends on the optimal observation duration, and the 

method chosen for the estimation of the power spectral density (PSD). An example of 

telecommunications systems that provides a scenario for the RC system was exposed, and

was given a developed procedure that allows to insert the secondary user in the unoccupied band 

of opportunistically in a dynamic way allowing better allocation of available frequency resources. 

The signal to emit, is modulated in BPSK is transmitted

presence / absence of primary user is determined by the technique of energy detection (ED), when 

the primary user is absent, the band is assigned to the secondary user.
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