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Preface 
 

The Eighth International Conference on Networks & Communications (NeCoM 2016) was held 

in Chennai, India, during October 22~23, 2016. The Second International Conference on 

Computer Science, Information Technology (CSITEC 2016) was collocated with the NeCoM -

2016. The conferences attracted many local and international delegates, presenting a balanced 

mixture of intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia 

and industry to focus on understanding computer science and information technology and to 

establish new collaborations in these areas. Authors are invited to contribute to the conference by 

submitting articles that illustrate research results, projects, survey work and industrial experiences 

describing significant advances in all areas of computer science and information technology. 

 

The NeCoM-2016, CSITEC-2016 Committees rigorously invited submissions for many months 

from researchers, scientists, engineers, students and practitioners related to the relevant themes 

and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of 

internationally recognized top-level researchers. All the submissions underwent a strenuous peer 

review process which comprised expert reviewers. These reviewers were selected from a talented 

pool of Technical Committee members and external reviewers on the basis of their expertise. The 

papers were then reviewed based on their contributions, technical content, originality and clarity. 

The entire process, which includes the submission, review and acceptance processes, was done 

electronically. All these efforts undertaken by the Organizing and Technical Committees led to an 

exciting, rich and a high quality technical conference program, which featured high-impact 

presentations for all attendees to enjoy, appreciate and expand their expertise in the latest 

developments in computer network and communications research. 

In closing, NeCoM-2016, CSITEC-2016 brought together researchers, scientists, engineers, 

students and practitioners to exchange and share their experiences, new ideas and research results 

in all aspects of the main workshop themes and tracks, and to discuss the practical challenges 

encountered and the solutions adopted. The book is organized as a collection of papers from the 

NeCoM-2016, CSITEC-2016. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come.  

                                      

Natarajan Meghanathan 

                              Jan Zizka 
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ABSTRACT 

 

In Terahertz frequency band there is an abundant of bandwidth available to achieve ultra-high-

speed wireless communication to achieve data rates of 100 Gbps. We choose Parallel Sequence 

Spread Spectrum (PSSS) as an analog friendly modulation and coding scheme that allows for 

an efficient mixed-signal implementation of a 100 Gbps wireless baseband. Rapp Model is a 

‘behavioural amplifier model’ which characterize the AM/AM conversion of a solid-state high 

power amplifier. In this paper, a PSSS modulated signal is transmitted through a “Rapp 

Model”, then through an AWGN channel and finally a PSSS demodulator which recovers the 

signal and performs BER calculations. We have to investigate as on how much non-linearity 

induced by PA can PSSS modulated system tolerate and still be able to recover the transmitted 

data at the receiver.  

 

KEYWORDS 

 

PSSS, Rapp Model, 100 Gbps, PA, wireless, Terahertz 

 

 

1. INTRODUCTION 

 
Wireless systems are a big driver of new and challenging research directions. The IEEE 

P802.15.3d TG3d [1] defines an application for wireless point-to-point (P2P) physical layer 

operating data rates up to 100 Gbps. The emerging wireless P2P applications are data centers, 

wireless backhaul/fronthaul services, intra-device communication, and close proximity P2P 

application [1].  

 

In a decade 2020-2030, projected Wireless LAN (local area network) data rates is set to increase 

by 100x [2]. As in the Figure 1, the data rate requirement for WLAN in 2025 is about 1 Tb/s. 
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Thus, there is a need to move for the higher end of spectrum where we have more available 

bandwidth. 

 

 
 

Figure 1 : The Wireless Roadmap: Race for Data Rate [2] 

 

Parallel sequence Spread Spectrum (PSSS) initially published by Wolf [3, 10, 11], has promising 

features with lower complexity and higher throughput. We employ a novel mixed-mode design 

where baseband signal processing can be done mostly in analog domain and partly in digital 

domain, which helps reducing the power consumption [4, 5]. In the 240 GHz frequency band 

there is about 55 GHz of contiguous bandwidth available, such that with a spectral efficiency of 

2-3 bit/s/Hz we can achieve >100 Gb/s.  

 

RF power amplifiers (PA) are important elements in transmitter used in wireless communication. 

PA saturates beyond a threshold of power which results in clipping of signals and thus causing 

non-linear distortion. A general method to compensate for clipping effects is to reduce the input 

drive level so that operating point falls in the linear region of the PA [6, 7]. However, by 

operating PA with high back-off reduces the energy efficiency of the transmitter. Thus, there is a 

tradeoff between PA’s efficiency and linearity. In this paper, we model the power amplifier 

characteristics using Rapp Model [8]. 

 

2. PSSS BASEBAND 

 
Our research in mixed-signal processing for ultra-broadband transceivers is based on the 

assumption that a partitioning of digital-/ analog- signal processing in the baseband with more 

focus on analog processing has the potential to outperform purely digital baseband processors in 

terms of power dissipation, complexity, and cost. We chose PSSS as an analog-friendly 

modulation and coding scheme. Figure 2 shows the basic concept of a PSSS transmitter and 

receiver and allows explaining the advantages of a mixed-signal PSSS baseband implementation. 
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Figure 2: Mixed-Signal PSSS transceiver concept [10] 

In the PSSS transmitter N parallel symbols D1 to DN are encoded with N orthogonal codes and 

summed up to a single quantized PAM-signal. These signals are up-converted to RF transmit-ted 

over the radio channel, and down-converted to baseband. The receiver cross-correlates the PSSS 

baseband signal with the N PSSS codes and recovers the symbols D1 to DN. The com-plete 

spreading-/coding-process in the transmitter and despreading-/decoding-process in the receiver 

can be implemented very efficiently in analog domain using fast analog circuitry, such as analog 

multipliers, adders, and integrators. In the mixed-signal PSSS baseband from Figure 2 N parallel 

DACs and ADCs are utilized operating at a sampling frequency equal to symbol rate. On the 

contrary, in a fully digital PSSS transceiver the DAC and the ADC would have to process the 

encoded PSSS signal, i.e. to operate with a sampling frequency of at least 2x the PSSS signal 

bandwidth.  

 

A further advantage of a mixed-signal PSSS transceiver is that adaptive equalization of the 

received signal can be implemented in the despreading/decoding process [10] as a cross-

correlation-based equalization. Decoding the received signal with a replica of a distorted PSSS 

code we obtain a perfect correlation result, effectively compensating the non-ideal channel 

impulse response.  

 

3. RAPP MODEL 

 

A widely accepted solid state power amplifier model encompassing the amplitude clipping (i.e., 

AM-AM distortion) is the Rapp Model [8]. Rapp Model is designed according to the Equation (1) 

and it produces a smooth transition for the envelope characteristic as the input amplitude 

approaches saturation. Amplitude distortion (AM/AM) and Phase distortion (AM/PM) conversion 

are given according to Equation (1)  

 

                                                                                  (1) 
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wherein Asat is the saturation output amplitude, Ain is the input amplitude, Aout is the output 

amplitude, and p controls the smoothness of the transition from a linear region to a saturation 

region. 

 
Figure 3: Rapp Model 

Figure 3 shows the Rapp model of the PA recommended in IEEE 802.11 [9], envelope of the 

input signal is measured using “Amplitude of Envelope” which is then passed on to “RAPP 

AM/AM Distortion” wherein input amplitude is clipped off according when it reaches saturation 

point and the phase of the input signal is unaltered.  

 
Figure 4: AM/AM response of Power Amplifier  

Figure 4 shows the AM/AM response of the Rapp model as described in equation (1). It is clear 

from the graph, as we increase the linear gain of the transmit amplifier will leads to reduction in 

clipping of the input signal. For e.g., a 10 dB linear gain TX amplifier does not clip off the input 

amplitudes between -5 dBm and +5 dBm and it clips off of any inputs amplitude which does not 

fall in these range.  
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4. SIMULATION SETUP 

 

The PSSS system level model which includes the PSSS transmitter, PSSS receiver, 

synchronisation, and channel equalizations is described in our paper [4]. Figure 5 shows 

simulation model used in the experiments. The data bits are modulated by PSSS modulator and 

followed by a “Rapp Model” which introduces clipping in amplitude caused due to non-linear 

PA. Then, data is passed through an AWGN channel and finally demodulated by PSSS 

demodulator which evaluates for BER. 

 

 
Figure 5:  System Simulation Model 

 

The signal processing of the transmitter-model (as in Figure 2) generates parallel streams of data 

that are encoded using m-sequences of length of 15 (PN sequences). The parallel streams were 

summed up subsequently to obtain a ‘multi-level PSSS signal’. In Figure 6, the x-axis represents 

the different discrete amplitude values at the output of “PSSS Modulator” (as in Figure 5) and Y-

axis shows of the number of occurrence of these amplitudes for all input combinations of data 

bits. From the distribution it becomes obvious that most information (90%) in the encoded signal 

is present in the lower amplitudes of ‘multi-level PSSS Signal’ and the encoded information 

content goes down (10%) as we move to higher amplitudes ‘multi-level PSSS Signal’. We have 

to investigate how much clipping we can perform (i.e. how much non-linearity induced by PA 

can PSSS modulated system can tolerate) on this ‘multi-level PSSS Signal’ and still be able to 

recover the transmitted data at the receiver. 

 
Figure 6: Bar graph depicting different levels amplitudes and their occurrence frequency 
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4. RESULTS 

 

PSSS system was modulated with a chip rate of 20 Gcps and spectral efficiency of 1 bit/s/Hz. As 

shown in the Figure 7, to achieve BER of 1e^-4 we need SNR 14.5 dB with PA having linear gain 

of 2 dB (PA characteristics as shown in Figure 4) whereas the required SNR drops down to 12 dB 

with PA having linear gain of 10 dB. Thus, with less SNR we can achieve same BER (1e^-4) 

using high linear gain transmit amplifier.  

 

One more important point is, even if we have very poor PA with linear gain of 2dB (PA 

characteristics as shown in Figure 4), PSSS demodulator is still able to recover the signal at the 

cost of increased SNR. For e.g., with 2 dB linear gain of PA, we could achieve BER of 1e^-4 

while SNR increases to 14.5 dB. Thus, PSSS modulation/demodulation can tolerate the clipping 

caused by the PA. 

 
 

Figure 7: BER vs SNR for PSSS modulated signal with chip rate of 20 Gcps with different linear gains of 

the Transmit Power Amplifier 

5. CONCLUSIONS 

 

We have shown that PSSS modulated baseband system can accept the non-linear impairments 

like clipping caused by PA and be still able to recover the transmitted signal. This shows the high 

robustness PSSS modulation and its inherent ability to correct these errors induced by performing 

adaptive channel equalisation [4, 5] at the receiver. In our simulations, we were able to transmit 

the signal with a PA having linear gain of 2 dB and achieve BER 1e^-4. PSSS modulation is best 

suited to achieve high data rates due its inherent error tolerating properties. 
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ABSTRACT 

 
In this paper, we thoroughly investigate correlations of eigenvector centrality to five centrality 

measures, including degree centrality, betweenness centrality, clustering coefficient centrality, 

closeness centrality, and farness centrality, of various types of network (random network, small-

world network, and real-world network). For each network, we compute those six centrality 

measures, from which the correlation coefficient is determined. Our analysis suggests that the 

degree centrality and the eigenvector centrality are highly correlated, regardless of the type of 

network. Furthermore, the eigenvector centrality also highly correlates to betweenness on 

random and real-world networks. However, it is inconsistent on small-world network, probably 

owing to its power-law distribution. Finally, it is also revealed that eigenvector centrality is 

distinct from clustering coefficient centrality, closeness centrality and farness centrality in all 

tested occasions. The findings in this paper could lead us to further correlation analysis on 

multiple centrality measures in the near future.  

 

KEYWORDS 

 

Eigenvector Centrality, Correlation Coefficient, Random Network, Small-world Network, Real-

world Network  

 

 

1. INTRODUCTION 

 
Over the past few decades, eigenvector, proposed by Bonacich in 1972 [1-2] is regarded as one of 

the most popular centrality measures. The general assumption of eigenvector centrality (EVC) is 

that each node's centrality in a graph is the sum of the centrality values of its neighbors [3]. It 

considers not only its own degree, but also the degree of the nodes that it is connected to. The 

nodes are eventually drawn with a radius, also referred as spectral radius [13], proportional to 

their centrality. Owing to the fact that it is superior to degree centrality intrinsically, EVC has 

been widely applied to the analysis of social network relations [4-6]. 
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One often asked question raises along with the application of EVC: how is the EVC correlated to 

other  centrality  measures?  It  is critical  to  unveil the underlying relationship between EVC and  

other measures [7]. With this effort, we could reduce the potential redundancy in analyzing 

network relations with multiple similar centrality measures. It is also interesting to see the 

importance of EVC if it is highly unrelated to other measures.  Recent literature has shown a high 

correlation between EVC and degree centrality with an average correlation of 0.92 on 58 

networks [7]. The correlation between EVC and maximum clique size has also been examined 

[8]. Some others have also investigated on eigenvector centrality and it continues to be analyzed 

and developed [9-10]. However, there is still lack of thorough comparison of EVC to other 

measures on multiple types of networks. 

 

The first part of this paper briefly illustrates how eigenvector centrality is calculated. The second 

part shows the results with specific comparison between EVC and other centrality measures in 

random network, small-world network, and multiple real-world networks. 

 

2. EIGENVECTOR CENTRALITY CALCULATION 

 
Adjacency matrix is used to solve the problem of eigenvector centrality measure. On the basis of 

the work done by Bonacich (1972) [1-2], the centrality of node i follows the form below: 

∑
=

=

n

j

jiji cRc
1

λ  

where R is an adjacency matrix, and λ is a constant to make the equation with a nonzero solution. 

The centrality ci of a node i is thus expressed as positive multiple of the sum of adjacent 

centralities. In matrix notation, we then have: Rcc =λ , where c is an eigenvector of R, and λ is 

its associated eigenvalue. The solution to above equations is already well-known and shown in 

Figure 1. 

 
 

Figure 1. Illustration of the Computation of Eigenvector Centrality (EVC): Nodes 3 and 4 have the Highest 

EVC Value 
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3. ANALYSIS OF CORRELATION BETWEEN EVC AND OTHER 

MEASURES 
 

3.1. Correlation Coefficient Calculation   
 

Correlation coefficient was computed on five centrality measures over EVC on each network to 

estimate their correlation [10]. The correlation coefficient is a measure of linear correlation 

between different pairs of data. For instance, with a data pair of (x, y), we can compute its 

correlation coefficient Rx, y as: 

 

yx

n

i ii

yx
n

yyxx
R

σσ

∑ =
−−

= 1
,

))((
 

 

where x  and y are the mean of the measurements of a centrality measure x and y respectively. 

The values xσ  and yσ are the standard deviation of a centrality measure x and y respectively. The 

value of Rx, y ranges from -1 to 1. The absolute value close to 1 is regarded as highly correlated, 

and 0 is regarded as independent. 

 

3.2. Analysis on Random Network   

 
Random networks were simulated to investigate the centrality measures including EVC, degree 

centrality (DEG), betwenness centrality (BWC), clustering coefficient centrality (CCC), farness 

centrality (FRC), and closeness centrality (CLC). In this section, networks with 100 nodes were 

generated. In addition, the probability of linkage between nodes from 0.05 to 0.9 is also involved 

to evaluate abovementioned centrality measures. The probability of linkage is increased from 

0.05 to 0.1 by 0.01; from 0.1 to 0.9 by 0.1. Representative random networks are shown in Figure 

2 with a ranking factor of EVC. Correlation between EVC and other four measures, including 

DEG, BWC, CCC, FRC, and CLC, was then determined. Average correlation coefficient value 

was calculated based on 100 trials. 

 
As shown in Figure 3, EVC is highly correlated to BWC and DEG. Our data suggests a strong 

correlation between EVC and DEG, ranging from 0.8754 to 0.9995. The result is similar to the 

paper from Valente et al (2008) [7], which also suggested a high correlation between EVC and 

DEG. Additionally, there also exists a strong correlation between EVC and BWC, ranging from 

0.7605 to 0.9661. Notably, it is rarely papered on such high correlation between EVC and BWC. 

Although there is a strong correlation between EVC, BWC and DEG, it is not the same case for 

CCC, CLC and FRC. It clearly shows an extremely low correlation between EVC and other three 

measures, with an absolute value smaller than 0.01. The result is consistent over all tested 

probability of linkage value. 
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Figure 2. Simulation of Random Networks with Varying Probability of Linkage: Ranking is based on 

Eigenvector Centrality 

 

 
 

Figure 3. Correlation Coefficient between EVC and other Four Measures, including DEG, BWC, CCC, 

FRC, and CLC, on Random Networks with various Probability of Linkage 
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Figure 4. Simulation of Small-World Networks with various Probability of Rewiring. Ranking Factor is 

Eigenvector Centrality 

 

3.3. Analysis on Small-World Network 

 
Moreover, we also investigated on small-world networks evolved from regular network. Similar 

to random network simulation, 100 nodes with a k-regular value (initial number of links per node) 

of 10 are set for small-world network simulation. In this section, the probability of rewiring was 

from 0.01 to 0.09 with increment of 0.01; and from 0.1 to 0.9 with increment of 0.1. 

Representative random networks are shown in Figure 4 with a ranking factor of EVC. Correlation 

between EVC and other four measures, including DEG, BWC, CCC, FRC, and CLC, was then 

determined. Average correlation coefficient value was calculated based on 100 trials. 

 

On small-world networks, there still presents a strong correlation between DEG and EVC. The 

correlation coefficient was larger than 0.71 when the probability of rewiring reaches 0.1. On our 

previous paper, a transformation between small-world network and random network was revealed 

[11]. It was found that simulated network from a regular network would be small-world network 

when the probability of rewiring is from 0.01 to 0.1; however, it changes to random network 

when the probability of rewiring is between 0.1 and 1.0 [13]. On the basis of this fact, the high 



14 Computer Science & Information Technology (CS & IT) 

 

correlation between DEG and EVC with a probability of rewiring value of 0.1 to 0.9 in Figure 5 

can be explained and is in agreement with Figure 3. However, the correlation between EVC and 

BWC is not consistent on small-world network. Overall, it is relatively low in terms of correlation 

between EVC and BWC with a value less than 0.1 when probability of rewiring reaches 0.5. It is 

noted that there is a clear consistency on the low correlation between EVC and other three 

measures, including CCC, CLC and FRC, which is similar to random network. 

 

 
Figure 5. Correlation Coefficient between EVC and other Four Measures, including DEG, BWC, CCC, 

FRC, and CLC, on Small-World Networks with various Probability of Rewiring 

 

3.4. Analysis on Real-World Network   

Finally, multiple real-world networks are involved in our analysis for further investigation. 

Analysis on real-world networks is crucial to understanding how EVC relates to other measures 

in real world. Here we selected nine real-world networks (see Figure 6), including dolphins social 

network (Dolphins) [14], WordAdj Adjacency network of common adjectives and nouns in the 

novel David Copperfield by Charles Dickens (WordAdj) [15], Celegensmetabolic Network 

representing the metabolic network of C. elegans (Celegm), Celegensneural Network representing 

the neural network of C. elegans (Celegn) [16], American football games network between 

Division IA colleges during regular season Fall 2000 (Football) [17], Karate Social network of 

friendships between 34 members of a karate club at a US university in the 1970 (Karate) [18], 

LesMis Coappearance network of characters in the novel Les Miserables (LesMis) [19], US 

Airports network (AirNet) [20], and political books network (BookNet) [21]. Average correlation 

between EVC and other four measures, including DEG, BWC, CCC, FRC, and CLC, was 

determined on 100 trials. 
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Figure 6. Real-World Networks Distribution with Ranking Factor of Eigenvector Centrality 

 

 

Figure 7. Correlation Coefficient between EVC and other Four Measures, including DEG, BWC, CCC, 

FRC, and CLC, on Real-World Networks 
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Similar to random and small-world network, the correlation of EVC to CCC, CLC, and FRC is 

close to zero. This result supports our previous statement that EVC is independent from CCC, 

CLC and FRC on any tested network. It is noticed that EVC is highly correlated to DEG with a 

correlation coefficient over 0.66. In particular, the correlation coefficient is over 0.91 on four 

real-world networks out of nine, including WordAdj, Celegm, Karate, and AirNet; it is over 0.71 

on eight real-world networks out of nine. Furthermore, similar to small-world network, the 

correlation between EVC and BWC is not consistent on all real-world networks. Data shows a 

high correlation on Celegm, Celegn, and Karate networks with a value over 0.72; however it also 

presents a low correlation on Dophins and Football networks with a value less than 0.3. 

Intriguingly, we find that the ones with low correlation coefficient are not directed (Dophins and 

Football); however, all directed networks shows a high correlation between EVC and BWC. This 

suggestion is also supported by Valente et al (2008) [7]. 

 

3.5. Overall Discussion   

Our data suggest that EVC is highly correlated to DEG, probably owing to the fact that both 

measures are symmetric. We also find relatively strong but varied correlation between EVC and 

BWC on random network and real-world networks. The high correlation between EVC and DEG 

revealed on all tested networks would suggest redundancy over EVC to DEG. In addition, there 

could also be a redundancy over EVC to BWC on undirected networks. However, the inconsistent 

result of the correlation between EVC and BWC on small-world network could be due to its 

intrinsic power-law distribution [12], differ from those of the regular and random networks [10]. 

It is also found that the BWC follows a power-law distribution [10]. Thus, the inconsistency 

could be well explained. Lastly, the analysis on the correlation of EVC to CCC, CLC and FRC 

indicates that they are distinct to EVC. 

 

4. CONCLUSIONS 

 
In this paper, in order to investigate correlations of EVC to other five measures, we applied 

correlation coefficient analysis on various types of networks, including random network, small-

world network, as well as multiple real-world networks. We found that EVC was strongly 

correlated with DEG, and the correlation was robust in the sense that the extent of correlation was 

little affected by the types of the network, particularly directed network. The finding on the 

correlation between EVC and BWC suggests they are independent on a network with power-law 

distribution. With all tested networks, EVC is independent from CCC, CLC and FRC. This 

finding has not been papered so far and could be helpful in understanding different characteristics 

of networks. All findings in this paper can be used to guide our future research on correlation 

analysis among centrality measures on various networks. 
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ABSTRACT 

 

Floating point division, even though being an infrequent operation in the traditional sense, is 

indis-pensable when it comes to a range of non-traditional applications such as K-Means 

Clustering and QR Decomposition just to name a few. In such applications, hardware support 

for floating point division would boost the performance of the entire system. In this paper, we 

present a novel architecture for a floating point division unit based on the Taylor-series 

expansion algorithm. We show that the Iterative Logarithmic Multiplier is very well suited to be 

used as a part of this architecture. We propose an implementation of the powering unit that can 

calculate an odd power and an even power of a number simultaneously, meanwhile having little 

hardware overhead when compared to the Iterative Logarithmic Multiplier. 

 

KEYWORDS 

 

Floating point division, Iterative Logarithmic Multiplier, Taylor-series   

 

 

1. INTRODUCTION 

 
Approximation methods such as Newton-Raphson and Taylor-series can be used to approximate 

functions where direct computation of these functions is either computationally very expensive or 

not possible. The Taylor-series expansion is an approximation method that generates a high order 

polynomial approximation of a function at some value in its domain. The idea is simple; given 

that a function and its first  derivatives are continuous at some point in its domain, the function 

can be approximated by a polynomial of degree  at that point. The higher the order of this 

polynomial, the better is the approximation. Following on this idea, the reciprocal of a number 

can be approximated as a very simple Taylor-series polynomial, and thus the problem of division 

of one number by another is essentially reduced to multiplication of one number and the Taylor-
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series polynomial of the other [6]. Calculating the terms of the Taylor-series polynomial that 

approximates the reciprocal of a number  involves calculating the powers of  itself 

 where calculating each higher power generates a better approximation. 

 

Naturally, there is a need of a multiplier unit to calculate these powers, and the performance of 

the floating point division unit then depends almost solely on the performance of the multiplier 

unit. There are many popular multiplier architectures in use today [3]. The Iterative Logarithmic 

Multiplier is one such multiplier architecture [12]. What makes it an attractive choice is that it is 

highly programmable. The accuracy of the product generated by this multiplier can be precisely 

controlled, which comes in very handy when one does not need full precision multiplication, like 

in the case of digital signal processing. 

 

But perhaps what is even more important is that because of its inherent nature, its implementation 

is very hardware efficient when it comes to computation of squares. This is because the 

mathematical description of the Iterative Logarithmic Multiplier is quite simplified when 

multiplying a number with itself, as when compared to multiplying two different numbers. 

Because every even power of a number  can be represented as a square of a smaller power 

of the number  every alternate power of  is representable as a square of some other 

number. Hence, the Iterative Logarithmic Multiplier is a very suitable candidate when choosing a 

multiplier architecture for calculating the terms of the Taylor-series polynomial approximation of 

a reciprocal. 

 

In this paper, we present an architecture for a floating point division unit based on the Iterative 

Logarithmic Multiplication algorithm, and the Taylor-series expansion algorithm. The proposed 

architecture is designed to be hardware efficient, as is the requirement when designing 

architectures for high speed computational units. We start by describing the Taylor-series 

expansion algorithm in section II, and analyse the approximation errors generated when using this 

approach. We then introduce the methodology for calculating the reciprocal of a number using 

the Taylor-series approach, and derive a quantitative measure of the generated error. Since the 

approach above requires an initial approximation of the reciprocal, in section III, we start by 

describing and analysing linear approximation as a possible approach. We then build on this to 

present the piecewise linear approximation based approach that we have employed in our 

implementation of the floating point division unit. In section IV, we describe the Iterative 

Logarithmic Multiplier as proposed by Babic ́ , Avramovic ́ and Bulic ́ [12], followed by the 

discussion and implementation of the proposed squaring unit in section V. Finally, we present the 

architecture for the proposed powering unit in section VI, and discuss its implementation and 

features. 

 

2. TAYLOR-SERIES EXPANSION ALGORITHM 
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3. INITIAL APPROXIMATION 
 

As stated in the previous section, we need an initial approximation of the inverse of a number, in 

order to calculate a more precise approximation using the Taylor-series expansion algorithm, and 

according to equation (7), the number of iterations required to obtain an approximation with a 

desired precision depends on the initial approximation. So, it is very important to select an 

appropriate method for finding an initial approximation. There are different kinds of methods [5] 

based on linear approximation, direct lookup tables [7] [8] [11], table lookup followed by 

multiplication [4] and polynomial approximations [9]. In our implementation, we choose a 

different approach. We employ a piecewise linear approximation for generating the initial 

approximation, and we show that one can obtain any desired amount of precision using this 

method, without much increase in complexity. 

 

 
 
Figure 1: Plot showing the actual and linear                          Figure 2: Plot showing the values of 

               approximation values of  x
-1

,                                                  m for x in the range [1,2] 

               for a = 1 and b = 2 
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Figure 3: Piecewise linear approximation of x
-1

 for x in the range [1,2], derived for n = 5 

 

Table I: Piecewise Linear approximation segments 

 

 
 

4. ITERATIVE LOGARITHMIC MULTIPLIER 
 

Logarithmic Number System (LNS) based multipliers are a good choice when there is a 

possibility of trading accuracy for speed (such as in Digital Signal Processing). The main 

advantage of LNS based multipliers is the substitution of multiplication with addition, which is a 

much simpler operation in terms of complexity. LNS multipliers can be divided into two 

categories [12], one based on methods that use lookup-tables, and the others based on Mitchell’s 

algorithm [10]. The major drawback with Mitchell’s algorithm is the error in the product due to 

the piecewise linear approximation of the logarithmic curve. The Iterative Logarithmic 

Multiplier, as the name suggests, proposes an iterative solution to computer this error term, and 

hence generate a better approximation to the product. 
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The binary representation of a number can be written as 

 

 
       Figure 4: Block diagram of an                                            Figure 5: Architecture of the 

                       Iterative Logarithmic Multiplier                                         proposed squaring unit 
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 5. SQUARING UNIT 
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6. POWERING UNIT 

 

 

 
Figure 6: Flow diagram indicating the operation                                         Figure 7: System implementation 

               of the powering unit for calculating 

               up to 12 powers of x 
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7. CONCLUSION 

 
In this paper, we propose and investigate a new architecture for a floating point division unit. We 

show that the Taylor-series expansion algorithm can be used to generate approximations for the 

reciprocal of a number up to an arbitrary precision, and analyse the errors for the same. We 

propose a new piecewise linear approximation based method to generate the first approximation 

required by the Taylor-series expansion algorithm, and present an extensive analysis. We then 

present the architecture for a squaring unit derived from the Iterative Logarithmic Multiplier, and 

argue that it requires less than 50% hardware, as compared to the Iterative Logarithmic 

Multiplier. Finally, we present a cumulative implementation of the powering unit, and discuss 

some of the enhancements made in order to further boost its performance. The complete system is 

illustrated in Figure 7. 

 

The performance of the system can be improved by pipelining the architecture for the Iterative 

Logarithmic Multiplier [12] and the squaring unit, but at the cost of increase in hardware 

utilization. 
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