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ABSTRACT 
 

Natural Language Processing is a sub-field of Artificial Intelligence that is used for analysing 

and representing human language automatically. Natural Language Processing has been 

employed in many applications, such as information retrieval, information processing, 

automated answer grading etc. Several approaches have been developed for understanding the 

meaning of text, commonly known as semantic analysis. Latent Semantic Analysis is a widely 

used corpus-based approach that evaluates similarity of text on the basis of semantic relations 

among words. Latent Semantic Analysis has been used successfully in different language 
systems for calculating the semantic similarity of texts. However, Latent Semantic Analysis 

ignores the structural composition of sentences and therefore this technique suffers from the 

syntactic blindness problem. Latent Semantic Analysis fails to distinguish between sentences 

that contain semantically similar words but have completely opposite meaning. Latent 

Semantic Analysis is also blind to the syntactic structure of a sentence and therefore cannot 

differentiate between sentences and lists of keywords. In such a situation, the comparison 

between a sentence and a list of keywords without any syntactic structure gets a high similarity 

score. In this research we propose an algorithmic extension to Latent Semantic Analysis which 

focuses on syntactic composition of a sentence to overcome Latent Semantic Analysis’s 

syntactic blindness problems. We tested our approach on sentence pairs containing similar 

words but having different meaning. Our results showed that our extension provides more 

realistic semantic similarity scores. 
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1. INTRODUCTION 
 
Natural Language Processing (NLP) is a sub-field of Artificial Intelligence concerned with the 

techniques of understanding and generating natural language by machines [1]. The goal of NLP 

is to achieve human-like language processing abilities. It is concerned with the interaction 
between computers and human languages. NLP tasks are broadly classified into two separate 

classes; Natural Language Understanding (NLU) and Natural Language Generation (NLG) [2]. 

NLU deals with the analysis of language for the purpose of producing a meaningful 
representation, while NLG deals with the construction of sentences from a given representation. 

NLU techniques have been used extensively in semantic search, information extraction, machine 

translation, text summarization and automated grading tasks. 

 
Semantic similarity scores are used to compute the similarity between different texts. Many NLP 

tasks require a set of texts to be compared with another. Simple string-based scoring fails in such 

complex scenarios because a word might have many synonyms that may be used 
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interchangeably throughout the text. To handle such variations a more robust processing 

technique needs to be used. Latent Semantic Analysis (LSA) is one such technique that allows to 
compute the semantic overlap between different pieces of text. The underlying concept of LSA 

is that the meaning of text is related to existence and non-existence of distinct words [3]. LSA 

considers that the words with similar meaning will occur in a similar context. LSA has been used 

successfully in diverse NLP applications [4,5,6]. Even though LSA provides robust results in 
different applications, it is still prone to errors due to certain shortcomings in its basic 

architecture. LSA is affected by the following inherent problems: 

 
1. LSA works on semantic relations between words and ignores the syntactic composition 

of sentences, which results in a high semantic similarity score between two sentences 

that might have a completely different meaning [7]. 

2. LSA does not consider the relationship between the subjects and objects during sentence 
comparison. For example, two sentences; “The boy stepped on a spider”, and “The 

spider stepped on a boy” are considered equivalent. LSA gives a 100% semantic 

similarity score for these sentences. However, it can be seen that these two sentences are 
totally opposite of each other in their meaning. 

3. LSA considers a list of words without having a proper sentence structure as a complete 

sentence [8]. For example, “boy spider stepped” is considered equivalent to above two 
sentences and LSA assigns a score of 100% whenever these sentences are compared.  

4. LSA cannot differentiate between two sentences that are semantically related to each 

other, but one has a negation in it. For example; “Christopher Columbus discovered 

America” and “Christopher Columbus did not discover America”.  Negation completely 
changes the meaning of these sentences, however LSA gives more than 90% semantic 

similarity score for above two sentences. 

 

2. EXTENDED LATENT SEMANTIC ANALYSIS (XLSA) 
 

2.1. xLSA Overview 
 

Latent Semantic Analysis has been successfully used as an Information Retrieval technique in 

both industrial and academic applications [15,16,17]. LSA uses a Bag-of-Words (BoW) model 

to generate a term-document matrix and then performs matrix decomposition using Singular 
Value Decomposition (SVD) which results in document and term vectors. Similarity measures 

such as cosine similarity are then applied to these vectors to evaluate the similarity of different 

documents. Since LSA relies on the existence and non-existence of terms in the documents and 
does not take into consideration the syntactic nature of these terms, semantic scores can be 

unpredictable in certain situations. To overcome this syntactic blindness of LSA, we propose an 

algorithmic extension which can be used with any LSA implementation to enhance the accuracy 
of the similarity results. Our approach adds syntactic information to the terms in the documents 

which is then used to complement the results of the LSA comparison. Each term is tagged with 

its corresponding Part-of-Speech tag and the Sentence Dependency Structure is used to highlight 

the role it plays in the context of the current sentence. This information is used to enhance the 
term matrix which is then used to compute the similarity scores. Figure 1 shows the algorithm 

for our approach.   

 

2.2. xLSA Method 
 
The proposed algorithm has been developed for English language and validated over a test set of 

sentences collected from different English language corpuses [9,10]. A sentence has one 

independent class that contains subject, verb and a complete thought. A complete thought must 

have a subject, a predicate and an optional object. Subject is “a person, thing or place that is 
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performing some action”. Verb is the “description of an action” by the subject. Whereas Object 

of a sentence is; “a noun or pronoun that can be affected by the action of a subject”. Sentences in 
English follow the Subject-Verb-Object (SVO) rule, where the verb shows the relationship 

between the subjects and objects in the sentences. xLSA uses Sentence Dependency Structure 

(SDS) and Part-of-Speech (POS) tags to identify the Subjects, Verbs and Objects in a sentence. 

This information is used to calculate the similarity between 2 sentences on the basis of matching 
the SVO structure. xLSA works in 2 phases; i) Pre-processing Phase and, ii) Evaluation Phase. 

The Pre-processing Phase decomposes the input sentences into atomic tokens and adds POS tags 

to each token. This phase also creates an SDS for the given sentences which is used in the 
Evaluation phase to determine structural similarity between the given sentences.  

 

 
Fig. 1.  xLSA Algorithm 

 

After decomposition, both sentences are compared on the basis of subject, verb and object 
[11,12]. Before comparison, stemming operation is applied on subjects, verbs and objects. 

Stemming reverts words to their base form for easy comparison between different inflections of 

words [7]. For example, base form of words “Processing” and “Processed” is “Process”. 

Stemming is applied to simplify the tracing of synonyms, i.e. both the words processing and 
processed are transformed to the base word process. This allows for quick search and 
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comparison without the need to check different forms of each word. After stemming xLSA 

performs a cross-comparison, i.e. it compares subject of first sentence with subject of second 
sentence, verb of first sentence with verb of second sentence and object of first sentence with 

object of second sentence. If first sentence has an object and the second sentence does not have 

an object than similarity score of objects is set to 0. For computing similarity of subject, verb 

and object it is necessary that they exist in both sentences, if they only exist in one sentence than 
their similarity score by default is set to 0. To compute the similarity we used the UMBC STS 

(Semantic Textual Similarity) Service API [18], which has been trained on the Stanford 

WebBase corpus. UMBC STS uses a hybrid approach by combining distributional similarity and 
LSA to compute word similarity. The UMBC service was evaluated on different words to 

determine the upper and lower bounds of acceptance thresholds. Similarity scores of < 0.4 (40%) 

were observed for words that were completely different and had no semantic relation, whereas 

similarity scores of > 0.7 (70%) were seen for words that were semantically or contextually 
similar.  
 

If subject-to-subject similarity score of two sentences is less than minimum threshold (40%) and 

object-to-object similarity score of two sentences is also less than minimum threshold, then 

xLSA compares the subject of first sentence to object of second sentence and object of first 
sentence to subject of second sentence. If cross similarity score for both subject and object is 

greater than threshold (70%) and verb similarity score of two sentences is also greater than the 

threshold then xLSA sets inverse flag to ‘1’ for the pair of sentences. Figure 2 shows the 
execution flow of the proposed scheme. 

 

 

Fig. 2.  xLSA Execution Flow 
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xLSA similarity score is calculated on the basis of subject, verb and object similarity score by 
using average method [13]. xLSA similarity score provides measures of semantic and syntactical 

similarity of both sentences. The scores are averaged with respect to the number of subjects, 

objects and verbs that exist in the sentences. Negative sentence states that concept is not true or 

incorrect. A negative adverb is used in order to deny the validity of a sentence. In order to claim 
that concept in the sentence is not true, a negation word ‘not’ is often added after first auxiliary 

verb in a positive sentence. xLSA finds negation in sentences that are semantically related. If the 

similarity score is greater than maximum threshold and inverse flag is 0, then xLSA checks 
negation in both sentences. POS tagger tags negative words with RB tag so xLSA finds RB tag 

in the sentence and checks corresponding value of that tag. If one of the sentences has negation 

then xLSA sets negation flag to 1. Negation flag is set to 0 when both sentences have negation or 

neither have negation in them. 

 

3. RESULTS 
 

Due to the subtle ambiguities in natural language, the results of LSA can be unpredictable as 

sentences that have a completely different meaning might be given a high similarity score under 
LSA. To evaluate our approach we used xLSA (with syntactic enhancements) and standard LSA 

(without syntactic enhancements) on the same set of sentences. The results showed that xLSA 

handles sentences which have similar words but different meaning more efficiently than standard 

LSA. Figure 3 shows the comparison between LSA and xLSA on sentences from the test set.  

 
Figure 3. Standard LSA & xLSA scores on the test sentences 

 

LSA gives a 100% semantic similarity score to all the sentences which have similar words 
irrespective of the effect they have on the meaning of a sentence. xLSA has been designed to 

calculate the semantic similarity between sentences not only on the basis of the similar words, 

but it also considers the syntactic structure of the sentences and the positioning of words in the 
sentences. This allows xLSA to distinguish between sentences that are semantically related on 

the surface level based on the words they contain but convey a completely different meaning. 

Table 1 shows some example sentences which contain same words but their meanings are quite 
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different. Standard LSA gives a 1 (100%) similarity score for all of these sentences whereas 

xLSA scores represent a much lower semantic similarity. 
 

LSA doesn’t consider the impact of negation on the meaning of a sentence, therefore it fails to 

identify when a sentence negates the other. Using xLSA, all the sentence pairs in the test dataset 

that contained at least one negation sentence were identified successfully. This means that two 
sentences might have a high semantic relatedness score, since they have common words, 

however, if one of the sentences, negates the other, then the semantic similarity between such 

sentences should be adjusted to highlight this fact.  
 

Table 1. Inverse Sentences Similarity scores 

 

Sentence Pair LSA Score xLSA Score 

the earth must revolve around the sun. 
the sun must revolve around the earth. 

1 0.55 

koko was asked to choose a house or a tree. 
a house or a tree were asked to choose koko. 

1 0.34 

money cannot buy happiness. 

happiness cannot buy money. 
1 0.36 

the hard disk stores data. 

the data stores hard disk. 
1 0.42 

the cat climbs on a tree. 

the tree climbs on a cat 
1 0.44 

the dog bit a child. 

the child bit a dog. 
1 0.47 

tom is writing a letter and a book. 
letter and book are writing tom. 

1 0.33 

 

LSA doesn’t consider the syntactic structure of the sentence during comparison. This means that 

a complete sentence when matched with a list of words can yield a similarity score as high as 

100%. This might be counter-intuitive for applications that require proper sentences to be 
matched, e.g. automated answer grading systems. To overcome this, xLSA validates a proper 

syntactic structure to ensure that the input isn’t only a list of keywords.  

 

4. CONCLUSION 
 

Latent Semantic Analysis (LSA) is corpus-based approach that computes similarity of text with 
a corpus using algebraic technique. LSA is used in document classification, semantic search 

engines, automated short answers grading, and many more tasks. LSA-based evaluation 

possesses strong correlation with human grading results [14]. LSA considers the semantic 
relationship among words while it overlooks the structure of a sentence, which might cause a 

logically wrong answer to be treated as a correct answer. Syntax plays a key role in 

understanding the meaning of a sentence and traditional LSA is blinded to this. 
 

To mitigate LSA’s syntactical blindness problem, this research aimed to provide an extension to 

simple LSA (xLSA) – which focuses on syntactic composition as well as semantic relations of 

sentences. xLSA analyses sentences for the identification of proper sentence structure using 
Sentence Dependency Structures (SDS) and the positioning of Part-Of-Speech (POS) tags. If the 

sentences have proper structure then xLSA focuses on dependency structures of sentences and 
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decomposes each sentence into Subject, Verb and Object (SVO). The sentences are compared on 

the basis of the similarity scores between the SVOs. xLSA is capable of identifying inverse 
sentences on the basis of cross comparison of subjects and objects of two sentences. xLSA also 

identifies negation in a pair of sentences that are semantically related to each other but where 

one of the sentence negates the other. We have trained and tested xLSA with semantically 

similar sentences from two corpuses [9,10]. Even though the results of using xLSA on the test 
sentences are promising, we do understand that our findings are limited by the number and 

categories of sentences that was used in testing the system. We aim to address these limitations 

in our future work by increasing the types of sentences our system can handle. 
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