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#### Abstract

In this paper, we present VSMbM; a new metric for automatically generated text summaries evaluation. VSMbM is based on vector space modelling. It gives insights on to which extent retention and fidelity are met in the generated summaries. Two variants of the proposed metric, namely PCA-VSMbM and ISOMAP VSMbM, are tested and compared to Recall-Oriented Understudy for Gisting Evaluation (ROUGE): a standard metric used to evaluate automatically generated summaries. Conducted experiments on the Timeline 17 dataset show that VSMbM scores are highly correlated to the state-of-the-art Rouge scores.
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## 1. INTRODUCTION

### 1.1. Automatic Text Summarization

Automatic text summarization (ATS) is the process of creating a short, accurate, and fluent summary from a longer source text [1]. It has been a field of study for decades. [2] provides six reasons why we need ATS. Indeed; 1) Summaries reduce reading time, 2) they make the selection process easier when researching documents, 3) ATS improves the effectiveness of indexing, 4) ATS algorithms are less biased than human summarizers, 5) Personalized summaries are useful in question answering systems as they provide personalized information and 6) Using automatic or semi-automatic summarization systems enables commercial abstract services to increase the number of texts they are able to process. Note that automatically generated summaries should satisfy three criteria:

- Retention: It is a measure of how much the generated summary reports salient topics present in the original text.
- Fidelity: Does the summary accurately reflect the author's point of view?
- Coherence: To which extent, the generated extract is semantically meaningful?

There are mainly two subtasks of ATS [2]: 1) single text summarization: it uses only one source text to build the summary, 2) multi text summarization: it uses a bunch of source texts to create the final output. In both cases, evaluating the generated summaries is still a challenging research area.

In the next two section, we make a short state of the art of most relevant proposed protocols for automatically generated text summarization. Then, we present key features which make the originality of our work.

### 1.2. Related Work

Evaluating automatically generated summaries is not an effortless task. In the last two decades, significant advances have been made in this research field. Therefore, various evaluation measures have been proposed. SUMMAC [3], DUC (Document Understanding Conference) [4] and TAC (Text Analysis Conference) [5] are the main evaluation campaigns led since 1996. Note that the evaluation process can be led either in reference to some ideal models or without reference [6]. ROUGE (Recall-Oriented Understudy for Gisting Evaluation) is the most used metric for automatically generated abstracts evaluation. Summaries are compared to a reference or a set of references (human-produced summaries) [7]. Note that there are five variants of the ROUGE metric: 1) ROUGE-N [8]: it captures the overlap of N-grams between the system and reference summaries, 2) ROUGE-L [9]: it gives statistics about the Longest Common Subsequence (LCS), 3) ROUGE-W: a set of weighted LCS-based statistics that favors consecutive LCSes, 4) ROUGE-S [10]: a set of Skip-bigram (any pair of words in their sentence order) based co-occurrence statistics. COVERAGE is another metric which has been used in DUC evaluations. It gives an idea on to which extent peer summary conveys the same information as a model summary [11]. RESPONSIVENESS has also been used in focused-based summarization tasks of DUC and TAC evaluation campaigns [11]. It ranks summaries in a 5point scale indicating how well the summary satisfied a set of needed information criteria. The pyramid evaluation approach uses Summarization Content Units (SCUs) to calculate a bunch of weighted scores [12]. A summary containing units with higher weights will be affected a high pyramid score. A SCU has a higher weight if it appears frequently in human-generated summaries. Fresa is another metric [13]. It is the state-of-the-art technique for evaluating automatically generated summaries without using a set of human-produced reference summaries. It computes a variety of divergences among probability distributions. Recently, [14] proposed a new implementation of the ROUGE protocol without human-built model summaries. The new summary evaluation model (ASHuR) extracts most informative sentences of the original text based on a bunch of criteria: the frequency of concepts, the presence of cue-words, sentence length, etc. Then, the extracted set of sentences will be considered as the model summary. [15] gives an overview of challenging issues related to summary evaluation

### 1.3. Originality of our work

Most of the above described metrics only focus on the overlap of N -grams between the original text and the generated summary. In other words, they reflect the coverage ratio meanwhile they don't give insights on to which extent fidelity is met, i.e. if a long source text contains six concepts and a first summary focuses on the four last most important ones, it will be assigned a higher score than another summary focusing on the most important two concepts present in the original text. In this case retention is met. However, it is not the case for the fidelity criterion

In this paper we present a new vector space modelling-based metric for automatic text summaries evaluation. The proposed metric gives insights on to which extent both retention and fidelity are met. We assume that fidelity is met if we assign higher weights to text units related to most important concepts reported in the original text. The next section describes technical and mathematical details of the proposed metric. The third one describes conducted experiments and obtained results. Conclusion and future work are exposed in the fourth section.

## 2. VECTOR Space Modelling Based Metric (VSMbM) for automatically Generated Text Summaries Evaluation

From a computational point of view, the main idea is to project the original text onto a lower dimensional space that captures the essence of concepts present in it. Unitary vectors of the latter space are used to compute the two proposed $V S M b M$ metrics. Mathematical and implementation details of PCA-VSMbM and ISOMAP-VSMbM will be expanded in the coming two subsections.

### 2.1. The PCA-VSMbM

First, source text is segmented onto $m$ sentences. Then a dictionary of all nouns is constructed and filtered in order to remove all generic nouns. Text is then represented by an $m \times \mathrm{z}$ matrix, where $m$ is the number of segments and $z$ is the number of unique tokens. Next the conceptual space is being constructed. It will be used later to compute the $P C A-V S M b M$ metric.

### 2.1.1. Construction of the conceptual space

Each sentence $S_{i}$ is represented by a column vector $\zeta_{i}$. $\zeta_{i}$ is a vector of $Z$ components. Each component represents the $t f$-idf of a given word. Afterwards, mean concept vector $\tau$ is computed as follows:

$$
\begin{equation*}
\tau=\frac{1}{m} \sum_{i=1}^{m} \zeta_{i} \tag{1}
\end{equation*}
$$

Note that each $\zeta_{i}$ should be normalized to get rid of redundant information. This is performed by subtracting the mean concept:

$$
\begin{equation*}
\Theta_{i}=\zeta_{i}-\tau \tag{2}
\end{equation*}
$$

In the next step, the covariance matrix is computed as follows:

$$
\begin{equation*}
C=\frac{1}{m} \sum_{n=1}^{m} \Theta_{n} \Theta_{n}^{T}=A A^{T} \tag{3}
\end{equation*}
$$

Where $A=\left[\Theta_{1}, \ldots, \Theta_{m}\right]$. Note that $C$ in (3) is a $z \times z$ matrix and $A$ is a $z \times m$ matrix. Eigen concepts are the eigenvectors of the covariance matrix $C$. They are obtained by performing a singular value decomposition of $A$ :

$$
\begin{equation*}
A=U \cdot S \cdot V^{T} \tag{4}
\end{equation*}
$$

Where dimensions of matrix $U, S$ and $V$ are respectively $z \times z, z \times m$ and $m \times m$. Also, $U$ and $V$ are orthogonal $\left(U U^{T}=U^{T} U=I d_{z}\right.$ and $\left.V V^{T}=V^{T} V=I d_{m}\right)$. In addition to that;

- Columns of $V$ are eigenvectors of $A^{T} A$.
- Columns of $U$ are eigenvectors $A A^{T}$.
- Squares of singular values $s_{k}$ of $S$ are eigenvalues $\lambda_{k}$ of $A A^{T}$ and $A^{T} A$.

Note that $m<z$. So, eigenvalues $\lambda_{k}$ of $A A^{T}$ are equal to zero when $k>m$ and their associated eigenvectors are not necessary. So, matrix $U$ and $S$ can be truncated, and, dimensions of $U, S$ and $V$ in (4) become respectively $z \times m, m \times m$ and $m \times m$. Next, conceptual space is being constructed by $K$ eigenvectors associated to the highest $K$ eigenvalues:

$$
\begin{equation*}
\Xi_{k}=\left[U_{1}, U_{2}, \ldots, U_{k}\right] \tag{5}
\end{equation*}
$$

Each projected sentence onto the conceptual space is represented as a linear combination of $K$ eigenconcepts:

$$
\begin{equation*}
\Theta_{i}^{p r o j}=\sum_{k} C_{\Theta_{i}}(k) U_{k} \tag{6}
\end{equation*}
$$

Where $C_{\Theta_{i}}(k)=U_{k}^{T} \Theta_{i}$ is a vector providing coordinates of the projected sentence in the conceptual space.

### 2.1.2. Computation of the PCA-VSMbM score

The goal here is to find out to which extent selected sentences to be part of the generated summary are expressing the main concepts of the original text. Thus, each vector $\zeta_{i}$ representing a given sentence $S_{i}$ is normalized by subtracting the mean concept $\tau: \Theta_{q}=\zeta_{i}-\tau$. Then it is projected onto the newly constructed conceptual space:

$$
\begin{equation*}
\Theta_{q}^{p r o j}=\sum_{k} C_{\Theta_{q}}(k) U_{k} \tag{7}
\end{equation*}
$$

Next, the Euclidean distance between a given concept $q$ and any projected sentence is defined and computed as follows:

$$
\begin{equation*}
d_{i}\left(\Theta_{q}^{p r o j}\right)=\left\|\Theta_{q}^{p r o j}-\Theta_{i}^{p r o j}\right\| \tag{8}
\end{equation*}
$$

Next, Retention-Fidelity matrix is constructed as follows: First, we fix a window size $W$. In the bellow example, $W$ is set to 4 . The first line gives the index of the four sentences having the smallest distances to the vector encoding the first most important concept. The second line gives the same information related to the second most important concept. Also, the order of a given sentence in each window $W$ depends on its distance to a given concept. For instance, the first sentence is the best one to encode the first most important concept while the $8^{\text {th }}$ sentence is the last one to encode the same concept in a window of four sentences.
$c$
Concept importance

\[\)| 1 |
| :---: |
| 2 |
| 3 |
| 4 |
| 5 |\(\left(\begin{array}{cccc}1 \& 6 \& 9 \& 8 <br>

1 \& 22 \& 13 \& 11 <br>
10 \& 22 \& 6 \& 1 <br>
22 \& 2 \& 1 \& 11 <br>
9 \& 11 \& 2 \& 8\end{array}\right)
\]

Next, the Retention score of each sentence being projected in the conceptual space is defined as follows: it's equal to the number of times it occurs in a window of size $W$ when taking in consideration the most important $K$ concepts. The main intuition behind it, is that a given sentence having a height Retention sore should encode as much as possible the $K$ most important concepts expressed in the original text.

$$
\begin{equation*}
R_{k w}(s)=\frac{1}{k} \sum_{i=1}^{k} \alpha_{i} \tag{9}
\end{equation*}
$$

$\alpha_{i}=1$ if the sentence $S$ occurs in the $i^{\text {th }}$ window. If not, it is equal to zero.
Now, the $P C A-V S M b M$ score is defined as shown in the tenth equation as the averaged sum of the retention coefficients of summary sentences. Note that every retention coefficient is weighted according to the sentence's position in a given window of size $W$. The main intuition behind it is that, single units (sentences) of a given summary whose $P C A-V S M b M$ score is high should encode the most important concepts expressed in the original text. So, they should have minimal distances $d_{i}\left(\Theta_{q}^{p r o j}\right)=\left\|\Theta_{q}^{p r o j}-\Theta_{i}^{p r o j}\right\|$ in equation 8. In other words, the $P C A-V S M b M$ score gives insights on to which extent extracted sentences encode concepts present in the original text while taking in consideration the importance degree of each concept

$$
\begin{equation*}
\operatorname{PCAVSMbM}_{k w}(s)=\frac{1}{p} \frac{1}{k} \sum_{j=1}^{p} \sum_{i=1}^{k} \alpha_{i}\left[1+\frac{1-\psi_{i}}{w}\right] \tag{10}
\end{equation*}
$$

$p$ is the number of extracted sentences to construct the summary, $\alpha_{i}=1$ if a sentence $s$ occurs in the $i^{\text {th }}$ window. If not, it is equal to zero. $\psi_{i}$ is the rank of $s$ in the $i^{\text {th }}$ window.

### 2.2. The ISOMAP-VSMbM

In the $I S O M A P-V S M b M$, we rather use the geodesic distance. The ISOMAP-VSMbM approach consists in constructing a k-nearest neighbor graph on $n$ data points each one representing a sentence in the original space. Then, we compute the shortest path between all points as an estimation of geodesic distance $D^{G}$. Finally, we compute the decomposition $K$ in order to construct $\Xi_{k}$ previously defined in equation 5 where:

$$
\begin{equation*}
K=\frac{1}{2} H D^{G} H \tag{11}
\end{equation*}
$$

$H$ is acentering matrix; $H=\operatorname{Id} \frac{1}{n} e e^{T}$ and $e=[1,1, \ldots, 1]^{T}$. T is an $n \times 1$ matrix. Note that the decomposition of $K$ is not always possible in the sense that there is no guarantee that $K$ is a
positive semidefinite matrix. We deal with this case by finding out the closest positive semidefinite matrix to $K$. Then we decompose it. Next we proceed the same way we proceeded previously with $P C A-V S M b M$. ISOMAP-VSMbM is defined as $P C A-V S M b M$ in equation 10.

## 3. EXPERIMENTS AND RESULTS

### 3.1. Dataset

The Timeline 17 dataset is used for experiments [16]. It consists of 17 manually created timelines and their associated news articles. They mainly belong to 9 broad topics: BP Oil Spill, Michael Jackson Death (Dr. Murray Trial), Haiti Earthquake, H1N1 (Influenza), Financial Crisis, Syrian Crisis, Libyan War, Iraq War, Egyptian Protest. Original articles belong to news agencies, such as BBC, Guardian, CNN, Fox news, NBC News, etc. The contents of these news are in plain text file format and noise filtered.

### 3.2. Results and discussion

In order to evaluate the proposed metric, we compute the Pearson's correlation between VSMbM and ROUGE (Recall-Oriented Understudy for Gisting Evaluation) sores. Note that Pearson's correlation coefficient measures the statistical correlation, between two signals. Thus, we assume that all the computed scores with a given evaluation approach constitute a signal. Then, we compare obtained averaged Rouge- 1 and PCA/ISOMAP-VSMbM scores when using both humanmade and automatically generated summaries [17] [18]. Results of the described above experiments are reported in Table 1 and Table 2.

Table 1: Pearson's correlation between $V S M b M$ and ROUGE scores.

|  | ROUGE-1 | ROUGE-2 | ROUGE-S |
| :---: | :---: | :---: | :---: |
| PCA-VSMbM | 0.79 | 0.88 | 0.89 |
| ISOMAP-VSMbM | 0.81 | 0.89 | 0.91 |

Table 2: Average ROUGE-1, ISOMAP-VSMbM and $P C A-V S M b M$ scores when using handmade summaries and automatically made ones by MEAD and ETS summarizers.

|  | MEAD | ETS | Human ms |
| :---: | :---: | :---: | :---: |
| ROUGE-1 | 0.207 | 0.206 | 0.211 |
| ISOMAP-VSMbM | 0.204 | 0.205 | 0.205 |
| PCA-VSMbM | 0.189 | 0.201 | 0.203 |

Obtained results in Table 1 show that the $V S M b M$ scores are highly positively correlated to the ROUGE scores. Indeed, the proposed metric can give a high score when the ROUGE protocol for summary evaluation does. It gives a low score in the inverse case. Also, the ISOMAP-VSMbM outperforms $P C A-V S M b M$. Indeed, when using the $P C A-V S M b M$, we assume that we are dealing with a linear dimensional reduction problem (which is not totally true regarding the high dimensionality) and we use Euclidian distance. Meanwhile, with the ISOMAP-VSMbM, we use the geodesic distance since we assume that we are dealing with a nonlinear dimensionality reduction problem. Results of Table 2 lead to the same conclusions when using both humanmade and automatically generated summaries. Note that, the $V S M b M$ protocol do not only check
whether the generated summary reports salient topics present in the original text or not. It also gives insights on to which extent fidelity is met by focusing on the most important ones.

## 4. CONCLUSION AND FUTURE Work

In this paper, we presented a new metric for automatically generated text summaries evaluation. The proposed metric is based on vector space modelling. It gives insights on to which extent retention and fidelity are met. Conducted experiments on the Timeline 17 dataset show that scores of the proposed metric are highly positively correlated to those produced by ROUGE: the standard metric for ATS evaluation. To deal with the decomposition problem of $K$ in equation 11, we are currently implementing a Locally Linear Embedding version of our VSMbM metric (LLE$V S M b M)$. Next, we will test our metric with bigger size and multilingual corpora, and we will compare its performance to more ATS evaluation metrics.
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