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ABSTRACT

After analyzing the research status and existing problems of multi-view video coding and bit rate control, we found that in addition to achieving higher coding efficiency, scalability characteristics, and quality consistency, reasonable bit rate control is urgent What needs further research. The paper proposes a multi-view video coding rate control algorithm based on the quadratic rate distortion (RD) model is presented. There are already many rate control algorithms. However, the testing work is very important, and different sequences need to be tested to effectively judge the effectiveness of the algorithm. Experimental simulation results show that the algorithm can effectively control the bit rate of multi-view video coding, while maintaining efficient coding efficiency, compared with the current MVC using JVT with fixed quantization parameters.
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1. INTRODUCTION

From the perspective of information theory, video compression is to remove the redundancy in video information, that is, to retain uncertain information and remove certain information. Video coding is an important part of digital video processing. Its main purpose is to represent video information with as few bits as possible while ensuring a certain reconstructed image quality. In video compression coding, how to effectively remove information redundancy is the main research issue. After decades of development, there have been many methods to eliminate information redundancy.

Although MVC is the extension of JM (Joint Model) of H.264, it has more picture types and estimation methods for disparity and motion vectors. Differing from the motion estimation, disparity estimation makes the H.264 rate control strategy incompatible. However, current most rate control algorithms concentrate on 2D video which are not suit for multi-view video coding(2–4). New MVC rate control strategy should allocate the appropriate bits temporally to avoid the overflow of buffer while it should also allocate bits between inter views to keep the quality of each view totally equal.
There are already many rate control algorithms (5-11). However, the testing work is still very heavy, and different sequences need to be tested to effectively judge the effectiveness of the algorithm. This reduces the change in lighting and ensures that in the left and right images, the same image block of the same object has the same gray value. However, in practical applications, the geometric characteristics of parallel optical axes cannot be accurately realized. In practical applications, since the left and right cameras cannot be exactly the same, two important deviations occur. First of all, it is difficult to ensure that the bottom edges of the imaging areas of the two cameras are collinear, or even accurate to within one pixel. Second, after digitization, the variance and mean of the pixel gray levels of the left and right images cannot be completely equal. Both of these points can be accomplished with a technique called camera calibration. Because of the fact that multi-view video has three or more views and more complicated bit allocation and rate control strategies are needed for it, it is not reasonable to continuously adopt rate control model for stereoscopic video coding with two views to multi-view video. The MVC rate control algorithms are being preliminarily developed recently and most of the researchers have just studied the binocular stereo video. The stereo vision imaging system theoretically requires two cameras to have identical optical characteristics.

2. STRUCTURE OF RATE CONTROL

Multi-view video is a technique in which an object or a scene is recorded using several synchronous cameras from different positions, disparity-compensated prediction together with motion-compensated prediction are exploited to reduce all kinds of redundancy. Using the JVT MVC encoder, our rate control algorithm has 4 layers, GGOP (the group of group of pictures), GOP, Frame and Basic-Unit. GOP, Frame and Basic-Unit are conformable to JVT-G012. $GOP_k$ is the kth view in a GGOP and there are $N_{\text{view}}$ GOP in a GGOP if let $N_{\text{view}}$ denote the number of views.

3. RATE CONTROL ALGORITHM FOR MVC

Our algorithm adopts the fluid-flow traffic model, HRD (hypothetical reference decoder) and linear prediction model of MAD (the mean absolute difference). The main procedures of the test algorithm are described as follows:

This section also uses the previous algorithm. In terms of frame level rate control of JVT-G012, the target bit rate for each frame is determined according to the target buffer level, the predefined frame rate, the available channel bandwidth, the actual buffer occupancy and the remaining bits, in which residual energy is not considered, as a result, the above scheme generally occurs skipped frame and quality degradation. Lei proposed an optimal bit allocation scheme based on residual energy for coding frame as follows,

$$T(j) = \frac{MAD_j}{MAD_a} \cdot \left( T - \sum_{m=1}^{M} C_m \right) + C_j$$

where $T$ denotes total bit budget for $M$ frames, $C_j$ and $C_m$ denotes bit budget used for non-texture information of jth frame and mth frame, respectively, $MAD_j$ denotes mean absolute
difference for jth frame, $MAD_a$ denotes the average value of mean absolute difference for all frames. From formula (1), it is obvious that the more target bits should be assigned to those frames with larger $MAD$ and $C_j$ value. The proposed rate control scheme replaces $M$ with $N(i)$, then $T$ denotes bit number assigned for xth view, $T_{\text{GOP}}(i,n)=1,2,\ldots,N_{\text{view}}$.

In multi-view video coding, in order to determine coded block pattern for macro-block, quantization level should be given in advance, however, quantization level is determined before mode decision when no residual coefficients are generated needed for current frame, and residual energy used to implement target bit allocation for frame layer could not be obtained. To settle the problem, Shen\cite{12} proposed a method to predict current frame coding complexity on the basis of mean absolute difference for the previous frame, temporal activity for current frame and temporal activity for the previous frame. Frame difference between two adjacent frames is applied to define temporal activity for frames, temporal activity for jth frame is defined as follows:

$$FD(j) = \frac{1}{X \cdot Y} \cdot \sum_{x=0}^{X-1} \sum_{y=0}^{Y-1} |I_{j}(x,y) - I_{j-1}(x,y)|$$ \hspace{1cm} (2)

where $X$, $Y$ denotes the number of luminance samples in the horizontal direction and vertical direction, respectively, $x$ and $y$ denote indexes of luminance samples in the horizontal direction and vertical direction, respectively, $I_{j}(x,y)$ and $I_{j-1}(x,y)$ denote the luminance values of pixels in position $(x,y)$ in current frame and previous frame.

Based on target bit allocation technique illustrated in equation (2), target bit number allocated for (j-1)th frame is given by:

$$T'_{x}(j-1) = \left[ \frac{MAD_{j-1}}{MAD_a} \cdot \left( \frac{T_{\text{GOP}}(i,n)}{N(i)} - C_a \right) + C_{j-1} \right]$$ \hspace{1cm} (3)

where $MAD_{j-1}$ is mean absolute difference for jth frame, $MAD_a$ is the average value of mean absolute difference of all encoded frames for the current group of pictures, $C_a$ is the average value of non-texture information of all coded frames for the current group of pictures.

It is confirmed that those frames with larger temporal activity need more bits, and vice versa. Thus, we improve the target bit allocation method as illustrated in equation (4) in terms of mean absolute difference and temporal activity for previous frame, temporal activity for current frame, to predict current frame coding complexity. The target bits for current frame is computed as follows.
\[ T_j(j) = T_j(j-1) + \frac{\sum_{i=1}^{L} W(i) \cdot 2^n}{\sum_{i=1}^{L} \frac{FD(i) \cdot 2^2}{L-1} W(i) + \sum_{i=1}^{L} \gamma \cdot W_B(i) \cdot (2^n - 1)} + T_j + \psi \]  

(4)

where \( FD(j) \) and \( FD(j-1) \) represent temporal activity for \( j^{th} \) frame and \( (j-1)^{th} \) frame, respectively. \( \chi, \gamma \) and \( \psi \) are adjustment parameters, which are obtained through a large number of experiments.

After each frame been encoded, \( T_{GGOP}(sn_{i,j}) \) will be refreshed as follows:

\[ T_{GGOP}(sn_{i,j}) = T_{GGOP}(sn_{i,j-1}) - A(sn_{i,j-1}) \]  

(5)

where, \( A(sn_{i,j-1}) \) denotes the real number of bits of the \( (j-1)^{th} \) frame in the \( i^{th} \) GGOP.

3. Experiment Result

This article basically uses existing algorithms for testing. There are already many rate control algorithms. However, the testing work is still very heavy, and different sequences need to be tested to effectively judge the effectiveness of the algorithm. We carried out experiments using several sequences with different image properties, which include Akko& kayo, Rena, Vassar1, flameon2. The Flameco2’ sequence is obtained by resampling the Flameco2 sequence. The other sequences are similar.

![Figure 1 Experimental results](image-url)
Table 1 illustrates the coding results of the test rate control scheme, which demonstrates that the test scheme can efficiently control the bit rate with an average rate control error of 0.79%. We take note of that when the target bit rate is 512 kbps, the Flameco2 sequence has larger rate control error, which is due to that the disparity is larger and movement is intense so that results in large error in bit allocation and MAD prediction. In our experiment, both modeled scene and real scene are used for evaluate validity of the test method.

4. CONCLUSION AND FUTURE WORK

There is still not much work on MVC RC. After analyzing the disadvantages and character of MVC, we propose a MVC-RC algorithm based on the quadratic RD model after analyzing the
character of MVC. It maintains the constant quality by distributing bit rate among different views rationally based on correlation analysis. Experimental results show that the test algorithm can control the bit rate accurately. When a scene changes, an effective video scene detection method needs to be further considered to ensure that the algorithm can quickly and accurately detect the video scene. Scene change detection is an issue to be considered in the future.
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