RATE CONTROL BASED ON SIMILARITY ANALYSIS IN MULTI-VIEW VIDEO CODING
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ABSTRACT

As with previous single-view video coding, in order to promote the application of multi-view video coding, multi-view video coding also needs to study the appropriate rate control algorithm. Bit rate control has always been a difficult research topic in multi-view video coding. In multi-view video coding, there are 6 types of coded image, so the previous rate control algorithm for single-view video cannot be directly applied to multi-view video coding. The bit rate control is divided into a four-layer structure for bit rate control of multi-view video coding. Among them, the frame-layer code rate control considers the layer B frame and other factors to allocate the code rate, and the basic unit-layer code rate control uses different quantization parameters according to the content complexity of the macroblock. The average error between the actual bit rate and the target bit rate of the bit rate control algorithm can be controlled by 2.39%.
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1. INTRODUCTION

The main work of 3DAV in the early days was the analysis of 3DAV requirements, including the definition of 3DAV application scenarios, including panoramic video, multi-view video and interactive 3D video. Among them, the multi-view video is taken by multiple cameras from different angles. It contains multiple viewpoint images in the same scene, and the viewpoints are highly correlated. Therefore, in addition to usually using spatial-temporal redundancy to achieve coding purposes as in 2D video, it is more important to eliminate spatial prediction redundancy between different viewpoints. Multi-view video coding often requires more complex and efficient coding technology and higher compression efficiency than single-view video coding such as H.264 / AVC, MPEG-2, 3DTV / FTV (Three-dimensional television / Free-view television) will become the next-generation television technology after high-definition television (HDTV) [1-2]. But multi-view video coding (MVC) is still immature, and it is still a long way from the
application. The bit allocation and bit rate control of MVC, in particular, are key issues for transmission and applications.

In practical applications, bit rate control is one of the main key technologies. It is one of the most important technologies in video coding. Any video compression standard that leaves the bit rate control will be limited in its application. The previous video compression standards such as MPEG-2, MPEG-4, H.263, H.264, MVC, etc. have given a rate control model [3-6]. Compared with the previous video compression standards, the rate control of MVC The bit rate control is mainly to allocate a reasonable bit rate between the viewpoints to ensure the balance of the video quality between the viewpoints.

As with previous single-view video coding, in order to promote the application of multi-view video coding, multi-view video coding also needs to study the appropriate rate control algorithm. Bit rate control has always been a difficult research topic in multi-view video coding. In multi-view video coding, there are 6 types of coded image, so the previous rate control algorithm for single-view video cannot be directly applied to multi-view video coding. There have been many research results on bit rate control[7-9]. At present, the multi-view video coding rate control algorithm not only needs to reasonably allocate the bit rate in each frame in time to prevent buffer overflow, but also needs to allocate a reasonable bit rate between the viewpoints to ensure the balance of video quality between viewpoints. Therefore, an efficient multi-view video encoding rate control algorithm needs to be developed.

To this end, based on JMVC, a multi-view video rate control module is added in this article. The core of the algorithm is based on the analysis of the existing video bit rate control algorithms, according to the characteristics of multi-view video coding and the requirements of its bit rate control, to improve the traditional quadratic rate distortion model, and propose a multi-view video-oriented basic unit Layer rate control algorithm. Experimental simulation results show that compared with JMVC [10] which currently uses fixed quantization parameters, the algorithm in this paper can effectively control the bit rate of multi-view video coding while maintaining efficient coding efficiency.

2. MULTI-VIEW VIDEO CODING RATE CONTROL ALGORITHM

The rate control of single-view video coding is, in essence, the rate control of I and P frames, and the rate control of B frames is not performed. The QP value of B frames is simply based on the adjacent I frames and P The QP value of the frame or two adjacent P frames is determined. When the number of B frames between adjacent I frames and P frames or two adjacent P frames is large, the accuracy of the rate control will change. Very poor. For compatibility with H.264, the bit allocation and bit rate control proposed in this paper is based on the bit rate control algorithm of JVT-G012. The bit rate model adopts our previous research results [11]. The MVC code rate control algorithm is divided into four layers. Among them, GOP code rate control is mainly based on the correlation between viewpoints to allocate reasonable code rates among various views. Frame layer code rate control mainly considers the impact of hierarchical B frames Allocation code rate, basic unit layer code rate control uses different quantization parameters according to the content complexity of the macroblock. The main algorithm is as follows:
The I frame and the first $T_{(j)}$ frame of the first GOP in each GGOP, and the first P frame of other GOPs are coded with $Q_{B_0}$. There is no need to allocate target bits, and other B frames (or P frames) target allocate bits B is weighted by $T_r$ and $T_{buf}$,

$$T(j) = \beta \cdot T_r(j) + (1 - \beta) \cdot T_{buf}(j)$$  \hspace{1cm} (1)

Where $\beta$ is a fixed value, its typical value is 0.5 when there are no B frames, and 0.9 when there are B frames; where the allocation of $T_{buf}$ for the current frame depends on the current target buffer overflow degree $T_{buf}$, similar to the previous algorithm. The methods are:

$$T_{buf}(j) = \gamma \cdot (T_{bl}(j) - B, (j - 1)) + \frac{u(j)}{F_r} \left( \frac{\sum_{l=1}^{L} W(l) \cdot 2^n}{\sum_{l=1}^{L} \Theta \cdot W(l) + \sum_{l=1}^{L} W_B(l) \cdot (2^n - 1)} - 1 \right)$$  \hspace{1cm} (2)

Where $\gamma$ is a fixed value, its typical value is 0.75 when there is no B frame, otherwise it is 0.25. Represents the time layer where the current frame is located, $W(i)$ represents the weight of the complexity of each frame, and $W_B(l)$ represents the weight of the B frame. For the value method, see Ref. [13].

The allocation of $T_r$ in the current frame in formula (6) depends on the number of bits remaining in the current GOP and at a certain time layer in FIG. 1.

$$T_r(j) = T_{GOP}(n_{k,j}) \cdot W_b(n_{k,j})$$  \hspace{1cm} (3)

In the formula, $T_{GOP}(n_{k,j})$ is the remaining bits of the current GOP, and $W_b(n_{k,j})$ is the weight of the current frame. The initial value of $W_b(n_{k,j})(j = 1, 2, \cdots, N(i))$ is set to 1. After each GOP is encoded, it needs to be refreshed at the post-encoding stage. Let $A_{GOP}(n_{k-1,0})$ be the number of bits actually used to encode the $k-1$ th GOP of the $i$ th GGOP. $A(j)$ represents the number of bits actually used in the $j$ frame encoding, and the weight $W_b(n_{k-1,j})(j = 1, 2, \cdots, N(i))$ of the current frame is given by equation (8)

$$W_b(n_{k-1,j}) = \frac{A(j)}{A_{GOP}(n_{k-1,0})}$$  \hspace{1cm} (4)

$W_b(n_{k,j})$’s linear prediction model is:

$$W_b(n_{k,j}) = \beta_1 \cdot W_b(n_{k-1,j}) + \beta_2$$  \hspace{1cm} (5)

Among them, $\beta_1$ and $\beta_2$ are univariate regression coefficients, and the initial values are set to 1 and 0. After each GOP encoding is completed, it needs to be refreshed in the post-encoding stage. $T_{GGOP}(n_{l,j})$ represents the number of remaining bits of the GGOP after the $i$ frame of the $j$ GGOP is encoded. This paper uses existing algorithms. The main ideas are as follows: Using H.264 / AVC Visa Baseline Tool to perform similarity analysis on video images to obtain the consistency of macroblocks is only possible using statistical features, and DCT coefficients are more suitable for image similarity than pixel brightness. Sexual requirements. The macro block contains a part of the nose and lips. We refer to the results of previous research. It can be seen that if most of the subblocks obtain the same SAC value (dark part), the two blocks can match. Therefore, SAC is suitable for statistical matching of images, that is, the results are consistent with the error
concealment strategy of this paper. According to the statistical matching conditions of the sub-blocks, the similarity measure $\Delta f_k$ for a certain block is defined as:

$$\Delta f_k = \sum_k \theta (SAC_k^{i-1} - SAC_k^i), I_i \in Z$$  \hfill (6)

Among them, $\delta (\cdot)$ is the $\delta$ function and $I_i$ is the current frame. The similarity $\Delta f_k$ represents the number of sub-blocks with the same statistical characteristics, and has the following conclusions. If $\Delta f < T_{AC} (= \delta \times T_{max})$, then $I_i$ and $I_{i-1}$ are not similar; otherwise, $I_i$ and $I_{i-1}$ are similar. Therefore, it can be determined that the current frame $I_i$ is a scene switching frame; if $I_i$ and $I_{i-1}$ are not similar, there is a scene switching frame between $I_i$ and $I_{i-1}$, $I_i$ is not a scene switching frame, and if there is no switching frame between them, $I_i$ Switch frames for the scene. $\sigma$ is a certain similarity measure.

3. **Experimental Tests**

In order to verify the effectiveness of the proposed multi-view video coding bit allocation and rate control algorithm, we used the test sequences which include Kendo-Dancer, Poznanstreet-Gtfly, Gtfly-Kendo, Poznanstreet-Dancer, and Dancer-Race1. The test platform is Intel (R) Core (TM) Duo CPU 2.66GHz (dual), 1.96GB memory. The Gtfly-Kendo' sequence is obtained by resampling the Gtfly-Kendo sequence. The other sequences are similar. Table 1 shows the experimental results of the proposed algorithm compared with the two fixed bit allocation algorithms.
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<table>
<thead>
<tr>
<th>Target Bit rate (Kbps)</th>
<th>Fixed Ratio 1</th>
<th>Fixed Ratio 2</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Bit rate =1000kbps</td>
<td>977</td>
<td>1000</td>
<td>983</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Sequence</th>
<th>Target Bit rate (Kbps)</th>
<th>Actual generated bits (kbps)</th>
<th>Rate control error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Fixed Ratio 1</td>
<td>Fixed Ratio 2</td>
</tr>
<tr>
<td><strong>HD</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gtfly-Kendo'</td>
<td>1000</td>
<td>1045.30</td>
<td>1036.00</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>2096.40</td>
<td>2075.80</td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>3148.20</td>
<td>3076.50</td>
</tr>
<tr>
<td>Kendo-Dancer'</td>
<td>1000</td>
<td>1046.30</td>
<td>1044.00</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>2082.40</td>
<td>2070.00</td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>3143.70</td>
<td>3107.40</td>
</tr>
<tr>
<td>Poznanstreet-Gtfly'</td>
<td>1000</td>
<td>1036.90</td>
<td>1027.20</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>2091.00</td>
<td>2068.00</td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>3119.10</td>
<td>3097.80</td>
</tr>
<tr>
<td>Poznanstreet-Dancer'</td>
<td>1000</td>
<td>1049.30</td>
<td>1035.70</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>2091.40</td>
<td>2068.80</td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>3125.40</td>
<td>3098.10</td>
</tr>
</tbody>
</table>

Table 1 shows the experimental results of the proposed algorithm compared with the two fixed bit allocation algorithms. The JMVC algorithm without bit rate control uses a fixed quantization value for multi-view video encoding. The bit rate obtained when the fixed quantization value is used is the target bit rate of the bit rate control algorithm.

Table 1 shows the simulation results of code rate control for multi-view video coding. As can be seen from Table 1, compared with the two fixed bit allocation algorithms, rate control algorithm in this paper has a smaller code rate deviation, and the code rate error can be controlled at 2.39%. The main reason for this is that we not only perform reasonable bit allocation between viewpoints, but the basic unit layer code rate control uses different quantization parameters for code rate control according to the content complexity of the macroblock.
4. CONCLUSION

In the future, we consider the use of the relationship between the distortion of the video and the bit rate and the complexity of the video frame to optimize the allocation of the bit rate between the frames. In view of the large number of scene switches that may occur in the video frame, a scene switch detection based on non-connected points The algorithm, combined with improved adaptive GOP packet technology, further improves the rate control performance. In videos where scenes change, the adaptive GOP grouping technology is used to eliminate the effects of scene switching and improve coding performance.
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