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ABSTRACT

Connectionist temporal classification (CTC) has been successfully applied to end-to-end speech recognition tasks, but its main body recurrent neural network makes parallelization very difficult. Since the attention mechanism has shown very good performance on a series of tasks such as machine translation, handwriting synthesis, and image caption generation for loop sequence generators conditioned on input data. This paper applies the attention mechanism to CTC, and proposes a connectionist temporal classification based on the local self-attention mechanism, in which the cyclic neural network module in the traditional CTC model is replaced by the self-attention module. It shows that it is attractive and competitive in end-to-end speech recognition. The proposed mechanism is based on local self-attention, which uses a sliding mechanism to obtain acoustic features locally. This mechanism effectively models long-term scenarios by stacking multiple sliders to obtain a larger receiving field to achieve online decoding. Moreover, the CTC training joint cross-entropy criterion makes the model converge better. We have completed experiments on the AISHELL-1 dataset. The experiments show that the basic model has a lower character error rate than the existing state-of-the-art models, and the model after cross entropy has been further improved.
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1. INTRODUCTION

End-to-end speech recognition is a recently proposed method, which does not require a pre-defined alignment between speech frames and characters to directly transcribe speech into text [1-9]. The latest work on end-to-end speech recognition can be divided into two main methods: based on connectionist temporal classification (CTC) [10,1-3] and attention-based encoder-decoder [4-6]. Both of these methods solve the problem of variable-length input and output sequences. In the traditional deep neural network hidden Markov model hybrid system, the deep neural network is used to generate each frame of sound data, and its distribution is re-expressed as the transmission probability of the Hidden Markov Model (HMM). Then, model training can be performed by using frame-level cross entropy (CE) criteria, using sequence discrimination training methods such as maximum mutual information (MMI) [8]. For this model, its problem is that the frame-level training target must be inferred from the alignment determined by the HMM. Different traditional speech recognition methods, the end-to-end model learns the mapping of acoustic frames to characters for the final target of interest, and tries to correct the sub-optimal problems caused by the irrelevant training process. Among them, the key idea of CTC is to use intermediate label representation, it allows duplicate labels and uses blank labels to identify
labels which are not output. The CTC loss can be effectively calculated by the forward and backward algorithm, which can predict the target of each frame, and provided that the conditions between the targets are independent of each other.

Recently, self-attention mechanism [11, 12] was proposed, which uses the entire sequence to model feature interactions at any distance in time. It is used in the encoder, decoder and feedforward context to accelerate the translation speed, and provides the latest translation results, sentiment analysis [13] and other tasks. The success of self-attention in these tasks inspired the initial work of self-attention in speech recognition. So the attention-based encoder decoder model appeared. Although it was first applied to machine translation, its versatility also made it useful for speech recognition tasks [14-17]. The attention-based encoder decoder model directly learns the mapping from the acoustic frame to the character sequence. At each output time step, the model sends out a label based on the history of the input and target labels. Since the attention model does not use any conditional independence assumptions, it exhibits a lower character error rate (CER) than CTC without using an external language model. However, some speech recognition tasks in real environments, the model shows poor results because the estimated alignment in the attention mechanism is easily damaged by noise and other details. Another problem is that it is difficult to learn the model from scratch due to the misalignment of long input sequences.

In order to overcome the above problems, this paper proposes a novel end-to-end speech recognition method, which uses a local self-attention model based on CTC training criteria to improve performance and accelerate learning. The key of our method is to use a shared encoder representation trained by CTC and self-attention model targets at the same time. We believe that the weakness of the attention model is due to the lack of left-to-right constraints used in DNN-HMM and CTC, which makes it is difficult to properly align the training encoder network under noisy data or long input sequences. Our proposed method improves the performance by correcting the CTC loss based on the forward and backward algorithm plus the cross-entropy loss function to assist the alignment problem of CTC training. In addition, combining the characteristics of attention and the defects of CTC, and inspired by time-delayed neural networks, this paper proposes a mechanism based on local self-attention that uses a sliding mechanism to obtain acoustic features locally, and stacked a larger receiving field to effectively model long-term scenarios to achieve online decoding.

2. RELATED WORKS

Recently, there have been some works applying the self-attention mechanism to speech recognition, and good results have been obtained compared with traditional hybrid speech models [18, 19]. Different from these, this paper introduces the self-attention mechanism into the CTC-based model and proposes a sliding mechanism similar to the convolutional neural network to achieve online decoding. Different from the block jumping mechanism in [19], this article divides the entire pronunciation into several overlapping blocks as input, and the slider has an asymmetric context. We use a sliding window at each layer to limit the scope of self-attention. They all use sliding windows to model the local dependencies between inputs, without any modification to the self-attention network structure. The sliding chunk mechanism only uses sliding windows to limit the range of attention, and stacks multiple self-attention sliders for long-term dependencies are modeled. Existing work [20] believes that only using CTC to train the model, sometimes the training failed to converge, or the cross-entropy loss function is used to pre-train the model, and then the CTC training model is used on this model, and there is still a problem of instability of the model. Therefore, this paper proposes to use CTC training and cross-entropy loss function at the same time to make the model converge better.
3. CONNECTIONIST TEMPORAL CLASSIFICATION

With CTC as the acoustic model sequence of the loss function, CTC can automatically learn the alignment between the input speech frame sequence and its label sequence (such as phonemes or characters) without using frame-level alignment information. Only one input sequence and one output sequence are needed for training. CTC cares about whether the predicted output sequence is close to the real sequence, and does not care whether each result in the predicted output sequence is exactly aligned with the input sequence at the time point. The CTC modeling unit is a phoneme or a word, and its main idea is to introduce Blank (\( \cdot \)) tags, delete blank tags and merge duplicate tags to obtain a unique corresponding sequence. For a piece of speech, the last output of the CTC is a sequence of spikes, the position of the spike corresponds to the Label of the modeling unit, and the other positions are Blank.

For alphabet L, the size after adding the blank label (\( \cdot \)) introduced by CTC is \( L' = L \cup \{ \cdot \} \). Input an acoustic sequence \( x \) of length \( T \), \( x = (x_1, \ldots, x_T) \), the corresponding output length is \( U \) tag sequence \( l = (l_1, \ldots, l_U) \), and \( U \leq T \). One way to match the input \( x \) neural network output \( \pi = (\pi_1, \ldots, \pi_T) \). It is defined as a sequence above \( L' \), which is \( \pi \in L'^T \). There is such a transformation function \( B \), for all possible output paths after \( B \) transformed into label \( l \), namely \( l = B(\pi) \). This transformation removes the blank tags in the path and merges the consecutively repeated tags to obtain a unique corresponding sequence, for example, \( B(_,a,a,_,b,_,c,c,_) = abc \), \( B(a,_,b,_,_,_,c,c,_) = abc \). Therefore, for a given input \( x \), the probability of its output sequence \( l \) after the neural network is the sum of the probabilities of all possible paths, the formula is as follows:

\[
p(l \mid x) = \sum_{\pi \in B^{-1}(l)} p(\pi \mid x) \tag{1}
\]

\[
p(\pi \mid x) = \prod_{t=1}^{T} y'_{\pi_t}
\]

which

In order to facilitate the calculation of the gradient, the log objective function is generally minimized:

\[
\ell_{ctc}(x) = -\log p(l \mid x) \tag{3}
\]

Since there are many possible paths and the amount of calculation is too large, CTC uses a forward-backward algorithm to calculate the loss, and uses a cluster search algorithm to decode.

4. MODEL

In order to improve the parallel computing power and performance of the model, this paper proposes an end-to-end model that does not use recurrent neural networks, a CTC model based on local self-attention, which uses a self-attention mechanism to replace the original CTC The recurrent neural network structure in the model. A slider mechanism similar to the convolutional neural network is proposed. The input acoustic feature length is 25% as the slider length and the features are stacked in chronological order. The experiment proves that this ratio has a certain effect.
4.1. Model Structure

For alphabet L, given an input sequence x of length T, $x = (x_1, ..., x_T)$, x has T*d dimensions, defining an output sequence $y = (y_1, ..., y_U)$. In speech recognition, x is an acoustic feature, L is a collection of characters or phonemes, and the output sequence y is the corresponding real label on the alphabet. For the model structure of this article, the structure of the recurrent neural network replaced by the self-attention mechanism is shown in Figure 1, and the self-attention mechanism module is shown in Figure 2:

This paper proposes a sliding mechanism similar to the convolutional neural network, which scans the acoustic features locally according to the 25% ratio of the input length as the slider length, as shown in Figure 3. The specific operation will be described in detail in section 4.1.2.

4.1.1. Multi-Head attention

Self-attention is a mechanism that associates different positions in the input sequence to calculate the input representation. Specifically, it has three inputs, namely query, key and value. The output of a query will be calculated as a weighted sum of values, where the weight of each value is calculated by the design function of the query and the corresponding key. Here, we use zoomed dot product attention, which is an effective self-attention mechanism, which has been demonstrated in [11]. As shown in Figure 2, Q represents the query, K is the key and V is the
value, and the dimensions of the three variables are the input acoustic feature length multiplied by the model dimension, then the output of self-attention is:

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}V\right)
\] (4)

The function of the scaling factor is to prevent the softmax function from entering an area with a very small gradient. On the basis of single-head attention, we adopt a multi-head attention mechanism, which calculates the dot product attention of \( h \) zooms, where \( h \) represents the number of heads. The original paper maps \( d_{\text{model}} \) (model dimensions) \( h \) times, each time three dimensions are obtained, \( d_q, d_k, d_v \), and the attention value of each head is calculated in parallel, then the output of multi-head attention is:

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, ..., \text{head}_h)W_{\text{head}}
\] (5)

\[
\text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^V)
\] (6)

The dimension of the mapping matrix \( W_i^Q \) is the model dimension multiplied by the query dimension. Similarly, the dimensions of \( W_i^K \) and \( W_i^V \) are the model dimension multiplied by the key dimension, the model dimension multiplied by the value dimension, and the query dimension equals the key dimension equals the value dimension. The dimension of \( W_{\text{head}} \) is the model dimension multiplied by the model dimension, and the above dimension is expressed by the formula:

\[
d_q = d_k = d_v = \frac{d_{\text{model}}}{h}
\]

In addition, there is a position feedforward network layer after the multi-head attention layer, which contains two linear transformations and a RELU activation function:

\[
\text{FFN}(x) = \max(0, xW_1 + b_1)W_2 + b_2
\] (7)

The dimension of the mapping matrix \( W_1 \) is the model dimension multiplied by the feedforward network layer dimension, the dimension of \( W_2 \) is the feedforward network layer dimension multiplied by the model dimension, and the bias vector \( b_1, b_2 \) is learned, and the dimension is consistent with the model dimension. In these two After each sublayer, a layer normalization operation is connected, \( \text{LayerNorm}(x + \text{Sublayer}(x)) \), where \( \text{Sublayer}(x) \) is a function implemented by the sublayer itself.

### 4.1.2. Sliding Chunk mechanism

Since this article uses the self-attention mechanism, due to the characteristics of this mechanism, we must use the entire feature sequence as the input of the model to calculate the attention weight, and CTC originally did not achieve real-time output text, combined with the characteristics of attention and the shortcomings of CTC, and Inspired by the time-delay network, this paper proposes a local self-attention mechanism that uses a slider mechanism to obtain acoustic features locally. This mechanism effectively models long-term models by stacking...
multiple sliders to obtain a larger receiving field. Scenario to achieve online decoding function. In addition, regarding the size design of the slider, according to the input acoustic feature size, a fixed-length slider is taken by multiplying the acoustic feature length by a ratio of 25%. As shown in Figure 3, the fixed-length slider flows along the time axis of the feature sequence. Moreover, stacking multiple self-attention blocks makes it possible to model a longer time context without causing excessive performance degradation.

![Figure 3. Local self-Attention block](image)

The attention module maps the input $x^t$ into three vectors: $q^t, k^t, v^t$, which represents the query, key and value, respectively, and the output $h^t$ is the weighted sum of the value $v^t$ (varying with time), where the weight is determined by the dot product of the query and the key (through the softmax activation function Standardization) decision. For the single head example, it can be defined by the following formula:

$$h^t = \sum_{\tau=t-L}^{t+R} c_{t, \tau} v_{\tau}$$ (8)

Where $c_{t, \tau} = \exp(q_t \cdot k_\tau)/Z_t$, $Z_t$ represents the normalization operation, which guarantees $\sum_{\tau} c_{t, \tau} = 1$. In a fixed-length slider, $L$ and $R$ represent the frames to the left and right of the current time $t$, respectively. For the long example, its formula is:

$$h_{i, t} = \sum_{\tau=t-L}^{t+R} \alpha_{\tau} s_{\tau}$$ (9)

Where $\alpha_{\tau} = \text{Attention}(s_t, K, V)$ and $K, V$ are the $\tau$-th vector in the slider, $h_{i, t}$ represents the $i$-th head in the multi-head attention layer at time $t$, and $s_{\tau}, K, V$ represent the $\tau$ vectors in the slider. The slider length of each block is $L+R+1$.

### 4.2. Loss Function

Existing work believes that only the CTC training model is used, and sometimes the training fails to converge, or the cross-entropy loss function is used to pre-train the model. If the CTC training model is used on this model, there is still the problem of instability and model instability. Therefore, this paper proposes to use CTC and cross entropy at the same time to make the model converge better. Then the loss function after using CTC and CE jointly is as follows:
\begin{equation}
\ell_{\text{joint}}(x) = \ell_{\text{ctc}}(x) + \ell_{\text{ce}}(x)
\end{equation}

\begin{equation}
\ell_{\text{ce}}(x) = -\sum_{i=2}^{K} (1 - p(y_i \mid x)) t_i \log p(y_i \mid x)
\end{equation}

The CTC loss function is shown in formula (3), \(p(y_i \mid x)\) represents the probability of the CTC blank label of the softmax output layer, and the probability of 1 minus the blank label is used as the normalization factor of the cross-entropy loss function, \(t_i \) \(i=2, ..., K\) represents the target label at the frame level. This normalization factor plays an important role. At the beginning of training, the prediction of the acoustic model is like random guessing, and then CTC and cross-entropy loss function both play an important role in guiding the training. In the training process, the CTC loss often produces a shape peak distribution, each output target has only a few peaks, and the rest of the time is likely to predict blank labels. Therefore, the standardized cross-entropy loss function will help produce accurate alignment for the output target without affecting the allocation of blank labels. As a result, the proposed joint CTC-CE training will be more stable and help alleviate the delay problem.

5. Experiment

5.1. Dataset

The experiment mainly performed speech recognition tasks on Chinese (Mandarin). The open source speech corpus AISHELL-1 [21] is used for Mandarin speech recognition, and all speech files are sampled at 16 K Hz and 16 bits. The training set contains 150 hours of speech recorded by 340 speakers; the development set contains 20 hours of speech recorded by 40 speakers; and the test set contains 10 hours of speech recorded by 20 speakers. And the speakers in the training set, development set and test set do not overlap.

5.2. Experiment Set

As mentioned earlier, this article uses a connectionist-based temporal classification (CTC) speech recognition system. When doing the experiment, we used the 40-dimensional Mel filter library coefficient feature calculated on a 25ms window with a 10ms displacement. Each feature is rescaled so that the mean and unit variance of each audio sample is zero. When the processed frame is at time t, the number of left and right frames is asymmetrical, and these features are stacked in time through the local self-attention module, and finally down-sampled to a 30ms frame rate. This paper selects 4231 characters (including “blank” characters) as the model unit. During training, all audio samples are sorted by length and modeled using PyTorch [22], and Kaldi [23] is used for data preparation. Like the attention mechanism [2], this paper uses 6 self-attention models as encoders, in which the dimensions of query, key and value are all 128, the number of attention heads is 8, the model dimension and feedforward network layer The dimension of is 1024. Due to the introduction of local self-attention (see section 4.1.2), this article does not use the position coding formula in the original text of attention to reduce the amount of calculation. After that, an initial learning rate of 0.001 is used to train the network to reduce the joint loss function of CTC and CE.
5.3. Results and Discussion

Table 1. The CERs (%) of the development and test sets of AISHELL-1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dev.</th>
<th>Test.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>7.36</td>
<td>8.51</td>
</tr>
<tr>
<td>Baseline+CE</td>
<td>7.29</td>
<td>8.42</td>
</tr>
<tr>
<td>BN</td>
<td>8.35</td>
<td>9.71</td>
</tr>
<tr>
<td>ABN-U</td>
<td>7.40</td>
<td>8.40</td>
</tr>
</tbody>
</table>

As shown in Table 1, we compared the character error rates of the four models on the AISHELL-1 dataset. Dev. and Test. respectively represent development dataset and test dataset. The Baseline model represents the model proposed in this article, and the second is the joint training with cross entropy. Model, BN is the basic model in [24], it is an acoustic model based on cyclic neural network and using CTC training. ABN-U is the sentence-level attention batch normalization model in [24]. From the data in the table, it can be seen that on the development dataset, the model proposed in this article is relatively better. On the test set, the model performs better than the basic model after adding cross entropy, and the effect is similar to ABN-U.

6. Conclusion

In this work, we propose a local self-attention encoder, which replaces the recurrent neural network with a self-attention module. The performance of the self-attention encoder is better than the BN (CTC original model under the same data set) model. Use local self-attention mechanism (slider mechanism) to realize online decoding function. Moreover, this paper also proposes a CTC joint cross-entropy criterion training model to improve model stability and facilitate better convergence of the model. The results show that the CTC joint cross-entropy criterion training method has greatly improved the basic model. During decoding, we observed that the model can predict characters with similar pronunciations well. In future work, we will explore how to optimize the parameter estimation problem of language models and unknown distribution data.
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