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Abstract

A technique for removing unnecessary patterns from captured images by using a generative network is studied. The patterns, composed of lines and spaces, are superimposed onto a blue component image of RGB color image when the image is captured for the purpose of acquiring a depth map. The superimposed patterns become unnecessary after the depth map is acquired. We tried to remove these unnecessary patterns by using a generative adversarial network (GAN) and an auto encoder (AE). The experimental results show that the patterns can be removed by using a GAN and AE to the point of being invisible. They also show that the performance of GAN is much higher than that of AE and that its PSNR and SSIM were over 45 and about 0.99, respectively. From the results, we demonstrate the effectiveness of the technique with a GAN.
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1. INTRODUCTION

3D images have been used for various applications and will attract more attention in the multimedia field as advanced 3D displays for virtual reality, augmented reality, etc. are developed. The depth map represents two-dimensional distance information from a camera to a subject, and it is key information for creating 3D image content [1-3]. There are various ways to obtain a depth map. The pattern projection method is one effective method for obtaining a depth map because it makes it possible to obtain a map even in areas where there are no textures or edges, for which it would be difficult for other methods to obtain the depth. The pattern projection method is divided into two types: the projection of a visible pattern [4, 5] and the projection of an invisible infrared pattern [6, 7]. Visible patterns are used when only a depth map is needed because the projection pattern appears as noise in a captured RGB image. An infrared pattern is used when a depth map and a RGB image are both needed because the projected pattern does not appear in RGB images. This method requires an infrared projector and an infrared camera in addition to a normal RGB camera.

We have been developing a technique for acquiring depth maps that projects visible periodic patterns on a subject [8]. When a periodic pattern is projected onto a subject under certain conditions, a depth map is obtained from the spatial frequency of the projected pattern in the captured image with a camera.
In the applications that we are assuming, both an RGB image and a depth map are used, and depth map is embedded in the RGB image invisibly. To achieve this, first, we project a periodic pattern to obtain a depth map, and after obtaining the depth map, we remove the pattern from the RGB image. The main question was how to remove the superimposed pattern in the image of a subject. Many studies have been reported on periodic noise reduction in images [9-13]. Many of these studies applied the frequency domain approach, as periodic noise cannot be simply separated from the original image in the spatial domain. In the frequency domain, the periodic pattern is concentrated at one point, which makes it easy to remove it. As this kind of method, a method using a notch filter [9, 10] and a method using a median filter in the frequency domain [11] and so on have been reported. However, in our case, the spatial frequency of the pattern depends on the depth of the subject and changes depending on the location, so it has a spread in the frequency domain. Therefore, these conventional methods cannot satisfactorily remove the pattern.

In our previous study, we confirmed the feasibility of a technique that uses a generative adversarial network (GAN) to remove a line and space pattern from a target image [14]. In this study, we continue development on the method of our previous study, verifying the performance of the GAN under various conditions and comparing it with an auto encoder (AE) as a generative network using a deep learning method similar to a GAN. This paper describes the experiments we conducted and clarifies the condition for removing the line and space pattern from captured images.

The remainder of this paper organized as follows. Section 2 overviews the whole study where this study is a part. Section 3 describes the experiment. Section 4 presents results of the experiments and discusses them. Finally, Section 5 presents our conclusions.

2. METHOD OF ACQUIRING DEPTH MAP BY PERIODIC PATTERN PROJECTION

Figure 1 shows the overall configuration of our study, which we are now working on. A periodic pattern is projected onto a subject. A camera captures an image of the subject on which the pattern is projected. If the projector is placed a distance away from the camera in the depth direction as shown in Figure 1 (shown as D in the figure), the spatial frequency of the projected pattern in the captured image depends on the depth of the subject. Therefore, a depth map can be obtained by obtaining the spatial frequency of the projection pattern for each small area in the image captured with the camera.
The contrast of the projection pattern is set high so as to make it easy to obtain the spatial frequency of the pattern. Therefore, the pattern is clearly superimposed in the captured image. When using this image as an RGB image of the subject, this superimposed periodic pattern is obstructive and thus need to be removed. After removing this pattern, the depth map obtained is embedded in an RGB image invisibly. This can be done with technology for hiding information in images used such for as digital watermarking etc. We already confirmed that a depth map could be embedded in the image of a subject and embedded data was retained even if JPEG-compressed [15].

The final output image of this system can be treated as a normal 2D image for transmission and storage, although it includes 3D information in the form of a depth map. If necessary, we can read out the depth map to create a 3D image from the 2D RGB using the depth map.

Removing the superimposed periodic pattern is key for achieving this system. Because the periodic pattern depends on the depth of the subject and differs from place to place, that is, the pattern period is not constant and unknown in the captured image, it is difficult to remove patterns until they disappear with conventional methods mentioned above.

3. EXPERIMENTS

We conducted experiments by simulation. Figure 2 explains how to produce captured images of subjects on which periodical patterns are projected. Figure 3 shows the example images used as subjects. First, we cropped 448 images of 256 × 256 pixels from the images of subjects. We used the line and space (L/S) pattern as the periodical projection pattern. Assuming that the pattern is projected with blue light, B component images of the cropped images and projection pattern images were multiplied to produce captured images, on which the L/S pattern was superimposed. We used L/S patterns with different amplitudes and spatial frequencies. The averaged brightness was 200, and the amplitude was changed in 5 steps, of which the minimum was 10 and the maximum was 50. These values indicate the grayscale with a maximum of 255. Figure 4 shows magnified L/S pattern and the example image of the simulated captured images when the amplitude was 10 and 50. The spatial frequency was changed in 16 steps from 0.18 to 0.25 lines/pixel.

We generated 7,192 simulated captured images from the combination of 448 subject images and 16 L/S patterns with different spatial frequencies. Of these, 5,600 were used for learning, 700 were used for evaluation in learning, and 700 were used for evaluation in terms of peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM).

Figure 5 shows the configuration of the generative adversarial network (GAN) and Figure 6 shows the configuration of the encoder, decoder and discriminator of the GAN. We mainly used the GAN, and the AE was used as a reference. The encoder and decoder of the generator of the GAN consisted of 8 layers each, and the discriminator consisted of 6 layers. These layers were convolution layers, and a 4 x 4 kernel was used for convolution. Leaky-relu was used as an activation function in the encoder and the discriminator and relu was used in the decoder. Dropout was used in the decoder and dropout rate was 0.25.
Figure 2. Simulation procedure of generating captured images

Figure 3. Example of images used as subjects
B component images on which the L/S pattern was superimposed were input to the generator, and the generator output predicted images that were expected to contain no L/S pattern. True images were input to the discriminator as training data.

Figure 7 shows the configuration of the AE and Figure 8 shows the configuration of the encoder, decoder of the AE. The encoder and decoder of the AE consisted of five convolution layers, and a 3 x 3 kernel was used for convolution. Also in the AE, Leaky-relu was used in the encoder and relu was used in the decoder as an activation function.
Figure 6 Configuration of the encoder decoder and discriminator of the GAN

Figure 7. Configuration of the auto encoder (AE)
4. RESULTS AND DISCUSSION

Figure 9 shows examples of the input, predicted, and true images. As these figures show, we cannot see the L/S patterns at all in all of the predicted images, and the predicted images look almost the same as the true image.
Figure 10 shows the PSNR of images after pattern removal using GAN and AE against the original image. Original image means the B component image before the pattern was superimposed. Figure 10 shows the dependence on the amplitude of the L/S pattern. The dashed line indicates the values before removing the pattern. It can be seen that the PSNR improved greatly, especially when the GAN was used. It exceeded 45, and this is a high enough value for the purpose of this study. In this figure, the PSNR was obtained as the dependence on the amplitude of the L/S pattern, and it is also seen that the PSNR decreased as the amplitude of the pattern increased. However, this decrease was slight considering the difference in amplitude of the L/S patterns. This might be because the pattern is not complicated, so the GAN can be easily trained and output an image close to the true image regardless of the amplitude of the L/S. We can see that the PSNR for the GAN was higher than that for the AE. Therefore, a GAN is better than an AE for our system.

Figure 11 shows the dependence of PSNR and SSIM on the number of nodes in the middle layers. In this figure, n for the horizontal axis is the number shown in Figure 5, and it is proportional to the number of nodes in the middle layers. From Figure 11, it is seen the PSNR and SSIM increased as the number of nodes increased; however, even when n was one, the PSNR exceeded 45, and SSIM was 0.99; both are a high enough for our system.
Figure 12 shows the dependence of the PSNR when using GAN on the spatial frequency of the L/S pattern. It shows that they are almost independent from the frequency and high enough at any frequency.

5. CONCLUSION

We studied a technique to remove periodic patterns from the RGB image of the subject taken by the camera. These patterns are projected onto the subject when its image is captured for the purpose of acquiring a depth map of the subject. Since these patterns become unnecessary after acquiring the depth map and it is just noise for RGB images, we attempted to remove these patterns using generative network, GAN and AE. From the experimental, it was shown that these periodic patterns were effectively removed by using GAN and AE to the point of being invisible. They also show that the performance of GAN is much higher than that of AE and that its PSNR and SSIM were over 45 and about 0.99, respectively. From the results, we demonstrate the effectiveness of the technique with a GAN.

In future work, we will perform similar experiments on other periodic patterns such as checkered patterns to confirm the effectiveness of the GAN method.
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