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ABSTRACT 
 

This study aims to introduce a discussion platform and curriculum designed to help people 

understand how machines learn. Research shows how to train an agent through dialogue and 

understand how information is represented using visualization. This paper starts by providing a 

comprehensive definition of AI literacy based on existing research and integrates a wide range 

of different subject documents into a set of key AI literacy skills to develop a user-centered AI. 
This functionality and structural considerations are organized into a conceptual framework 

based on the literature. Contributions to this paper can be used to initiate discussion and guide 

future research on AI learning within the computer science community. 
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1. INTRODUCTION 
 
There is a need to add research that investigates what new skills will be needed in the future as AI 

transforms the way people communicate, work, and live with each other and technically. It is 

seen as a technological innovation to transform our society, economy and jobs in the digital 

community, let alone its accelerated outcome during the Covid phase. Some of the most well-
known examples of AI non-driving vehicles, voice assistants, online search engines, robotic 

vendors, etc. Despite the destructive AI myth represented in films like Terminator or I, Robot, the 

fact is that nowadays clever algorithms contain a series of simple rules applied to a great series of 
numbers, and the result is called AI. 

 

This study examines the use of a chat agent with four consecutive AI modules, as well as testing 

machine learning and information representation. This study provides a design framework for a 
program related to training content. While previous knowledge of chat agents and other factors 

can affect a user’s ability to understand, the basic assumption is that all users can benefit greatly 

from the interaction with the agent and chat. Within this context, the following ideas are based 
on: 

 

1. Collaborating with the agent helps to increase participation in the whole process. 
2. Agent recognition and training content lead to user learning and understanding of how 

machines learn. 
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2. RELATED WORK 
 
Historically, computer use refers to mainframe computers for editing and writing hidden lines of 

text code that can be made. Learning a low-level programming language, such as BASIC 

established in 1964, meant remembering instructions and working in a solid text environment 

without feedback or help. That learning to think like a software engineer can be made easier and 
more playable is proved by Papert, who had the original idea of the Logo program in 1967 and 

made a line for Scratch's continued success [1]. 

 
When it comes to integrating CS into the curriculum, today's efforts largely incorporate the use of 

ML-based language-enabled language through platforms such as the Mechanized Learning for 

Kids [4] website and the Cognimates project [12 involving blocks that provide easy access of 

various cloud AI services. This does not explicitly provide a plan for building neural networks - 
connectors dealing with the programs they offer for training and using neural networks only. 

 

To give some examples, Google's Teachable Machine [4] provides a web page where users can 
train the image classification system while TensorFlow provides a playground to collaborate, 

train, and test an in-depth neural learning net. 

 

- Learning with AI: While most AI educational programs are the latest in a long line of 

ideas, the idea of introducing people to AI ideas began to work with Seymour Papert and 

Cynthia Solomon using the LOGO program and the Turtle robot [3, 5, 7, 9]. It has served 
as the basis for much of the current work. Many platforms teach AI by having an 

individual program in block-based languages including Cognimates [23], Machine 

Learning for Kids [29, 17] and eCraft2Learn [27]. Other platforms introduce AI within 

the context of robots, such as Popbots [19, 21], as well as performance enhancements [3] 
and MIT App Inventor AI Extensions [13, 17, 19]. 

 

- Learning with Conversational Agents: Conversation agents are also used for learning, 

often as intelligent educators and learning friends [5]. The structure of these 

communication systems varies greatly, from incorporations and results based on the text 

[6] to integrated agents that can express emotions [7]. 
 

Researchers exploring how to engage younger students in design activities involving AI [4] 

identified five "major ideas" of AI to guide the development of standards: 
 

1) "Computers detect the earth using sensors"; 

2) "Agents maintain models / representation of land and use it for consultation"; 

3) "Computers can learn from data"; 
4) “Making social media agents is a major challenge for AI engineers”; and 

5) "AI applications can affect society in both positive and negative ways" [13]]. 

 
The model development starts with the following questions about AI: 

 

What is AI? 
 

Explaining what AI can confuse even experts [16,12], as the term has changed over the years. 

Nilson describes AI as "that work dedicated to making machines smarter ... [where] intelligence 

is the quality that makes a business more efficient and foresight" [10]. However, Schank notes 
that the definitions of intelligence may vary depending on the investigator and their approach to 

understanding AI [16]. He suggests that there are two main objectives of AI research - "building 

a smart machine" and "finding a kind of intelligence" [16]. He then proposed a set of features that 



Computer Science & Information Technology (CS & IT)                                   35 

included common "intelligence" - communication, knowledge of the world, internal knowledge, 
purpose, and art - emphasizing that the ability to read is the most important factor in intelligence 

[16]. 

 

What Can AI Do?  
 

While AI has been able to find patterns in the amount of data, perform repetitive tasks, and make 

decisions in controlled environments, people now live better in many tasks that require art, 
emotion, information transfer, and social interaction.  

 

How does AI work?  
 

A better understanding of how AI works can help people build more sensible types of programs 

they work with. For this and other reasons, much of the research available on AI education in 

university and K-12 environments focuses on informing how AI works. 
 

Cognitive Systems  

 
Cognitive systems - or AI systems are rated after ideas about the human mind [4] - are used in a 

variety of application domains, including WordNet, IBM's Watson, expert systems, and cognitive 

educators. Most comprehension program messages cover topics related to information 
representation, planning, decision making, problem solving and learning. 

 

Cognitive systems use many techniques for planning, decision-making, problem-solving and 

learning. Users may not need to understand all of these strategies in detail, but a higher 
understanding of how computers make decisions can help in interpreting and understanding the 

algorithms [29]. 

 
Machine Learning  

 

Many students think that computers think like humans and want to make connections between 

human perceptions of understanding and machine learning [12]. Students are also often surprised 
that ML requires human decision-making and is not self-inflicted. 

 

Research suggests that one of the ways to eliminate students' misconceptions about ML is to get 
involved in integrated integration. Sulmont et al. while others suggest that students develop 

physical algorithms to understand them in a practical way [4,6,12]. This technique has also been 

used in CS education [2]. In general, AI manual testing has been used as a means of 
implementing a variety of AI education programs (e.g. [4]), including projects where students can 

train ML models to analyze their movements and gestures [4,14]. 

 

Robotics  
 

Understanding that AI agents can physically act on and react to the world is an important 

prerequisite for understanding robotics. Learning about sensors and their capabilities (one of the 
“big ideas” of AI [13]) can also aid in understanding how AI devices gather data and interface 

with the world. 

 
This study provides the development of a platform and curriculum around the three “Great Ideas” 

in AI, as it directs ideas that have a major impact on making people understand about AI [3]. At 

the same time, these ideas also allow people to explore the use of a visual chat interface. The 

three ideas are: 
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• Representation and Consultation: People are expected to understand how the agent learns and 
represents new information. The agent generates two different visuals to indicate the 

representation of the information. 

 

• Conceptualization: The agent also demonstrates the concept of how machines classify ideas. 
Individuals witness instances when the agent might succeed or fail in its learning and make 

attempts to correct it. 

 
• Social Impact: The curriculum emphasizes the moral and social impact of the AI community 

through structured dialogue and reflection on the impacts of larger image environments. 

 
Agent platform is a visual web connector that can be linked to a web browser and people engage 

with the agent in a chat in a small setting led by a personal facilitator. 

 

3. PROPOSED MODEL 
 
This study examines the use of a chat agent with four consecutive AI modules, as well as testing 

machine learning and information representation. 

 

3.1. Overview of AI Modules 
 

The AI curriculum consists of four modules: "Do You Know the Agent?", "Teaching a Lawyer", 
"Machine Witnessing", and "AI and Ethics". Before entering the first module, individuals learn to 

communicate with the agent through an introduction, where the agent greets and talks with them. 

 
Part 1, “What Does the Agent Know?” introduces people to represent information and 

consultation using mind maps. The representation method used is a mind map or “mind map”, 

which people can analyse to find relevant attributes. Positive attributes (existing) are shown as 

blue circles, and negative (missing) circles are shown as red circles. Users can also analyze the 
corpus given by the agent to create mind maps, and thus draw connections between natural 

language sentences and related mind map details. 

 
In the next module, Module 2, "Teaching Agent", individuals are assigned the task of providing 

the agent with data on selected subjects. People can give the agent any information about a topic 

they would like to find. This enables them to put AI learning experience into their knowledge and 

interests. Agent works as an AI with minimal knowledgeable information, and users help an 
agent create mind maps on each topic. The concept map concept is presented in Module 1 and is 

based on the following modules. 

 
Module 3: "Machine learning", is where users look at the learning process and the agent's 

thinking. They ask the agent to make a guess based on a previously taught concept and the agent 

calculates the similarity of the words in each concept by using words that represent the words 
representing the agent ideas and showing these schools using a bar graph. It is important for users 

to understand why and why the agent may be incorrectly guessing by drawing a link between 

similarities within Module 2 mind maps and Module 3 scores, and how to use this link. 

 
In the final module, Module 4, "AI and Ethics", facilitators lead a discussion on how data 

negotiating agents and data-learning agents are used in society with both positive and negative 

outcomes. These discussion questions are divided into the Learning Resources section. Users can 
think of situations where the agent makes mistakes, and then be asked questions such as, "Will 

the agent know if what we are teaching is right or not?" and “How would you feel if an agent 
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found out something wrong with you?”. The purpose of this section is to empower users with AI 
design tools with ethical principles. The study also aims to test users on the social consequences 

of mistakes made by AI, and how they can reduce injuries (Payne 2019). 

 

3.2. System Design 
 

The system is designed to be easy to use. It can be used using any browser anywhere you have 
internet access. The main features of the program are (1) a speech synthesizer, (2) a speech 

identifier, (3) a semantic parser, (4) a word map classifier, and (5) a website visualizer, as 

follows: 

 
1. Speech amplifier: This section includes the voice of the agent using the Web Speech API. It 

should be noted that a particular word from the visual interface of speech recognition should be 

chosen so that it is not as gender neutral as possible. (A common advice is to refer to the agent as 
“it” instead of “he” or “she”.) 

 

2. Speech identifier: This section converts user speech to text using the Web Speech API. 
 

3. Semantic parser: This section performs natural language processing using NLTK [29, 32, 17, 

18] and CoreNLP tools (Manning et al. 2014). The NLTK toolkit works with words, while the 

CoreNLP toolkit renders parts of speech [30] and processes sentences obtained from speech 
recognition. The adjective performs the following three functions used in each function. 

 

a) Name identification: As a job introduction, the agent asks people for their name and 
location. The relay conveys the input received after each query, removing all nouns, proper 

nouns, and foreign names. The specified name or location is the appropriate last name seen. 

 
b) Subject Identification: In the first module, the tester identifies which user the question is 

asking. Since the number of ideas that the agent is aware of is limited, the examiner searches 

for these ideas. When a familiar concept is found, the parser retrieves the identified concept 

and a pre-programmed mind map is displayed to users. These mind maps are created offline 
using a third-party explorer capability. 

 

c) Mind Map Builder: In Modules 1 and 2, the agent demonstrates his / her knowledge of 
ideas and words on mind maps that are generated according to sentence structure and speech 

components. An adjective identifies a field of concept for the interaction between 

descriptive words and a topic (e.g., a negative interaction between water and desert), and 

then sends this information to a web browser. 
 

4. Classifier: This section classifies the word by comparing word representation using NLTK's 

Wordline Interface (Loper and Bird 2002; Fellbaum 1998). In each sense, all the descriptive 
words are compared to each other. Once the similarity between all pairs has been calculated, the 

overall similarity between a concept and topic is its weighted average similarity score. The 

classifier returns a normalized score for each topic, denoting the topic with the highest similarity 
score to be the topic that the concept relates to. 

 

5. Visualizer: This section creates mind maps and histograms based on pre-defined sentences and 

user-defined sentences using D3.js [15, 25]. 
 

To show how the parts fit together, in the introduction, the system prompts the user to speak; 

sends a user voice response to a browser-based speech recognition, which converts the response 
into text; stores text response to user location session data; sends a text response to a server-based 
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server, processing the text for important details; returns the processed information to a browser-
based speech compiler, which causes the agent to speak, causing the user to speak again; and 

repeats the process until it ends the conversation.  

 

Figure 1. includes a view of the histogram, which shows similarities between the concept and the 
sentence of the title. 

 

 
 

Figure 1: (a) Mind map composed of sentences in (b). This is shown in Module 2 on the agent's website. 

(b) Users of sentences have informed the agent during the study. 

 

4. RESULTS AND DISCUSSION 
 

To measure system performance, a small pilot study can be done to determine if people 
understand the visual representations. Once hired people can hear about the three different 

perspectives on information representation (Modules 1 and 2) and the three different machine 

learning perspectives (Module 3) shown in Figure 2. 

  

 
 

Figure 2: As shown in the orange bar in this histogram view, the agent  
can guess which concept will affect it. 

 

Testing can also be done even if the knowledge of the learning platform and the content of the 

training improves people’s understanding of how machines represent information and learn. 
Specifically, the level of user engagement can be assessed by measuring the number of sentences 

used in the conversation with the agent, and whether it corresponds to their level of 

understanding. 
 

A consistent test protocol can be followed at different times. The size of the session can be from 

one to four, each with a facilitator. First, researchers can randomly test participants' information 
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on voice assistants such as Siri and Alexa via icebreaker. After this, they can conduct a pre-
follow-up test for the agent (Figure 3). Modules 1 to 4 must then be completed respectively. All 

work will last ∼60-80 minutes depending on the length of the conversation. People should do all 

the tests individually on paper and without the slightest distraction from the investigators. In 

addition to the measurement data from the test, researchers can also perform video recordings of 
the time, participants in log sentences contribute and record users' responses to test questions. 

  

 
 

Figure 3: Sample responses to pre- vs. post-examination 

 

Assessments 

 
To answer the idea that people can learn effectively and to understand how machines learn, the 

following questions can be asked for assessment purposes: 

 
1. What sentences can you say to the facilitator to create the following mind map in Figure 1? 

(This tests their understanding of how information is represented.) 

 

2. What can you tell the agent about a particular name so that he can correctly guess the related 
topic? (This tests their understanding of how the agent reads.) 

 

3. Why would an agent find it difficult to match another word to a particular topic even if he 
knows everything that needs to be known about them? (This is an open-ended questionnaire for 

examining potential mistakes an agent may make.) 

 
4. Have you ever tried to mention the name ‘agent’ to the agent? If not, ask your tutor if you can 

try. Does the agent recognize its own name? If not, why not? Can you think of another name the 

agent would not see? (This is an open question in the agent's internal language management.) 

 
These pre- and post-test assessments can also be used to assess individual self-awareness as an 

engineer and motivation to learn. People can be asked to rate how much they agree or disagree 

with the various statements on a scale of 1 to 5. 
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1. I want to know how a machine learns. 
2. I think I can teach it to the machine. 

3. I trust voice assistants like Siri and Alexa. 

4. I understand how the machine learns. 

5. The activities we have done today have been helpful in learning how machines learn. (Post-test 
only.) 

6. The mind map of each concept and topic helped me think about the agent's brain. (Post-test 

only.) 
7. The histogram helped me to understand how the agent made decisions. (Post-test only.) 

 

5. CONCLUSION AND FUTURE SCOPE 
 

This work introduces a development framework for a conversational agency that educates 
individuals about the representation of information and machine learning. 

 

By training an agent, recognizing his mistakes, and retraining an agent, individuals can make 
sense of the intelligence of a representative. In the future, the content of the agent training should 

be expanded to address more topics in AI. Hopefully, this work will promote more AI training 

content using conversational agents and viewing tools to help individuals understand the AI 
algorithms. 

 

The current framework of research has some limitations. First, it includes a small number of 

participants. Further testing may reinforce the claim that the agent is operating. Also, there is a 
need to create a future iteration of this study in which researchers can compare the performance 

of the visual interface of another chat agent.  

 
Computer scientists usually rely on statistical tools to demonstrate that a particular underlying 

factor had a “causal” effect on the outcome of interest. While in the natural sciences, causal 

effects are measured using lab experiments that can isolate the consequences of variations in 
physical conditions on the effect of interest, more often than not, social life (including education 

through means of AI) do not permit lab-like conditions that allow the effects of changes in the 

human condition to be precisely ascertained and measured. This would merely provide evidence 

on one of the causes, which may not even be one of the more important factors. In a quest for 
statistical “identification” of a causal effect, scientists might often have to resort to techniques 

that answer either a narrower or a somewhat different version of the question that motivated the 

research. So, research can rarely substitute for more complete works of synthesis, which consider 
a multitude of causes, weigh likely effects, and address spatial and temporal variation of causal 

mechanisms.  

 

For this study to be conducted, there is a need to control how participants interact with the agent 
by reducing their knowledge required for participants to be able to train the agent in real time. 

Last, but not least, the skills and design considerations outlined in this paper will need to be 

expanded to keep pace with new discoveries, technologies, and rapidly changing social norms. 
Researchers and educators of AI, and related technology and education communities should be 

encouraged to both participate in intimate discussions and design considerations in this paper and 

use them to lead and promote artistic and future research on AI learning. 
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