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ABSTRACT 
 

Social media data is currently the main input to a wide variety of research works in many 

knowledge fields. This kind of data is generally multimodal, i.e., it contains different modalities 

of information such as text, images, video or audio, mainly. To deal with multimodal data to 

tackle a specific task could be very difficult. One of the main challenges is to find useful 

representations of the data, capable of capturing the subtle information that the users who 

generate that information provided, or even the way they use it. In this paper, we analysed the 

usage of two modalities of data, images, and text, both in a separate way and by combining 

them to address two classification problems: meme's classification and user profiling. For 

images, we use a textual semantic representation by using a pre-trained model of image 

captioning. Later, a text classifier based on optimal lexical representations was used to build a 

classification model. Interesting findings were found in the usage of these two modalities of 
data, and the pros and cons of using them to solve the two classification problems are also 

discussed.  
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1. INTRODUCTION 
 

Nowadays a large amount of data is generated by users on the Internet, particularly on social 

media platforms. This shared information usually represents feelings and opinions about social 

events, people or products; thus, we can also find humorous, sarcastic, offensive, motivational 
content, among others. The type of data shared is usually unstructured, which means, they do not 

have a well-defined order or organization and the relationship between their characteristics or 

variables is not clearly determined. Examples of them are text, images, video or audio. When 
different types data are involved, one can say we have multimodal data. In fact, our experience as 

human being is multimodal because we see objects, hear sounds, feel the texture, smell odors, 

and taste flavors [1]. In this way, the shared information cannot be stored in a traditional 
relational data structures, since this cannot be treated as usual in relation SQL architectures.  

 

Multimodal data has become very interesting in the machine learning (ML) research community 

due to many classification problems could be solved by using more than a single modality of the 
data [2][3]. For instance, when the task is to classify sentiment on twitter users, we would expect 

that using images and text could be better than using only text. One of the main challenges of 

using multimodal data relies in the search for the optimal representation of all modalities of 
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information combined, where a supervised or non-supervised ML model can be used efficiently 
and effectively. Sometimes, one could think that the more information the better, but it is not 

always the truth. The quality and singularity of the data are more important usually. 

 

When social media data is analysed, many insights and applications could be helpful, for 
instance, determining the attitude over products [4], politics [5], health care [6], events [7], or 

comments as protests [8]. In many of these problems, not only the text is shared, but also images 

or videos, and dealing with different modalities of information becomes more difficult but the 
idea of using the multimodal version of the data is very attractive most of the time.One of the 

most used platforms of social media adopted by the scientific community is Twitter, not only by 

computer science researchers, but also from other research areas such as economics, health, 
environmental studies, and many more. 

 

With the aim of analysing if using two modalities of information for classification problems is 

better or not, in this paper we address two classification problems where images and text are 
available. We present a comparison of the solutions obtained by using a support vector machine 

(SVM) as the classifier and a specific representation of the input, that means of only text, only 

images, and a combination of both. This comparison provides a measure of how the performance 
increased or decreased according to the modality of information we used and also with the 

problem tackled. 

 
Specifically, the contributions of the presented manuscript are the following: 

 

- We obtained a semantic representation of images based on Deep Learning (DL) models, 

specifically, an Image Captioning model is implemented with visual attention to describe 
images data. That is, translate the image to text in a semantic way. 

- The use of multimodal information in classification tasks is evaluated with experiments 

using only text, only images, and a combination of both. 
- The evaluation was done with two difficult classification problems, tackled usually only 

with text data: user profiling and memes polarity classification. 

- We made an implementation for the Spanish language based on an image captioning 

corpus available in English using automatic translation tools. In this way, we can use our 
proposed model for classification problems in Spanish and English languages. 

 

The paper is organized as follows. Related Work Section describes the related work. In Datasets 
Section the data we used as well as the two classification problems we tackled are described. 

Methodology Section details all the steps of the proposed methodology, that means, image 

captioning problem, text representation, and text and image representation for the classification 
problems. Experiments and results are given in Experiments Section, and finally, the main 

findings and conclusions are described in Conclusions Section.  

 

2. RELATED WORK 
 
In recent years, there has been an increasing number of research efforts which aims to model and 

combine the information from each modality of data to tackle specific tasks. State of the art 

(SOTA) results for many tasks related to multimodal data are based on deep learning (DL) 
architectures and natural language processing (NLP) models. First research works on that field, 

combines information from images and text, and prior to the popularization of DL models, most 

of the research relied on feature engineering on both modalities of information, such as filters 

(e.g., Gabor or Sobel) for images, and lexical features based on n-grams for text, which were 
combined based on heuristic rules [9] or simple concatenation of the single-modality features 

[10]. In both researches, it was shown that the performance of the final classifiers improved 
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significantly when multimodal data was included instead of using just one modality. Popular 
tasks where image and text has been used are sentiment analysis and author profiling, promoted 

by the PAN@CLEF [11] [12] and SemEval [13] where SOTA results were achieved using deep 

encoder-decoder architectures, for both, images and texts, where specialized neural networks are 

used to extract features automatically, such as pre-trained convolutional neural networks, CNN 
[14] [15] for images and recurrent neural networks based on long short-term memory, LSTM 

[16], gated recurrent units, GRU [17] or transformer-based architectures such as BERT [18], for 

text sequences, where word embeddings are the common vector representation for words [19], 
[20], [13]. Once obtained the representation for each modality, they are combined generally with 

early or late fusion techniques [21], [22]. After that, a classifier such as neural network (NN), 

SVM or random forest (RF) is used, where the input is the whole multimodal representation. 
 

There are other interesting applications where multimodal data has been used. In [23], a classifier 

for skin lesion is proposed based on multiple imaging modalities (macroscopic and 

dermatoscopic) and patient metadata such as age, sex, location of the disease, change of lesion, 
among others. Features for images were obtained with two pretrained CNNs based on ResNet-50 

architecture [24], which are concatenated with patient metadata, followed by late fusion with a 

fully connected NN with two-hidden layers and a five-class softmax output layer in order to 
combine all features and obtain the corresponding lesion category. The authors show that the 

multimodal classifier outperforms one based on a single image.  Multimodal data has been used 

extensively in different tasks related to music collections such as genre and mood classification 
or information retrieval. In this case, it is assumed that there are three main modalities of 

information [25] which can be associated to musical items: editorial (date of production, genre, 

composer, country of origin, etc.), cultural, (knowledge produced by the environment or culture, 

gathered from user profiles, web scraping or collaborative filtering) and acoustic (beat, tempo, 
rhythm, energy, and music structure). Multimodal information has been used for multi-label 

genre classification in [26], including cover art images, spectrograms from audio signal and 

customer reviews, where DL and NLP techniques are used for each modality of data. In [27], a 
proposal for tag-based music retrieval based on metric learning is presented, where the main idea 

is to create a shared embedding space based on acoustic and cultural embeddings obtained from 

Mel spectrograms and a user-song interaction matrix, respectively, in such a form that similarities 

between music items can be obtained.  

 

3. DATASETS 
 

Several datasets were used in this work. First, the Flickr30K [28] is used for image captioning 
task, i.e., textual descriptions of images.  

 

For testing the multimodal classification approach, two more datasets related with the two 

classification problems were considered. These datasets correspond to Memotion Analysis 
SemEval2020 competition [13], and CLEF author profiling competition [12]. 

 

Flickr30k 
 

For the image captioning model, we used the Flickr30k corpus, which consists of 158,915 

captions from multiple sources that describe 31,783 images. These captions are in English 
language and the image's content is focused on people involved in everyday activities and events. 

These images are obtained from Flickr, a website that allows you to store, order, search, sell and 

share photographs or videos online, through the Internet.  
Figure 1 shows some examples from the Flickr30K dataset. 
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Figure 1. Images with captions from Flickr30k 

 

In order to obtain captions in the Spanish language, a new version of Flickr30K was generated. 

This new version is just a translation of the captions to Spanish, which allowed to train a model to 
generate captions in Spanish.It is important to have a model for the Spanish Language because 

one of the two classifications task used in this work contemplates a task in Spanish. In  

Figure 2 we show some captions translated into the Spanish language. 

 

 
 

Figure 2. Examples of translated text to Spanish from the Flickr30k dataset 

 

Memotion Analysis 
 

Memotion analysis [13] is an academic competition organized by SemEval (International 
Workshop on Semantic Evaluation) in 2020. The purpose of this competition was to provide a 

dataset including text and image, to tackle the problem of meme's classification, i.e., to detect for 

example when a meme is offensive or not. Meme's classification is far more difficult than the 

classification of text (for instance tweets), because a meme contains both, text and images to 
communicate its content. Nowadays there is not much attention to sentiment analysis in memes. 

When this task was launched, the objective was to attract the attention of the scientific 

community towards the automatic processing of memes shared on the internet on platforms such 
as Facebook, Instagram, and Twitter. Memes are difficult to deal with because they are often 

derived from our social and cultural experiences, such as television series or popular cartoon 

characters, and, as is stated in [13], “these digital constructs are so deeply ingrained in our 
internet culture that to understand the opinion of a community, we need to understand the type of 

memes it shares”. 
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The dataset includes 7,000 images for training and 1,000 images for testing. For each meme, the 
text contained in the image is also shared. Then, we have the original image of the meme and the 

correct text extracted from it.  

Figure 3 shows some examples of the Memotion Analysis dataset. In these examples, one has the 

image and the associated text. 
 

 
 

Figure 3. Example of memes from the Memotion Analysis dataset 

 

Author profiling 
 
Author profiling is a task proposed by PAN1, which is a series of scientific events and shared 

tasks on forensic digital text and stylometry and which in turn belongs to CLEF2(Conference and 

Labs of the Evaluation Forum).Author profiling task tries to distinguish between classes of 

authors studying their sociolect aspect, that is, how language is shared by people. This helps to 
identify characteristics such as gender, age, native language, or personality type. For this task, the 

focus is on social networks, since it is of great interest to get insight of how everyday language 

reflects basic social and personality processes. Specifically, the data is generated by Twitter 
users. 

 

The data used in this work is from the 2018 competition, which focused on gender identification 
on Twitter, where text and images are shared as sources of information. The languages addressed 

were English, Spanish, and Arabic. But, for this work, only the data in the Spanish and English 

languages were considered. In this dataset, there are 100 tweets and 10 images per user, as well 

as the gender for each of the 3,000 authors, in each language.  
 

 

Figure 4 shows some examples of the data shared for this task [12]. 

                                                
1 https://pan.webis.de/ 
2 http://www.clef-initiative.eu/ 
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Figure 4. Examples of images and text shared in the author profiling 2018 dataset 

 

4. PROPOSED METHODOLOGY 
 

The proposed methodology consists of two steps. First, we obtain a textual semantic 

representation of images by training an image captioning model with the Flickr30K dataset on 

English and Spanish languages. In the second step, we fuse vector representation (obtained with 
NLP techniques) of the two modalities of our data by concatenating previously the text 

information from our data and the one obtained in the first step. On this shared representation, we 

train two classification models based on SVM to solve the memes classification problem and the 
user profiling task.  

Figure 5 shows a schematic overview of the methodology, and the details are described in the 

following subsections. 
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Figure 5. Scheme of our Proposed methodology 

 

Image captioning step 
 

Image captioning is the task which attempts to describe, in a semantic way, an image content. 

SOTA results for this task are achieved by deep encoder-decoder architectures, as the one we 
used, which is based on [29]. The encoder consists on a pre-trained CNN based on the Inception-

v3 architecture [30] with visual attention [31], in order to relate, or “align” some specific 

objects of an image with its corresponding text descriptions given in the training data. The output 
of the encoder is a vector representation of the image, which in turn, is the input of the decoder, 

which learn to generate an output sequence which is the textual description of the image. In our 

case, the decoder is based on a recurrent neural network (RNN) with gated recurrent units 

(GRU). The image captioning architecture is shown in 
Figure 6. As we said before, our training corpus for this task is Flickr30k dataset, described in 

Flickr30k Section. 

 

 
 

Figure 6. Image Captioning model3.  

 

                                                
3 Source: https://medium.com/swlh/image-captioning-using-attention-mechanism-f3d7fc96eb0e 
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Multimodal fusion and classification 
 

Once we have the text which corresponds to the image description and the original text provided 
in the dataset, multimodal fusion is carried out by learning a vector representation of the 

concatenated text from both modalities of data. To this end, we used TC algorithm [32], which 

is defined as a minimalist text classifier based on SVM, robust to any language and domain. The 

main idea in [32] TC is searching for an optimal text representation based on a set of text 

transformations such as noise deleting, normalization, and tokenization, among others. The 

optimal representation is the one which has a good performance in a given classification problem. 
The procedure can be viewed as a combinatorial optimization problem wherein each algorithm 

iteration, the performance of the parameter’s configuration is measured trying to select a better 

configuration in the next step until the best possible solution is reached. As final step, the vector 

generated with TC is used as the input to a SVM classifier. As performance measures, we used 

macro-F1 and Accuracy metrics. 

 

5. EXPERIMENTS AND RESULTS 
 

In this section, several experiments are presented. First, the performance of the image captioning 

task is assessed. In this case, we used the bilingual evaluation understudy (BLEU) metric (please 
see [33] for technical details), which measures the grammatical composition of sentences with n-

grams in order to evaluate if the candidate caption obtained, captures the meaning of the 

reference caption given in the dataset. A key aspect in BLEU is the n-grams considered, which 
refer to a sequence of words within a window, where n represents the size of the window. For 

example, for the sentence “yesterday I went to the park to run”the unigram (n=1) represent each 

word, while for n = 2 we have bigram: “yesterday I”, “I went”, “went to”, “to the”, “the park”, 

“park to”, “to run”. Thus, in BLEU the n-gram of the candidate caption is compared with the n-
gram of the reference caption. It is worthwhile to mention that BLEU does not consider the 

position of the n-grams in the text but the number of matches. In the case of our image captioning 

model trained with Flickr dataset, the BLEU score obtained based on a 20% testing dataset and 
unigram were 42 and 38.7 for Spanish and English languages, respectively, which are 

considered as high quality and good results. In  

Figure 7 and  
Figure 8 we show some representative examples of the image captioning model results. We can 

see that good results are obtained in both languages, but outstanding results are observed for 

Spanish. 
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Figure 7. Example of captions in English generated by the image captioning generated model 

 

 
 

Figure 8. Example of captions in Spanish generated by the image captioning with our generated dataset 

(Spanish dataset) 

 
Once we obtained our model for image captioning, we proceed to assess the meme classification 

and author profiling tasks. For the evaluation, we used macro-F1 and Accuracy metrics.In the 

evaluation of meme's classification, we tackled two out of three tasks related to the Memotion 
analysis contest. In task A (polarity classification), the objective is to classify a meme content as 

positive, negative, or neutral, meanwhile in Task B (humour classification), the objective is to 

classify a meme as sarcastic, humorous, offensive or motivator, and further, a meme can be 

classified in more than one category, making this task very difficult.  
 

Two baselines were provided for the Memotion analysis competition [13]. For task A, macro-F1 

was 0.2176, and for task B 0.5118. Furthermore, the best results obtained by competitors of the 
Memotion analysis were 0.3546 for task A, and 0.5183 for task B, both in macro-F1 (see [13] for 

all results). 

 
Table 1shows our results for meme classification in both tasks. In Task A, we can see very good 

results in the training stage, but not so good in testing. By using only text information, a macro-

F1 of 0.955 is obtained but dropped dramatically to 0.854 in testing. This could be for overfitting 

in the training stage. When we used Text + Caption, the performance was similar, reaching a 
0.976 of accuracy, higher than using only text, but in testing the performance also dropped. In the 

case of Task B, lower results were reached using Text or Text + Caption. Although we obtained 

better results in Task-A versus the best result of the competition, in Task-B we achieved a very 
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lower result compared again with the best of the competitors. Our objective is to analyze if our 
generated caption improves the classification performance, in this case, we can see this has not 

happened.  

 
Table 1. Memes classification results (macro-F1) 

 
Task Data Training Test baseline Best score 

competition 

Task-A Text 0.955 0.854 0.2176 0.3546 

Task-A Text + Caption 0.976 0.740   

Task-B Text 0.437 0.380 0.5118 0.5183 

Task-B Text + Caption 0.444 0.369   

 

For the author profiling task, we used the dataset reported in [12] for English and Spanish 

languages. Because this competition was held in 2018, we had no access to the baseline nor 
testing dataset, so, we split the dataset into 80% for training and 20% for testing. For reference, 

we show in Table 2 the best results for Spanish and English achieved in the competition as was 

published at that time.  The metric used here is accuracy. 
 

Table 2. User profiling contest best results (accuracy) 

 
Language Data Training Test 

Spanish Text - 0.8200 

Spanish Text + Caption - 0.8200 

English Text - 0.8221 

English Text + Caption - 0.8584 

 
The results reached with our proposed methodology are shown in Table 3. Here, it can be seen 

the perfect results in training for both languages, but a lower accuracy for test. In both cases, a 

better result was obtained by considering multimodal data, Text + Caption. Nevertheless, we 
consider that there is not enough evidence to demonstrate the advantage of including image 

information by means of its corresponding caption. 

 
Table 3. User profiling results (Accuracy) 

 
Language Data Training Test 

Spanish Text 1.00 0.823 

Spanish Text + Caption 1.00 0.833 

English Text 1.00 0.735 

English Text + Caption 1.00 0.738 

 

As an analysis, we can state that for the meme classification task, a better performance was only 
obtained in Task A, compared to the baseline reported in the competition. However, it was 

observed that the classification was better when using only the textual information in both tasks 

(A and B), and by combining both modalities of data (Text + Caption) it was not possible to 

achieve good generalization. Then, we could conclude that the descriptions of the images did not 
improve significantly the results regarding this task. One of the possible reasons for this situation 

is the composition of the dataset for this task since the sentiment contained in the meme is mainly 

identified with the textual message of the image, in addition, lower performance may occur in the 
model by adding the information of the images because the same image is used to create memes 

with different sentiments, i.e., the same image with different text could be an opposite sentiment 

perspective.  
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Respecting to the author profiling task, we obtained better performance when using the textual 
information combined with the image's description, compared to the performance obtained by 

classifying with only the user's textual information, in both languages. When we analyse the 

results reported in this competition, we found that the best result was achieved by using only text 

than using only images.In our case, although the improvement when using both modalities of 
information seems to be not so significant, an issue that must be taken into account is that for 

each user there were around 100 tweets and only 10 shared images and, based on the length of the 

tweets versus the descriptions generated for each image, the textual information of the added 
images represents only 9% of the final content for each user, resulting in a significant unbalance 

in the data modalities. 

 
In both tasks, there are some issues regarding their datasets such as data distribution, topics, 

categories definition, almost the same data could represent different categories or classes, among 

others.Maybe, the extension of this analysis with more data could show a better understanding on 

the relevance of image captioning in this kind of problems. 

6. CONCLUSIONS 
 

Our main objective was to demonstrate if using the image captioning approach to use multimodal 

data could improve the classification results in both tasks, Meme classification, and User 
profiling.In general, the methodology applied for the classification of multimodal data had a good 

evaluation in both tasks but not significantly outstanding result to state that using captions in 

multimodal data improves the performance of the two classification problems tested.  

 
Even so, to conclude on its performance compared to other approaches, we think it is necessary 

to apply in tasks with balanced data types, i.e., with the same number of images and texts for 

each sample, in order to analyse if the semantic description of the images provides significant 
information in the representation of the data. Our methodology did not obtain a good 

generalization with the description of the images in the classification for new data in the tasks 

addressed, this is reflected by excellent results in training that decrease in the test dataset, which 
is a topic of interest as future work, also, it is in our interest to explore another DL architectures, 

such as those based on transformers.  

 

As future work, more fusion techniques could be applied to both, images and text data. Also, it 
will be interesting to test our methodology with more adequate datasets to state more solid 

conclusions and produce more accurate image captioning models to improve the image semantic 

descriptions. 
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