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ABSTRACT

Legal documents often have a complex layout with many different headings, headers and
footers, side notes, etc. For the further processing, it is important to extract these individual
components correctly from a legally binding document, for example a signed PDF. A common
approach to do so is to classify each (text) region of a page using its geometric and textual
features. This approach works well, when the training and test data have a similar structure and
when the documents of a collection to be analyzed have a rather uniform layout. We show that
the use of global page properties can improve the accuracy of text element classification: we
first classify each page into one of three layout types. After that, we can train a classifier for
each of the three page types and thereby improve the accuracy on a manually annotated
collection of 70 legal documents consisting of 20,938 text elements. When we split by page type,
we achieve an improvement from 0.95 to 0.98 for single-column pages with left marginalia and
from 0.95 to 0.96 for double-column pages. We developed our own feature-based method for
page layout detection, which we benchmark against a standard implementation of a CNN image
classifier.

The approach presented here is based on corpus of freely available German contracts and
general terms and conditions. Both the corpus and all manual annotations are made freely
available. The method is language agnostic.
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1. INTRODUCTION

Many documents are only available as PDF. This is especially the case for legal documents
where one exact copy including layout and signatures is distributed and archived. Extracting the
text from a legal document is often challenging since e.g. contracts often have a complex
structure with lists, footnotes, side notes, multiple columns, headers and footers and so on.
Moreover, contracts often consist of several parts, like address page, signature page, project
description, terms of service etc. which each may have a completely different layout.

In order to extract texts from a PDF we first identify characters, then regions of closely
neighbouring characters (words) and finally regions with dense text. Once we have defined these
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regions, we classify them into several types before we extract the text. An example of a PDF page
and the extracted text regions is given in Figure 1. In this figure, the class of each text region is
given.
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Figure 1. Example of a page from a contract with marking of text regions and their classes.

Our approach can also be used for documents where the number of columns on each page is not
known and can be different on each page. By improving text extraction, large collections of
documents can be processed more efficiently, as some sources of error are reduced.

E.g. texts located in the header and footer can be filtered out instead of being merged in the
sentence covering the page break; texts from different columns can be brought in correct order
and by the identification of headings the text can be split up in chapters and sections.

2. RELATED WORK

Extracting text from scanned PDF documents is still a challenge when it is not known how many
columns the individual pages in the documents have, when the task is to ignore header and footer
text, and when a large number of PDF documents are to be processed automatically.

The documents used in the present work were only available in PDF, not originating from a text
processing tool but scanned from printed and signed paper documents. This is a very common
situation for legal documents. Therefore, the analysis of legal documents often has to begin with
extensive pre-processing followed by comprehensive cleaning of the texts.

Different approaches were tested for extracting the texts from PDF files and for recognizing the
structure of the documents. [1] extract text elements from PDF files to analyze the structure of
Chinese books that were available in PDF format. After extraction, the content was assigned both
a physical and a logical structure. However, since the data came from books, it was possible to
assume that all pages have the same layout, i.e. the number of columns and the positioning of
headings is consistent across all pages of the book. This allows the definition of global
typography classes. The authors divided the logical structure on page level and on document
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level. The page level contains the hierarchical arrangement of text elements, such as headers,
figures, tables, and footnotes. The document level included the chapter structure, author
metadata, and book title. For page-level logical structure extraction, the text and individual letters
were extracted from these text blocks to obtain additional features such as boldface for headings.
The authors obtained very good results with this process. All classes such as header and footer,
heading font etc. are identified with an accuracy above 90% and the lowest hit rate has heading
font with 87.94%. The authors used 1,000 books for their method.

[2] use layout analysis to improve the delimitation of sentences boundaries in financial reports.
They use layout analysis to filter out tables, among other things, as these are not helpful for
sentence boundary detection. They try to separate the content of the document from other
information.

Contiguous text sections on a document page are not necessarily extracted as a single unit, so
there are also some works that deal with merging contiguous text areas from extracted PDF files,
for example[3]. The authors have developed a three-stage procedure for this purpose. In the first
stage, contiguous text blocks are to be identified on a layout basis. In the next stage, a rule-based
classification of the text blocks is performed using categories, and in the third stage, these
classified text blocks are to be summarized in the correct order. At the end, the text can be
extracted from the summarized text blocks.

In a simple extraction of text from PDF files, text is also extracted from the header and the footer,
such as the page number, or the name of the contract creator in the header. However, these
components of the document are a hindrance for analyzing the content of the contract and also for
comparing document versions. For the detection of headers and footers, [4] used a layout-based
approach. This approach is based on the use of geometric coordinates. In addition, the authors use
the occurrence of digits as an indicator of a text element in the header or footer and the length of
the text as a supplementary feature. Using the coordinates of the text blocks from the PDF files, a
structural sorting per page is possible.

Methods for analyzing the visual, physical, and logical structure of PDF files are often developed
for scientific papers, for example by [5], [6], [7] and for Newspapers e.g. by [9]. In [9], also
technical documentation is transferred into an XML structure starting from a PDF document.
Legal documents have however not yet been extensively used in extraction and analysis work.
Some research projects in this area are described by [10], which identifies argumentation
structures in court proceedings, and by [11], which classifies and automatically summarizes legal
texts. For the removal of texts which originate from headers and footers, [12] use features that are
defined based on the neighboring pages. As soon as the text line candidates exceed a threshold of
equal characters and correspond to a minimum occurrence, these texts can be filtered out as
headers and footers.

The work of [13] is similar to our objective - classifying text elements - but they use a large
variety of document types e.g. email files, power point files, as well as of text formats, e.g. word
files, PDF, and others. Therefore, they divide for example the class "heading" into headings in
tables, of emails and of other document types. [13] use a conditional random field model for the
prediction and achieve an average accuracy of 0.83 for all 13 classes which they distinguish.

Scientific works, in which Convolutional Neural Networks (CCNs) are used for the classification
task of image-based document pages, are reported by [14], [15], and [16], among others. [14]
proposed a method (document domain randomization (DDR)) that does not need manually
annotated document pages, but works with generated pseudo-pages. However, the extraction of
the texts is not the goal, since the pages are randomly composed from components of scientific
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papers. Thus, the authors do not need to use manually labelled data. The goal is to separate
textual areas from figures and tables. In [15], a CNN is used to classify document types. The
classes for the image-based document pages are e.g. “email”, “news article”, “file folder”,
“letters”, “memo”, and so on. [16] performs object detection on image-based document pages
using CNN. The objects they want to identify are “stamps”, “logos”, “signatures”, “tables” and

“text blocks”.

3. DATA AND METHOD

In this section we will present our method for the classification of text elements and the data used
for training and evaluating our methods.

3.1. Document Corpus

For this work, a corpus of publicly available German contracts was compiled, primarily contracts
from the city administrations of Hamburg and Bremen, dating from 2014 to 2019, that were
released on the internet in the context of the cities open government policy. In addition to these
two sources, general terms and conditions, found on the internet, were added to the corpus.

The sources used for the corpus can be found in appendix A.

For a part of the corpus all pages were classified as being in one-column layout, two column
layout or one-column layout with marginals. For another small part of this corpus all text regions
detected were classified manually. The annotation was done by a student assistant who corrected
the classification of a first version of the classifier trained on a very small set of data, not part of
the current corpus. Over ten thousand text regions were classified in this way. Exact numbers are
given in Table 1. The documents we used for the classification of the text boxes are the same
documents that were used as test documents for the page layout recognition. The documents for
the training set were separated and no longer used for the recognition of the text classes. For the
classification of the text classes, we used x-fold cross-validation with x = 10.

Table 1. Size of the corpus.

Layout prediction Text class prediction
Test set Training set Total Total (cross valid. used)
Number of documents 64 249 313 70
Number of pages 417 1,859 2,276 276
Number of text elements - - - 20,938

3.2. Method

The goal of our work is to classify text fields on a page in order to improve the extraction from a
scanned PDF-document. An obvious way to do this is to train a classifier using various features
of a text region based on the size, position and content of the text region. Many of the geometric
features, however, are context dependent, i. e. the meaning of a feature depends on the type of
page layout. Thus, we first classify each page, since in legal documents it is often found that
different layout types are used within a single document. Subsequently, we use the layout
information to classify the text regions. Here we either can use the probabilities for each layout
class as features for the second classifier, or alternatively we train different classifiers for each
layout class.
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The pipeline for using the global layout features to improve the classification of text classes is
given in Figure 2.

\ 1C: one column 1CM: one column
1 with marginals !

Contracts

(PDFs)

Figure 2. Pipeline for using global page features to classify layout elements.

In the first step, we have compiled a collection of legal documents. Then we extract all text
elements from a PDF page and get the exact coordinates and other features such as font size, etc.
for each element. After that, the layout of each page is classified using the marker method, see
Section 3.3.

We use these layout classes, e.g. two-column page, as a feature to improve the classification of
texts classes. The result of this process is a document collection where for each text of an
extracted text area, it is known to which class it belongs. Thus, classes that are not needed can be
filtered out and the remaining text can be used for text analysis or for other processes.

3.3. Layout Recognition

As mentioned before, in legal documents we find various types of page layout that often change
within the document or even on one page. E.g. the main text of a contract can be in a one-column
layout while the general conditions, that are part of the contract is in two column layout, followed
by a page of general remarks and signatures again in a kind of one-column style. We identified
three main layout types in various collections of contracts: one-column layout, two-column
layout and one-column with marginals. In the current collection of contracts, presented above, the
last type of layout usually is a kind of table, where we have short definitions on the left-hand side
and a longer text at the right-hand side. In another collection of contracts that we have used, but
that cannot be made publicly available, we also found many examples where the section headings
were written in the left margin.

In order to predict which layout each individual PDF page will have, we use 100 vertical markers
for each page. For each of these 100 markers, the heights of the text areas that this marker
intersects with are accumulated and normalised (with the highest marker value per page). To
avoid that text elements from the header or footer distort our calculations, we have not taken into
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account the top and bottom height of a page in the calculation. This is shown schematically in
Figure 3. The dark blue highlighted line in Figure 3 intersects with three text boxes (see orange
ellipses in the figure). The values of all 100 markers are calculated in this way. The text box
height is marked in the illustration as a text area with an orange bold border, the other text areas
on this page are highlighted by dark grey rectangles.

Page layout 1CM (One column with marginals)

(I:| I:IN

Text box height
ﬁ

\_ J

T 100 markers on x-axis

Figure 3. Schematic representation of the calculation of the marker values.

Figure 4 shows prototypical examples for each layout and the associated marker values. The
marker values for all three layout types are easily distinguishable for clear prototypical page
examples. For the page with one column, the markers value decrease to the right (less
intersections, as not all lines are completely filled with text). For the one-column layout with the
left marginalia, the markers remain lower over the area of the left headings and increase
significantly at the start of the text column. Towards the right margin the values then decrease
again. For the two-column page, the low values between the two columns are clearly visible.
Here in the example, it is a prototypical page that is well filled with text, but if the two-column
page contains only partial text, an incorrect classification may occurs.

3.3.1. Our feature-based Approach

For page layout classification, we trained a Random Forest classifier and a Support Vector
classifier. The hyperparameters for Support Vector Classifier are optimized for 100 markers. We
use Stratified KFold with random state 42 and a fold number of 10 for the Random Forest
Classifier and the Support Vector Classifier. The features we use for training the classifiers are
the 100 values of markers truncated at the top and bottom of the page and the area of all text
boxes per page. The results are given in Table 3.
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3.3.2. Image Classification with Deep Convolutional Networks

For the image-based classification of the document pages with convolutional networks, we use an
implementation of PyTorch (https://github.com/aleksandraklofat/image_classifier). The pre-
trained model vggl6 [17] (https://pytorch.org/vision/stable/models.html) were trained with the
own document pages (417 document pages were converted to png images with pdf2image). We
used the default settings. The document pages from the test set are also the pages extracted by our
feature-based procedure. The results are given in Table 5.

l l ( H i

) Marker 1C ) Marker 1CM (c) Marker 2C

Gegenbauer

(d) Page 1C (e) Page 1CM (f) Page 2C

Figure 4. Prototypical page examples and the corresponding marker values.
3.4. Classification of Text Elements

For each page we first extract all dense and cohesive text areas. For the extraction of these areas
we use PDFMiner [18]. The exact areas that are extracted of course depend on the parameters
used for extraction and we have to be sure that the same values have been used for training and
application of the classifier.

A text area can have various functions on a page. We identified six frequently occurring types of
text regions that can be distinguished in our collection of documents. Other types, like image
captions, might frequently occur in other documents but are not present in our corpus of contracts
and general terms and conditions of business. The six types are:

e Header: Line of text on the top of the page, with one to three text elements not belonging
to the main text flow.

e Heading: Headings and subheadings.

e Text: Main text, including numbered paragraphs, text from listings etc.
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o Bullet: Bullet points.
o Notes: Hand written notes and stamps or text from a small table.
o Footer: Includes everything below the last text line, e.g. page numbers, footnotes.

The features we use for the text structure elements are: the geometry of the text box, e.g. its
coordinates; the neighbourhood of the text box, the presence of adjacent text boxes i.e. its
distance between the text boxes; the text box area; the height and width of the text box; the
features for recognising headings, such as bold, capital letters, a colon is the last character of a
text box; the number of special characters and whether the text of a text box element is a bullet
and others (detailed list in Table 2).

Table 2. Features for each text box for classification.

Feature(s) | Data type
Geometry of the box
Coordinates (4 values) float
Height of text box in pixels float
Width of the text box in pixels float
Area of the text box float
Neighbourhood
Distance to the top | bottom | left | right of the page (4 values) float
Adjacent text box to the top | bottom | left | right (4 values) boolean
Font
Font is bold boolean
Font is italic boolean
Font size float
Font is capitalised boolean
Text
Starts with a paragraph mark boolean
Text ends with a colon in the text box boolean
Text box consists of bullets boolean
Number of characters of an extracted text box integer
Number of special characters integer

From the page layout classification, four values representing the page layout are added as features
for each text element. This is to improve the prediction for the text classes. The prediction of the
text structure classes is performed using a Support Vector Classifier (SVC) as well as a Random
Forest Classifier, both from the SciKitLearn-Library (https://scikit-learn.org/stable/index.html).
Finally, we train a classifier on a part of the manually annotated data. For evaluation we use the
test set for layout prediction and a 10-fold cross validation scheme for text classes. For the cross
validation we use stratified sampling and for each partition we balance not only the fractions of
the text box classes that have to be predicted but also balance the layout types that the boxes were
taken from. Thereby we ensure that all types appear in both training and test sets. Alternatively,
we do not use the probabilities for each layout class but simply assume that the most probable
one is the correct class and train three different classifiers for each class.
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4. RESULTS AND EVALUATION

4.1. Page Layout

The results for the classification of the page layout summarized in Table 3. A Random Forest and
an SVC model was trained for the classification. With the Random Forest model we can achieve
an accuracy of 0.94 and with the SVC model even 0.95. In the confusion matrix (Table 4), errors
in the prediction of the layout classes are shown, from SVC. According to this, between the

layout classes 1C and 1CM there are few document pages that are in the intermediate range. 17

pages are incorrectly predicted as a single-column page, but only one one-column page is

predicted as two-column page. Table 5 shows the results for image classification with a CNN.

The results do not reach the values with the feature-based approach from Table 3. The accuracy is
89%. Detailed values are shown in Table 5 and in Table 6 the confusion matrix gives an

overview of the misclassified document pages.

Table 3. Results for layout prediction with SVC and Random Forest.
Accuracy: SVC: 0.95; Random Forest: 0.94

101 Features
Class Precision Recall F1-score Number of
pages
Random Forest 1C 0.92 1.00 0.96 291
1CM 0.97 1.00 0.99 37
2C 1.00 0.73 0.84 89
wgt. avg: 0.97 0.91 0.94
total: 417
SvC 1C 0.94 0.99 0.97 291
1CM 0.93 1.00 0.96 37
2C 0.99 0.80 0.88 89
wgt. avg: 0.95 0.93 0.95
total: 417
Heights of the intersected text boxes per marker (100) and area of all text boxes per page (1).

Table 4. Confusion matrix from SVC for page layout classes

Predicted 1C 1CM 2C
Real
1C 288 2 1
1CM 0 37 0
2C 17 1 71

Table 5. Results by CNN implementation with PyTorch for page layout classification

as image classification. With an accuracy value of 0.89.

Class Precision Recall F1-score Number of
pages
CNN 1C 0.97 0.80 0.88 291
1CM 0.32 0.84 0.47 37
2C 0.88 0.79 0.83 89
wgt. avg: 0.72 0.81 0.73
image-based document pages, total: 417
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Table 6. Confusion matrix from CNN results by implementation with PyTorch for page layout
classification as image classification

Predicted: 1C 1CM 2C
Real:
1C 234 48 9
1CM 5 31 1
2C 2 17 70

4.2. Text Classes

4.2.1. Results of Classification

For the prediction of the text classes, we compare two methods. As a baseline, we classify the
text classes without features that contain information about the layout. The results for both
classifiers are presented in summarized form in Table 7. With the SVC model we can achieve an
accuracy of 0.89 and with the Random Forest model 0.95.

Table 7. Results for text class prediction. Accuracy: SCV: 0.89; Random Forest: 0.95

class precision recall F1-score Number of text
elements
SvC Header 0.84 0.76 0.80 394
Heading 0.85 0.83 0.84 2,069
Text 0.96 0.98 0.97 17,241
Bullet 0.84 0.77 0.80 295
Notes 0.69 0.45 0.54 437
Footer 0.95 0.86 0.90 502
wgt. avg. 0.85 0.78 0.88
total: 20,938
Random Header 0.92 0.84 0.87 394
Forest Heading 0.58 0.51 0.54 2,069
Text 0.92 0.95 0.94 17,241
Bullet 0.72 0.56 0.63 295
Notes 0.63 0.44 0.52 437
Footer 0.97 0.93 0.95 502
wgt. avg. 0.79 0.70 0.94
total: 20,938

4.2.2. Results of separate Classification for each predicted Layout Class

We execute a classification in which the text classes are classified separately according to the
page layout. This means that only text elements that are on a one-column page are classified
together. We do the same with the other two page layout classes. The distribution of the text
elements, across the classes, is shown in Table 8. The results for this separate prediction are
shown in Table 9, again for the two classifiers SVC and Random Forest. The prediction of the
classes for the texts from the two-column pages and from the page type 1CM benefit from this
procedure. With the SVC model, we achieve an accuracy of 0.87 for 1C page type, 0.90 for 1CM,
and 0.84 for 2C for the text elements. Using the Random Forest model, we obtain 0.94 for 1C,
0.98 for 1CM, and 0.96 for 2C. More precisely, the improvement for 1CM and 2C can be seen,
for example, for the class “heading”: this text type can be used as an important anchor in further
text processing. We get 0.95 for the text type “heading” for 1CM and 0.90 for 2C. Single-column
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pages (1C) do not benefit from detection and separation by page layout types, but do also not
represent a major challenge in the extraction process of contract documents.

Table 8. Distribution of the text elements.

Number of text elements

Class 1C 1CM 2C
Header 260 66 68
Heading 1,015 326 726
Text 9,349 1,722| 6,170
Bullet 183 44 68
Notes 339 15 83
Footer 308 82 112

total:| 11,454 2,255| 7,227

Table 9. Results for text class prediction separated for each layout class.

Class Precision Recall F1-score
1C| 1CM| 2C] wagt.avg.] 1C| 1CM| 2C| wagt.avg.] 1C| 1CM| 2C| wagt. avg.
Header a7 96| .91 83| 41 .68| .43 46| .54 .80| .58 .59
Heading .54 95| .34 53| 42 64| .35 A4 .47 g7 .34 A7
o Text .90 .89 .90 .90] .96 99| .92 .95] .93 941 91 .92
5) Bullet .73 1.0| .76 78] .39 02| .46 35| 51 04| .57 .45
Notes .70 .83| .07 58| .47 33| .04 .38] .56 48| .05 .46
Footer .94 96| 1.0 .96] .72 79| .80 .75] .82 87| .89 .84
wgt. avg.| .86| .91| .83 .86] .87| .90| .84 .86] .86| .89| .84 .86
Header .82 90| .90 .85] .76 92| .65 a7 .79 91| .75 .80
e . |Heading .80 96| .88 .90] .83 94| .92 93] .81 95| .90 .92
S § Text .96 99| .98 971 .97 99| .98 98] .97 99| .98 .98
G $ |Bullet .80 91| .87 .83] .68 89| .91 76] .74 90| .89 .80
@ Notes .73 .67| .46 .68] .56 53| .37 52| .64 59| .37 .59
Footer .94 96| .96 .95] .87 98] .95 91] 91 97| .95 .93
wagt. avg.] .94 .98| .96 .95] .94 98| .96 95] .94 98| .96 .95
Legend: 1C = one-column, 1CM = one-column with marginals, 2C = two column

Table 10 compares all values for accuracies. The values for the classification of the text elements,
which were all trained together and the classification of the text elements divided by page layout.
In order to compare the results directly, the accuracy values for the text elements divided by page
layout were added as a weighted average. By splitting by page layout, the classification with the
SVC becomes worse, from 0.89 to 0.87. The accuracy of the classification with the Random
Forest improves from 0.95 to 0.96. The classification with the Random Forest and the text
elements split by page layout is thus our best prediction for the text classes.

Table 10. Comparison: Accuracy and weighted average values for text class prediction separated for each
layout class (Table 9) and for text class prediction without layout class information (Table 7).

All text classes | Text classes separated for each layout
(Table 7) class (Table 9)
1C 1CM 2C wgt. avg.

SvC wgt. avg. 0.88 0,86/ 0,89 0,84] 0.86
accuracy 0.89 0,87 0,9 0,84 0.87

Random |wgt. avg. 0.94 094 098 0,96] 0.95
Forest accuracy 0.95 0,94 0,98 0,96 0.96

Legend: 1C = one-column, 1CM = one-column with marginals, 2C = two column
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5. CONCLUSIONS

With the use of global page information, we can improve the mapping of text elements to a text
class for two-column pages and single-column pages with margins. By using the global layout
information, texts in legal documents can be extracted more correctly and are thus available for
further processing, possibly cleaned of unwanted text classes such as headers and footers.

Our approach is well suited for preprocessing corpora from the legal domain, also if they include
documents that have an imbalance in the number of double-column and single-column pages.
The size of the corpus does not need to be as large as when using CCNs, but our method still
achieves good results. Especially legal contract documents often contain single-column and
double-column pages and the number of columns must be identified to ensure an accurate
extraction of the text and to maintain the reading flow.
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APPENDIX

A.1 Sources for documents in the corpus

1. City Administration Hamburg:
http://suche.transparenz.hamburg.de/dataset?g=vertrag&esq_title=&check_all_

2. City Administration Bremen: https://www.transparenz.bremen.de, Keyword: Vertrag

3. General terms and conditions: Individually researched on websites. All individual links of the sources
were saved.

A.2. Sources for data sets of used corpora

The compiled and used corpora, are available on our project page, under: http://textmining.wp.hs-
hannover.de/juver.html
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