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ABSTRACT 
 

Any unexpected service interruption or failure may cause customer dissatisfaction or economic 

losses. To distinguish the rights and interests or security disputes between cloud service 

providers and customers, explore the essence and rules of cloud service events and their various 

connections, such as: Normal contact of service scheduling, normal contact of service 

dependence, abnormal contact of resource competition, abnormal contact of service delay, 

abnormal contact of service dependence, etc., as well as their rules in time, resources, 

scheduling and other aspects, and the form of the rules; The purpose is to provide the above 

abnormal connections, as well as the rule and presentation form in terms of time, resources and 
load, for the study of violation determination and failure tracing in the cloud service 

accountability mechanism. 
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1. INTRODUCTION 
 
After receiving user service requests, cloud service providers implement their requirements into 

one or more cloud service jobs, which may have sequence and dependency relationships. Each 

cloud service job consists of one or more tasks, and there are dependencies among the tasks, 
which are represented by the DAG (Directed Acyclic Graph) of the tasks. After the task is put 

into operation, one or more instances will be generated. Since there is a dependency relationship 

between tasks, instances of two tasks with a dependency relationship must have a dependency 

connection. It would be helpful to trace the source more accurately if we could point out which 
instances the connection is caused by, when it ends, and the type and strength of the connection. 

 

This paper summarizes the research status of cloud service events and their connections, mainly 
including: firstly, this paper reviews the research status of cloud service events and their 

relationship. Secondly, summarizing and giving a classification of cloud service events and their 

connections from the current state of affairs. Thirdly, it points out that the common problem at 

present is interpretable label adaptive labeling. Finally, the research approaches of cloud service 
events and their correlation are suggested.  

 

The following four sections are as follows: Section 2 summarizes the current situation of cloud 
service events and their connection; Section 3 gives the classification of current cloud service 

events and their connection; Section 4 summarizes the remaining problems in the current research 

and gives suggestions on research approaches; Section 5 is the summary of the full text. 
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2. RESEARCH STATUS 
 
The relevant research status is summarized in two sections: Section 2.1 discusses cloud service 

events and Section 2.2 discusses the connection between cloud service events. 

 

2.1. Cloud service events 
 

For the lack of labeled data in abnormal detection, paper [2] presents an unsupervised abnormal 
detection method, which can identify three types of anomalies: Service timeout, network delay 

and data loss. This method ignores the dependency between events, and independently examines 

the abnormal conditions of events, and ignores the abnormal conditions such as the delay time of 

bad services and the dissatisfaction of resources. 
 

Paper [3] makes an empirical analysis on abnormal events collected by 18 online service systems 

of Microsoft, identify accidental abnormal events, such as wrong procedures submitted by 
customers, so as to effectively deal with abnormal events, but this method relies on engineers to 

manually mark accidental abnormal events, which is costly. 

 

Papers [4,6] only focus on the abnormal resource consumption event of the job. Paper[5] only 
focus on job scheduling failure events, papers [7-10] only focus on the abnormal consumption of 

container resources, and paper [11] only focus on instance authorization failure and Instantiate 

abnormal event. They all assume that each event is independent of other events, pay attention to 
the abnormal of events in terms of resources and scheduling, but ignore the abnormal caused by 

the dependency between events. 

 
Papers [27-31] analyze the failure characteristics of nodes, but they separate the connection 

between nodes and independently investigate the failure characteristics of nodes, ignoring the 

abnormal connection between nodes. 

 
It can be seen that there are still abnormal in the research of cloud service events, which ignore 

the delay time of bad services and the dependency between events, and rely on manual labeling, 

which is inefficient. 
 

2.2. Cloud Service Event Connections 
 
Papers [12-16] rely on manual annotation, Give the two types of connections between services 

"with-without", so as to trace the source of service interruption. 

 
Paper [18] only focus on resource competition between jobs, papers [19-21] only focus on 

dependencies between containers. They all focus on the connection between events from a single 

aspect, without considering multiple abnormal connections between events from various aspects 

such as time, resources and scheduling. 
 

Papers [22-24] can analyze whether there is a connection between events, and give the general 

characteristics of the connection, but they fail to distinguish the types of connections. 
 

Papers [33, 34] based on subspace method, and papers [35-37] based on feature selection 

methods, extract or construct a new low-dimensional feature space in the high-dimensional space 
to detect the abnormal connection, but due to the unknown and heterogeneity of the abnormal 

connection, these methods are difficult to ensure that the newly constructed feature space already 
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contains the semantics required for the Multi-Classification and Multi-Label abnormal 
connections discovery [32]. 

 

It can be seen that the research on event connection still relies on manual annotation, which is 

inefficient, and does not integrate time, resources, scheduling, dependency and other aspects at 
the same time, and the problem of unclear understanding of multi-Classification connection 

characteristics. 

 

3. CLOUD SERVICE EVENTS AND THEIR CONNECTIONS CLASSIFICATION 
 

This section summarizes and classifies cloud service events and their connections from the 

current situation. 

 

3.1. Cloud service events classification 
 
According to the papers [2-11, 27-31], it is summarized that there are normal events, unknown 

events and abnormal events in cloud service events, this article focuses on abnormal events. The 

cloud service events classification diagram is shown in Figure 1. 

 
 

Figure 1. Cloud service events classification 

 

We classify cloud service events into normal events, unknown events, and abnormal events based 

on their completion. Abnormal events include abnormal resource consumption events, data loss 
events, network delay events, instantiation abnormal events, and instance authorization failure 

events. 

 

3.2. Cloud service event connections classification 
 

According to the papers [12-16, 18-24, 32-37], it can be concluded that cloud service event 
connections includes normal connection, unknown connection and abnormal connection. This 

article focuses on abnormal connection. The cloud service event connections classification 

diagram is shown in Figure 2. 



100       Computer Science & Information Technology (CS & IT) 

 
 

Figure 2. Cloud service event connections classification 

 

According to the granularity of cloud service events, we classify event connections into service 
connection, job connection, task connection and instance connection. Among them, service 

connection includes causal relationship, interaction relationship and temporal relationship among 

services. Job connection includes competitive relationship and causal relationship between 
jobs. Task connection includes dependency relationship between tasks. 

 

4. REMAINING PROBLEMS AND SUGGESTIONS FOR RESEARCH 

APPROACHES 
 

4.1. Remaining problems 
 

Problem 1: Adaptive labeling problems of interpretable labels. 

Problem 2: Difficulties in understanding the nature of multi-classification connections in cloud 
service events. 

Problem 3: The method challenge of multi-classification connection discovery of cloud service 

events. 
 

4.2. Research approaches and suggestions 
 
Based on the above urgent problems, the prospective system shown in Figure 3 is proposed. 
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Figure 3. Prospective system 

 
The ellipse in Figure 3 represents the activity, and the directed solid line represents the entity. 

Directed lines starting from hollow rectangles represent external inputs, and directed lines with 

solid arrows at the end represent intermediate outputs, and directed lines with hollow arrows at 
the end represent final outputs. The analysis of cloud service failure factors includes 8 activities: 

cluster, sample selection, train, test, select, factual assessment, correlation analysis and rule 

revision/adjustment. 

 
According to the prospective system shown in Figure 3, we give the research scheme. Firstly, 

explore the adaptive annotation method of event connection labels, such as the initial label of the 

connection between events is given by clustering. Secondly, analyze the initial label meaning of 
the connections between events, and get the types of connections and some characteristics of each 

connection. Thirdly, part of the characteristics of all kinds of connections are regarded as semi-

supervised classification rules, such as "do not accept the connection labels that start only after 
the subsequent events have ended", "do not accept the normal association labels that abnormal 

end of the subsequent events and abnormal end of the previous events", etc. Then, through semi-

supervised classification, classify the types of connections between events. 

 
Fourthly, according to the connections of events, get more characteristics and laws of the 

connections of various events, as well as the presentation forms of laws, and construct the event 

network. Finally, evaluate the above process, and give the evaluation results. 
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5. CONCLUSIONS 
 
This article reviews the current research status of cloud service events and their connections, and 

points out the following three common problems: 

 

1）Deep learning relies on labels, moreover, event connections label of cloud service is people's 

qualitative prior knowledge of event connections, it is usually manually annotation in advance 
and then classified, but manual annotation is labor intensive and inefficient. 

 

2）The explanatory nature of the label depends on the recognition of multi-classification 

connection characteristics, however, the current cloud service event connection has not 

considered time, resources, scheduling, and dependencies at the same time, and the problem of 
unclear understanding of the nature of multi-classification of connection; 

 

3）Machine adjustment labels depends on the understanding of the laws of multi-classification 

connection, however, the current research is not clear about the characteristics of multi-

classification connections, and part of it contains the semantic problems required for multi-
classification connections discovery. 

 

For the above problems, we give the prospective system of cloud service events and their 
connections, which basically meet the requirements of cloud service events and their connections. 
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