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ABSTRACT

Chatbot has long been an important research topic in artificial intelligence and attracts lots of attention recently. Despite significant advancements in language ability, the interactions between users and chatbots are rather generic, short-term, and transnational. It has always been challenging to develop truly personal chatbots and even more difficult to establish long-term, affective connections. This paper first brings up “nurture” as a new interaction mode with chatbots. We introduce the nurture framework and accordingly design the learning algorithm and nurture functions. Then we present LightBlue – a platform that allows non-professionals to nurture personal chatbots from scratch. Experiments on both closed- and open-domain tasks validate the proposed framework and demonstrate a promising method for facilitating long-term interaction between users and chatbots.
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1. INTRODUCTION

Chatbot, a computer program which can communicate with humans in natural language, has been put into study since the birth of Artificial Intelligence (AI) [1]. It is also called as machine conversation system, virtual agent, dialogue system, and chatterbot [2]. A chatbot can be programmed to mimic humans, answer questions, serve as a personal assistant, and so on [3]. In recent years, the applications of chatbots boom in industry, emerging in many fields including education, social media, finance, catering, etc [4,5,6]. Siri as one of the most representative chatbot products, has attracted billions of users [6,7,8].

The work on chatbots can be divided into two groups: task-oriented chatbots and general chatbots. Task-oriented chatbots are designed to serve specific task, such as a hotel booking or a technical support service, and the conversation cannot go beyond the topic scope of the system. General chatbots are designed to pass the Turing test, or engage in social chit-chat with users [9], with no specific target or topic scope. They can be also used to engage users in open-domain human-computer conversations for entertainments or emotional companionship [10]. However, the current communication with chatbots are superficial and generic; users are more likely to regard them as tools or strangers [11].
Personal chatbots begin to receive the public attention in recent years. Rather than serving a broad audience, personal chatbots cater to a specific user, aiming to conduct a personal and in-depth conversation: with intimate knowledge of the user's preferences, needs, and habits, it provides necessary information and assistance [12]. This direction, which provides end-users with increased flexibility and control over their own personal chatbots, is yet to be explored. For example, companion chatbot, a kind of chatbot pursues long-term interaction and affectional connections with specific users, is still in its infancy [5,11].

The inherent difficulty in developing personal chatbots is balancing generality and specificity. On the one hand, it should be sufficiently flexible to be customized by all users; on the other hand, it should know the specific user to a certain degree to facilitate long-term and cumulative communication.

To provide a flexible conversation mechanism with both generality and specificity, the prerequisite is to be aware of the user's personal information. However, collecting user's information for each conversation not only requires a huge amount of work, but also is unavailable in many cases. Recently, many efforts have been put into building datasets providing users' information for dialogue samples. For example, PERSONA-CHAT dataset from Facebook AI research [13] contains over 10,000 dialogs on more than 1,000 different personas. However, the dialogs are collected from crowd-sourcing workers, thus can not fully represent real user-bot interaction. And the designed personas are hard to address the massive number of user profiles in real world.

User-specific conversation requires every sentence to be processed in a specific context, while the diversity of end-users makes the content of conversations unpredictable. The answers cannot be prepared in advance, as different users may interpret the same sentence differently. Furthermore, people would change their identities, preferences and status with time and the environment. Instead of preparing massive amounts of conversation samples, we emphasize the learning ability of a personal chatbot -- A personal chatbot should be able to continuously learn and grow from the interactions, and adapt to new changes after deployment.

Alan Turing has once raised the question in his proposal “Computing Machinery and Intelligence” – “Instead of trying to produce a programme to simulate the adult mind, why not rather try to produce one which simulates the child’s?” [14]. The nature-versus-nurture debate concerning the development of human intelligence has lasted for a long time [15]. However, “nurture” hasn’t received enough attention in today’s data-driven machine learning methods. Inspired by Turing’s “children and education” viewpoint, we propose to nurture a chatbot by users. That is, we first create a simple and general chatbot model. After deployment, it can be nurtured by end-users to become a personal chatbot. We define “nurture” as a new interaction mode with chatbots, which differentiates from traditional interactions in the following aspects:

- The learning algorithm grows gradually during the nurture process.
- Users can guide the algorithm to develop in a particular direction through the nurture process.

In this way, the learning algorithm is able to learn about the particular user and grow after deployment. By considering the end-users’ initiative to engage in a cumulative and in-depth conversation, “nurture” contributes to the development of personal chatbots in the following aspects:
In biological and social sciences, it is assumed that intelligence develops through learning culturally valued knowledge and skills in a human, social environment [16]. There are also powerful evidences showing the critical role of nurture in cognitive development [17].

Nurture can be helpful to develop a close, interpersonal relationship, such as social bonds, between users and chatbots. Nurture plays a significant role in how humans learn to converse. In addition to passively observing others’ conversations, we also actively adjust and correct our speech in response to feedback woven throughout our own conversations [18,19]. It has been proved that interaction, rather than exposure, is necessary for successful language acquisition [20,21].

In this paper, we define the nurture framework in detail and design the corresponding learning algorithm for nurture. Then we integrate the learning algorithm and nurture functions into a chatbot nurture platform called LightBlue, which enables nonprofessional users to nurture personal chatbots. There are three main contributions of this work:

- This paper is the first work of introducing the nurture framework as a new interaction mode between users and chatbots.
- Under the nurture framework, we further propose a corresponding learning algorithm for nurture and design a bunch of nurture functions.
- In this paper, we develop LightBlue – a chatbot nurture platform, integrating the learning algorithm and nurture functions.

The rest of the paper is organized as follows. We start by reviewing related work. Then we describe the nurture framework, the learning algorithm, nurture functions and the LightBlue chatbot nurture platform. Two experiments are conducted to verify the effectiveness of the nurture framework and we report the results in the following section. We visualize and analyze our experimental results and then discuss the features of the proposed framework. Finally, we conclude this paper.

2. RELATED WORK

In this section, we review the chatbot applications and technologies. There are several studies on learning after deployment and user-chatbot interactions that are related to our nurture framework design.

2.1. Chatbot Applications and Technologies

Following the first chatbot ELIZA [22] in 1960s, researchers have devoted to the study on chatbots. Many of the early works aimed to pass the Turing test [14]. For example, PARRY simulated paranoid behaviors and successfully fooled its judges [23]. In 1995, the Loebner Competition held its first unrestricted Turing test with no limits on the topics discussed. More general-purpose chatbots have been developed, such as MegaHAL [24], CONVERSE [25], ELIZABETH [26], A.L.I.C.E [27] and Mitsuku (Loebner prize winner in 2013, 2016, 2017, 2018) [28]. With the emergence of messaging platforms, not only have chatbots for socializing and small talk (e.g. A.L.I.C.E, Cleverbot, Simsim, Tay) gained popularity, but task-oriented chatbots have also attracted a lot of attention [29]. Bagousse estimates that chatbots in customer service will save businesses up to 11 billion dollars by 2025 [30]. Chatbot bot has never been so popular as recent days.

During the last half century, chatbot technologies have varied from keywords matching, rule-based models, retrieve-based models, to generative models [31]. With the advancement of
computational power and the availability of big data, the current trend is to use neural networks to generate responses. One of the largely used structure in neural language generation is Sequence-to-Sequence (Seq2Seq) [32] model, adopted from machine translation. For example, [33] uses Sina Weibo dataset to train a neural responding machine based on Seq2Seq framework; Neural attention (or alignment) are then proposed to improve the Seq2Seq models by associating salient items in the source sequence with the generated item in the target sequence [34,35,36]; Zhou et al.[37] adds memory mechanism to address the emotion factor in large-scale conversation generation.

Deep learning has contributed a lot to develop intelligent chatbots in the sense of generating more human-like sentences and talking in a natural way [31]. However, these models are usually developed in the laboratory by professional engineers. No matter targeting a specific task or open-domain conversation, they’re usually trained using large corpora of crowd-sourced or scraped conversations [38]. Thus, there are two common limitations: First, they tend to give generic answers – some “Jack of All Trades”-type answers will be applied to a different question, such as “I don’t know.” [7,10]; Second, they usually lack consistent personality due to the large amount of mixed training data. And we wouldn’t call these chatbots truly “understand” the dialogue but rather create an illusion of intelligence and empathetic understanding [39]. Since they lack the ability to further develop or learn about the user during interaction, it is hard to have long-term and deep conversation. Due to the same reason, users often lose interest after a short interaction [40].

2.2. Learning After Deployment

For personal chatbots, it’s not feasible to collect a large amount chatting data between one particular user and the chatbot. Since users are free to communicate with the system in any way they wish, it is impossible to pre-plan the interaction logic and domain knowledge in advance [41]. A simple intuition is to allow chatbots to develop after deployment. For example, Huang et al. [42] proposes Evorus, a crowd-powered chatbot with can automate itself during deployment. Though Evorus learns to automatically select high-quality response over time, it learns from paid crowd workers rather than end-users. In another word, it can not learn or update without crowd oversight, which is not only labor-extensive, but also involve privacy issues.

A common way to learn from users is to require user’s feedback during the interaction [13,43]. Typically, existing methods require paid annotators to provide scalar rewards or to use particular templates to so that the feedback can be used by the model [44,45,46]. For example, some chatbots learn actively during conversation in the question answering (QA) setting [47,48]. Some works also allow chatbots to learn directly from the natural dialogues, e.g., Hancock et al. [19] proposes the self-feeding chatbot capable of extracting new training examples from the conversations in which it participates. However, most of the work are targeting task-oriented chatbots or a specific scenario, but not designed for a general setting. And none of them allow users to develop chatbots from scratch, meaning that they still need large dataset to pre-train the model before deployment.

While learning from multiple paid workers or crowd-sourcing feedback may be effective for a specific task, the feedback can be chaotic and even conflicting when applied to a broader context. Tay, Microsoft’s Twitter-based chatbot which learned from massive Twitter users, was forced to shut down for being incredibly racist [49].
2.3. User-Chatbot Interactions

Learning from a particular user can be very different from learning from crowd users in terms of data volume, dialogue content, interaction depth or consistency. Additional modes of interaction for efficient learning should be investigated. Current research on user-chatbot interactions focuses primarily on interface design in order to facilitate usage or improve the user experience. Jain et al. [50] provides a context view for chatbots to address a mismatch between the chatbot’s state of understanding (also called context) and the user’s perception of the chatbot’s understanding. It also supports intuitive interactions with context values, allowing users to modify them simply and efficiently. Candello et al. [51] studies the influence of typefaces on the perception of humanness in chatbots. There’s also an increasing interest in multi-modal interaction, such as combining visual information [52,53,54]. Some work also considers the interaction in special cases. Seering et al. [55] study chatbots supporting or engaging in group or multiparty interactions. And [56] explores the repair preferences for conversational breakdowns. Luger et al. [8] reveals a number of design challenges arising from the gap between user expectations and actual experience, such as how a chatbot can reveal its current state, or how to design system feedback and clearly communicate the goal of the system. However, the interaction between users and the underlying learning algorithm is still underexplored.

Though personal chatbots are not designed for specific tasks, the conversations will become specific and personal when deployed to the end-users. Thus, we introduce a new interactive mode – nurture, which enables non-professional users to train the learning algorithm using simple functions and to obtain personal chatbots.

3. System Design

In this section, we first define the nurture framework as a new interaction mode between users and chatbots. Following the nurture framework, we propose a novel computational model - pattern matching model for nurture, along with a set of simple yet effective nurture functions. Algorithms of those functions are explained formally. Finally, we put the proposed framework into practice by creating the LightBlue chatbot nurture platform, which can be directly used by non-professional end-users.

3.1. Nurture Framework

The basic idea of “nurture” is to allow end-users to guide the development of the intelligent algorithm and help it adapt to a new environment. Intuitively, it can be conducted in the same way that humans provide feedback, such as correcting incorrect responses, indicating a preference for certain actions, and awarding rewards. As a new interaction mode, “nurture” allows end-users to participate in the development of intelligent algorithms and enables joint development of engineers and non-professional users. In contrast to conventional user-chatbot interaction, which views chatbots as the interface to other functions, “nurture” goes beyond the interface and emphasizes interaction with the underlying learning algorithm. We define the nurture framework by three key components:

- Learning algorithm: an algorithm with a simple and general initial state, and can be nurtured in an open and dynamic environment through long-term interaction.
- Nurture functions: functions that can be used by nonprofessional users to guide the development of the learning algorithm.
- Feedback information: feedback from the chatbot that enables users to monitor the effect of nurture actions and the chatbot's state, and adjust their nurture strategy accordingly.
3.2. Pattern Matching Model for Nurture

Following the nurture framework, the learning algorithm should be able to grow in the open and dynamic environment. Specifically, in the application of personal chatbots, the algorithm should be able to adapt and grow through the interaction with unfamiliar users. Meanwhile, users can guide the development of the algorithm on a long-term and open-ended scale.

Here we adopt the classical idea of the pattern matching method used in chatbots, and develop it into a pattern matching model for nurture. The pattern matching technology can be traced back to the first chatbot ELIZA [22], which matches responses to pre-defined keywords. Based on this simple idea, we further develop heuristic pattern generation and update methods, allowing the chatbot to learn from new data incrementally. Its simplicity and transparency allow us to see how the new growth characteristics affect the original algorithm and to observe the role of nurture.

3.2.1. Basic concepts and symbols

Figure 1 shows the important components in the pattern matching model. The following are detailed explanations of basic concepts in the model:

- **Message**: the user’s input utterance.
- **Response**: the chatbot’s output utterance to the user.
- **Basic unit**: word or punctuation.
- **Pattern**: a basic unit or a concatenation of basic units.
- **Goodness**: the degree to which a response is considered to be a good one.
- **Link**: the weighted edge between a pattern and a response.
- **Link activation**: the process by which the weight of a link is increased.
- **Number of activation(s)**: The number of link activation(s).
- **Dialog turn**: a message from the user and a following response from the chatbot.

![Diagram of pattern matching model](image)

**Figure 1.** The architecture of pattern matching model for nurture.

Table 1 contains a list of frequently used notations in this paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>A set of patterns</td>
</tr>
<tr>
<td>$p_i$</td>
<td>The pattern $i$ in set $P$</td>
</tr>
<tr>
<td>$R$</td>
<td>A set of responses</td>
</tr>
<tr>
<td>$r_j$</td>
<td>The response $j$ in the set $R$</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>$l(p_i)$</td>
<td>Length of $p_i$ (i.e. the number of basic units it contains)</td>
</tr>
<tr>
<td>$g(r_j)$</td>
<td>The goodness of response $r_j$</td>
</tr>
<tr>
<td>$w(p_i, r_j)$</td>
<td>The weight of the link between $p_i$ and $r_j$</td>
</tr>
<tr>
<td>$s(p_i, r_j)$</td>
<td>The strength between $p_i$ and $r_j$</td>
</tr>
<tr>
<td>$t$</td>
<td>The dialog turn index</td>
</tr>
</tbody>
</table>

### 3.2.2. Chatting

Chatting is the most fundamental function of a chatbot model, which outputs in the form of natural language based on the dialog history. Figure 2 illustrates the workflow of the chatting function using the example input message “What is chatbot?”. The chatting function can be divided into two sessions: response retrieval and update process.

![Figure 2. The workflow of the chatting function, illustrated with the input message “What is chatbot?”](image)

The sentence is first divided into four basic units (words and punctuation). Following that, these basic units are used to generate related patterns. And links of those generated patterns are used to retrieve response*, which is also the output of the chatbot. The links between generated patterns and response* will be strengthened in the final stage.

In the response retrieval session, the user’s input message is first decomposed into basic units. Then we define a heuristic function to generate patterns based on the basic units:

1. Each basic unit is a pattern.
2. If two patterns are adjacent to each other in the message, they are concatenated to form a new pattern.

Thus, for an input message, we can generate a set of patterns $P = \{p_i\}(i = 1, ..., n)$ according to the above rules. Then through the links between patterns and responses, we can get a set of $m$ related responses $R = \{r_j\}(j = 1, ..., m)$ from the response pool. For the link between pattern $p_i$ and response $r_j$ at dialog turn $t$, we represent its weight by $w_t(p_i, r_j)$. Besides, we define the strength between pattern $p_i$ and response $r_j$ as follows:

\[
s_t(p_i, r_j) = \frac{w_t(p_i, r_j)}{\sum_{k=1}^{m} w_t(p_i, r_k)} \times l(p_i) \tag{1}
\]

where $l(p_i)$ is the number of basic units in $p_i$. Then, we define the goodness of response $r_j$ at dialog turn $t$ as follows:
Based on the goodness $g_t(r_j)$, the best response $r^*$ is recognized as follows:

$$r^* = \arg \max_{r_j \in (r_1,...,r_m)} g_t(r_j)$$

(3)

Then, the best response $r^*$ is selected as the output response to the user.

After retrieval, here comes the update process session. When the response $r^*$ is approved by the user, all patterns in set $P$ and responses in set $R$ will be linked. Then the link activation is performed for all links of $r^*$ by updating the weight $w_t(p_i, r^*)(i = 1, ..., n)$ as follows:

$$w_{t+1}(p_i, r^*) = w_t(p_i, r^*) + 1,$$

(4)

The weights of links between all patterns and responses are initialized as follows:

$$w_0(p_i, r_j) = 0$$

(5)

where $i = 1, ..., n$ and $j = 1, ..., m$. By the update process, the algorithm continues to self-renewal during chatting which enables self-learning without supervision.

3.2.3. Nurturing Functions

Based on social scientists’ research on learning in human communication [57], we further design three nurturing functions for the proposed nurturable pattern matching learning algorithm: Change, Like, and Analysis. This section discusses the details.

Via the Change function, users can override the chatbot’s response $r^*$ with a preferred response $r'$. If $r'$ is a new response that is not in the current response set $R$ the chatbot will add $r'$ into $R$. The change function will increase the link weight associated with the preferred response $r'$ iteratively until the goodness of $r'$ exceeds that of $r^*$. The algorithm of the change function is provided in Algorithm 1.

<table>
<thead>
<tr>
<th>Algorithm 1 Change function</th>
<th>Algorithm 2 Like function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $r^*, \psi, f(\cdot), w_t(p_i, r')$</td>
<td><strong>Input:</strong> $r^*, \psi, f(\cdot), w_t(p_i, r')$</td>
</tr>
<tr>
<td><strong>Output:</strong> $w'_t(p_i, r')$</td>
<td><strong>Output:</strong> $w'_t(p_i, r')$</td>
</tr>
<tr>
<td>1: if $r' \not\in R$ then</td>
<td>1: for $v = 1, ..., \psi$ do</td>
</tr>
<tr>
<td>2: $R = R \cap {r'}$</td>
<td>2: for $i = 1, ..., n$ do</td>
</tr>
<tr>
<td>3: end if</td>
<td>3: $w'_t(p_i, r^<em>) = w_t(p_i, r^</em>) + f(v)$</td>
</tr>
<tr>
<td>4: compute $g_t(r^*)$ by Eq. (2)</td>
<td>4: end for</td>
</tr>
<tr>
<td>5: compute $g_t(r')$ by Eq. (2)</td>
<td>5: end for</td>
</tr>
<tr>
<td>6: while $g_t(r^*) \leq g_t(r')$ do</td>
<td>6: for $i = 1, ..., n$ do</td>
</tr>
<tr>
<td>7: for $i = 1, ..., n$ do</td>
<td>7: $w'_t(p_i, r^*) = w_t(p_i, r')$</td>
</tr>
<tr>
<td>8: $w'_t(p_i, r^<em>) = w_t(p_i, r^</em>) + 1$</td>
<td>8: end for</td>
</tr>
<tr>
<td>9: end for</td>
<td>9: return $w'_t(p_i, r')$</td>
</tr>
<tr>
<td>10: compute $g_t(r')$ by Eq. (2)</td>
<td></td>
</tr>
<tr>
<td>11: end while</td>
<td></td>
</tr>
<tr>
<td>12: for $i = 1, ..., n$ do</td>
<td></td>
</tr>
<tr>
<td>13: $w'_t(p_i, r') = w'_t(p_i, r')$</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 3 Analysis function

| **Input:** response of ChatBot $r^*$ | **Output:** pattern $p^*$ that results in $r^*$ |
Via the \textit{like} function, user can encourage the good response of the chatbot. If a response is liked by the user, the link weight associated with that response is increased, and the chatbot is more likely to output that response in the future when a similar message is given. The like function can be used multiple times to enhance its effectiveness. The algorithm of the like function is provided in Algorithm 2. The weighted function \( f(\cdot) \) in Algorithm 2 can be determined by the user. For example, a simple case is linear weighting: \( f(v) = 1 \) for \( v = 1, ..., \psi \), which means that every \textit{like} is equally important.

\textit{Analysis} is a function used to provide the explanation of the chatbot’s response. The user can view the pattern that results in the output response \( r^* \) via the analysis function. The algorithm of \textit{Analysis} is provided in Algorithm 3.

3.3. LightBlue – Chatbot Nurture Platform

In this section, we describe how we integrate the learning algorithm and nurture functions into the nurture platform – LightBlue. The details of implementation are explained, including its interface, interaction process and the process of user nurturing. With LightBlue end-users are able to nurture the chatbot while chatting with it.

3.3.1. Interface

Figure 3 shows the interface of the LightBlue platform, which includes the chatting window, function buttons, chatbot image, and vocabulary. It can be mainly divided into two parts. On the left is the user-chatbot conversation interface, including the conversation history, the chatting box, nurture functions and common operation buttons. On the right shows the state of the learning algorithm, including the chatbot image and learned vocabulary. As users nurture the chatbot, we visualize the evolution of the learning model through the chatbot’s image and vocabulary repertoire.
3.3.2. Interaction Process

This subsection describes how users interact with the underlying algorithm through the LightBlue platform. When the program is launched, a new initialized chatbot is automatically created. The `Save` and `Load` buttons allow you to save the current chatbot model and load an existing chatbot model. Users use the chatting box to send messages, and the chatbot responds using the chatting function described previously. The new dialogs will then be included in the conversation's history. As the conversation goes, the algorithm will learn and grow. And the right anthropomorphic chatbot image reflects the changing state. The right lower box contains more specific information.

3.3.3. Nurture Functions

We design three buttons to assist users in nurturing the chatbot based on the nurture function defined in the previous section. Users can click `like` button to express their preferences for the chatbots' responses. After receiving likes from users, the chatbot uses Algorithm 2 to increase the link weight of the preferred response. To change a response, the user can enter a preferred answer in the chatting box and click the `change` button. Then Algorithm 1 will be performed to revise the response. The `Analysis` button allows the user to determine why the chatbot provides a particular response. An example result of the analysis are showed in Figure 4, explaining the relevant information leading to the response.
4. RESULT

We conduct experiments in both closed-domain and open-domain settings to demonstrate the feasibility of the nurture framework for developing personal chatbots. In the closed-domain experiment, non-professional users are required to communicate with chatbots about a given topic and material. After verifying the effectiveness of the nurture framework, we further design an open-domain experiment to test if chatbots can adapt to different users and be applied to different task scenarios through nurture.

4.1. Initialization

As showed in Figure 5, every chatbot is initialized with three patterns (i.e. period, exclamation mark, and question mark), three responses (i.e. “Ok, I got it”, “Hello, I am a chatbot”, and “I don’t know”) and corresponding links between them. Initially, all links have a weight of 1. Thus, in the initial state, the vocabulary contains only three words: period (.), exclamation mark (!), and question mark (?).

4.2. Closed-domain Experiment

In this experiment, we selected “A brief history of artificial intelligence” as a specific topic, and provided all participants with a 2,000-word article and a 1,000-word vocabulary. Participants were asked to nurture their chatbots to use words in the vocabulary to answer questions related to the content of the article. After two weeks of training, 34 chatbots were collected.
conversation history between users and chatbots is typically measured in thousands of turns, with a vocabulary ranging from hundreds to thousands.

4.2.1. Response Quality

To determine whether the chatbot is capable of accurately answering questions, we invite three volunteers to read the article and then pose questions about the content. According to the content relevance, grammar correctness, and vocabulary, we finally screen 132 questions and randomly assign three chatbots to answer each question.

To grade the quality of the chatbots’ responses, three categories are used: correct, partly correct or relevant to the question, and not relevant to the question. Three volunteers are assigned to categorize each response. To avoid ambiguity, we count only the responses that were assigned to the same category by all three volunteers.

Then we define the correct rate as the proportion of correct responses to all responses, and relative rate as the proportion relevant responses (including correct responses) to all the responses. The evaluation results of all 357 responses are shown in the Figure 6, where 83.5% responses are related to the questions and 66.4% responses correct with the best chatbot has the relative rate of 91.7% and correct rate 83.3%.

Figure 6. 66.4% of responses from 34 chatbots to 132 questions are correct, are 83.5% are related to the questions.

4.2.2. Growth

To examine the growth ability of chatbots, we choose a chatbot with an average performance and also an average length of dialog history (about 3500 turns) from the 34 collected chatbots. Then we replicate the nurture process and test it with the same questions across time periods. With the increase of chatting dialogues, the chatbot's performance has improved (see Figure 7).

Due to the fact that users place a different emphasis on nurture, the growth rates of chatbots may vary at different stages. However, there is no obvious bottleneck of the growth, which demonstrates the robustness of our algorithm to different nurture methods and the characteristics of sustainable growth.

Figure 7. The response quality of the chatbot as nurture process goes.
4.2.3. Diversity

Even when the topic and content are the same, people’s expressions vary widely due to the diversity of human language. We calculate the average rate of overlap between the conversation histories of each chatbot. Figure 8 shows the result, with an average overlap rate of 8.03%. And the overlap rate between conversation corpus and testing questions is even lower (less than 1% on average). Achieving high response quality, our proposed nurture framework demonstrates its prominent superiority in dealing with various conversational styles. Table 2 shows several examples where chatbots give diverse but reasonable responses to questions with objective answers in the material. These two questions are basic and simple questions which have clear answers in the article, and chatbots give out diverse responses. It’s also an important observation that the same chatbot maintains a consistent conversational style. For example, Chatbot 14 tends to answer the question in a more casual manner, using examples or descriptions.

![Figure 8. Overlap rate of chatbots’ conversation history; and overlap rate between chatbots’ conversation history and testing question set.](image)

4.3. Open-Domain Experiment

In the open-domain experiment, we distribute LightBlue platform to 101 participants (mean age = 20.7, 36 females) for 21 days. The participants can nurture chatbots according to their preferences with unlimited topics, while basic greeting skills are required for all chatbots. To test the nurtured chatbots fairly and easily, we also provided a restricted vocabulary of 2024 words drawn from the common English vocabulary. After the experiment, we collected 98 chatbots, with conversation histories ranging from hundreds to tens of thousands turns.

Table 2. Diverse answers to the same questions related to the material. For the question with a clear answer in the article, human-nurtured chatbots are capable of providing diverse yet reasonable responses.

<table>
<thead>
<tr>
<th>Question</th>
<th>What is a virtual assistant?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chatbot 10</td>
<td>Virtual assistant is capable of accessing data and answering questions.</td>
</tr>
<tr>
<td>Chatbot 9</td>
<td>Serving as virtual assistants, the majority of these chatbots perform customer service or customer engagement functions, answering questions or offering suggestions for purchase.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question</th>
<th>What is AI?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chatbot 8</td>
<td>It is the theory and development of computer systems able to perform tasks normally requiring human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages.</td>
</tr>
</tbody>
</table>
Artificial Intelligence: a.k.a. machine intelligence, is intelligence demonstrated by the machine to display human behaviour. If the user doesn’t know they’re speaking to a bot.

4.3.1. Diversity

We test 98 chatbots using six commonly used English greetings. The results in Table 3 show that, on average, 85% of responses are appropriate, and the average overlap rate of responses is about 14%. This reflects the diversity of training data and training methods from different users, which results in the diversity of chatbots.

Table 3. Correct rate and overlap rate of responses to common greetings.

<table>
<thead>
<tr>
<th>Greetings</th>
<th>Correct rate</th>
<th>Overlap rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hello!</td>
<td>0.88</td>
<td>0.32</td>
</tr>
<tr>
<td>Good morning!</td>
<td>0.88</td>
<td>0.18</td>
</tr>
<tr>
<td>Nice to see you</td>
<td>0.79</td>
<td>0.07</td>
</tr>
<tr>
<td>How are you?</td>
<td>0.93</td>
<td>0.06</td>
</tr>
<tr>
<td>How’s everything?</td>
<td>0.86</td>
<td>0.04</td>
</tr>
<tr>
<td>Have a nice day!</td>
<td>0.77</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.85</strong></td>
<td><strong>0.14</strong></td>
</tr>
</tbody>
</table>

4.3.2. Consistency

Nowadays, one of the most common challenges or complaints about chatbots is their lack of consistency. That is, responses to different questions may be inconsistent. We select 8 common topics which may result in inconsistency, including food, education, weather, mood, hobbies, color, living information, and friends. We ask more than ten questions about each topic, and the same questions may be repeated to the chatbot if they yield different responses. If all of the responses to a specific topic are consistent, the chatbot is considered consistent in that topic. Given that not all chatbots are capable of discussing the eight topics, we only examine those reasonable and related responses. It is worth noting that for LightBlue, we test all the nurtured chatbots, and the consistent answers are those consistent within one chatbot. We regard LightBlue as a consistent chatbot on one topic if all answers are consistent (which can be different for different chatbots). For the chatbot from the Internet, we only test the model once.

Table 4 summarizes the results of the consistency evaluation, demonstrating that human-nurtured chatbots (LightBlue) always provide consistent responses, whereas the average consistency rate for general Internet chatbots is low (below 50%). As a task-oriented chatbot, Siri also maintains a consistent personality. However, its topic scope is somehow limited compared to others since it is not designed for general chatting. And in many cases, especially unrelated to pre-defined tasks, it tends to respond with “I’m sorry, I’m afraid I don’t have an answer to that.”

Table 4. Consistent rates of responses to contextual topics.

<table>
<thead>
<tr>
<th>Chatbot</th>
<th>Topics</th>
<th>Consistent Answers</th>
<th>Consistent Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>LightBlue</td>
<td>8</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Mitsiku [58]</td>
<td>8</td>
<td>3</td>
<td>0.38</td>
</tr>
<tr>
<td>Cleverbot [59]</td>
<td>8</td>
<td>3</td>
<td>0.38</td>
</tr>
</tbody>
</table>
4.3.3. Adaptability to different task scenarios

In addition to basic greetings, users can train chatbots to perform a variety of tasks based on their preferences. By their self-feedback after the experiment, the application scenarios designed for personal chatbots include domain knowledge (e.g. math), entertainment (e.g. playing games, telling jokes), personal assistant (e.g. notes), adviser (e.g. career advice), customer service (e.g. booking tickets), chit-chat, and emotional companions (see Table 5). The majority of users expressed satisfaction with their chatbots’ performance in the designed scenario. This again demonstrates the robustness of the nurture framework in adapting to a variety of tasks, corpora, and users.

Table 5. Customized tasks in open-domain experiment.

<table>
<thead>
<tr>
<th>Customized tasks</th>
<th>Number of chatbots</th>
<th>Average history length (turns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chit-chat</td>
<td>50</td>
<td>1020</td>
</tr>
<tr>
<td>Personal assistant</td>
<td>4</td>
<td>2613</td>
</tr>
<tr>
<td>Emotional companion</td>
<td>11</td>
<td>4978</td>
</tr>
<tr>
<td>Domain knowledge</td>
<td>15</td>
<td>5038</td>
</tr>
<tr>
<td>Entertainment</td>
<td>4</td>
<td>1198</td>
</tr>
<tr>
<td>Adviser</td>
<td>5</td>
<td>1969</td>
</tr>
<tr>
<td>Customer service</td>
<td>6</td>
<td>3104</td>
</tr>
</tbody>
</table>

4.3.3. Social Bond

While it is difficult to quantify the social bond directly, it is reflected in the depth, quantity, and sentiment of dialogues. To better explore the connections between users and chatbots, we examine only chatbots that have been nurtured for more than two weeks.

Throughout the experiment, users are asked to record a new session whenever they change the subject or end the conversation. During two or three weeks of nurturing, our chatbots averaged 21 conversation-turns per session (CPS), which is larger than the CPS of most chatbots conversations between users and nearly equal to the CPS of the 6th generation of XiaoIce [63]. For comparison, the CPS of the 1st generation of XiaoIce is 5. Because each session’s conversational content is focused on a single subject, the large CPS indicates that the conversation has progressed to a certain level of depth.

We further examine how the amount of conversation changes throughout the nurture process. To eliminate the influence of start and end periods, we take a week in the middle as the observation window. Figure 9 shows the daily conversation turns between users and chatbots during 19th Nov to 25th Nov. With the process of nurture, the conversation between users and chatbots increases gradually. It also indicates that the users’ interests are gradually increasing and their bonds are getting tighter.
To analyse the sentiment of the conversation, we examine the frequency with which positive and negative words are used. As a reference, the Sentiment Lexicon [64] is used, which contains a list of approximately 6800 positive and negative opinion or sentiment words in English. For simplicity, we refer to the conversation history of all chatbots nurtured on the LightBlue platform as the LightBlue Corpus. As shown in Table 6, we compare the positive and negative word frequencies in the LightBlue Corpus to those in other commonly used datasets for chatbot training. The result shows that datasets containing human-chatbot dialogues (LightBlue and ConvAI) have a lower Negative-Positive ratio, implying a higher level of positivity. And LightBlue has the highest Positive Frequency and the lowest Negative-Positive ratio. It is noteworthy that for both positive frequency and negative frequency, LightBlue Corpus is higher than other datasets. The high frequency of positive and negative words indicates that users are more emotionally engaged when interacting in a nurture-based context.

Table 6. The frequency of positive words, the frequency of negative words, and the Negative-Positive ratio in LightBlue and public datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Positive Frequency</th>
<th>Negative Frequency</th>
<th>N/P Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>LightBlue</td>
<td>0.244</td>
<td>0.039</td>
<td>0.159</td>
</tr>
<tr>
<td>Corpus ConvAI [65]</td>
<td>0.051</td>
<td>0.012</td>
<td>0.233</td>
</tr>
<tr>
<td>Twitter [66]</td>
<td>0.038</td>
<td>0.028</td>
<td>0.734</td>
</tr>
<tr>
<td>Cornell movie dialogues [67]</td>
<td>0.019</td>
<td>0.017</td>
<td>0.896</td>
</tr>
<tr>
<td>Open subtitles [68]</td>
<td>0.028</td>
<td>0.020</td>
<td>0.724</td>
</tr>
</tbody>
</table>

5. DISCUSSION

This chapter summarizes the features of LightBlue and discusses its limitations.

5.1. Features of LightBlue Chatbot Nurture Platform

Through LightBlue chatbot nurture platform, non-professional users can easily nurture and customize a chatbot. Despite the simple design of the learning algorithm and small amount of dialogues, human-nurtured chatbots achieve satisfying performance in both closed-domain and open-domain experiments. Below we further summarize the features of LightBlue and how the nurture framework benefits developing personal chatbots.
1. Adaptability and Growth

Users can nurture chatbots to perform a variety of tasks via the LightBlue platform, with application scenarios ranging from entertainment to personal assistants. The learning algorithm also demonstrates growth characteristics during the nurturing process. And there’s no obvious bottleneck of the growth trend as the conversation corpus grows. The capacity for sustained growth will also facilitate long-term interaction between users and chatbots.

2. Robustness

Through the two experiments (closed-domain and open-domain), we find that LightBlue is robust to a variety of tasks, nurture corpora, nurture methods, and end-users. That is, it does not require professionals or particular process to nurture a chatbot.

3. Diversity and Consistency

The main challenges faced by nowadays general chatbots are uniform answer and inconsistent personality. Our chatbots, when nurtured by different end users, can be naturally personalized and maintain diversity, overcoming the uniform responses caused by big data. Additionally, because the conversation corpus originates from a single user, it naturally has a distinct style and is less prone to inconsistencies.

4. Social functions

According to statistics, the public will lose interest in a general chatbot after a short interaction. However, the participants in our two experiments continue to communicate with their chatbots for 2-3 weeks, with conversations ranging from hundreds to tens of thousands of turns. Not only does their conversation frequency increase over time, but they also maintain a high CPS (around 21), which is significantly higher than the average user-chatbot conversation on the Internet. And the interaction involves more emotion than common dialogues. This suggests a new social role for chatbots in our lives, lays the groundwork for long-term user-chatbot relationships, and even facilitates emotion functions such as affective bonding.

5.2. Limitations

In this work, we only implement one learning algorithm – the pattern matching model for nurture. As a retrieval algorithm, It has inherent limitations such as the inability to generate new questions and answers. At the same time, the hyperparameters and initialization of the model may influence the experimental results. Further investigation of experimental environments is necessary.

Because the experiment participants are all college students who are reasonably familiar with computer operations and share similar cultures and habits, the experiment results may be influenced by group characteristics. Additional subjects with diverse backgrounds, such as middle school students, workers, and the elderly, will be needed to evaluate the robustness of the LightBlue platform.

6. CONCLUSION

This work introduces “nurture” as a new mode of interaction between humans and chatbots, and defines the nurture framework for developing personal chatbots. We further propose a novel learning algorithm and design nurture functions accordingly. Then we implement the LightBlue
chatbot nurture platform and distribute it to non-professional users. Experiments in both closed-domain and open-domain are designed to verify the effectiveness of the nurture framework. Through the LightBlue platform, non-professional users can develop diverse and personalized chatbots. They’re able to perform diverse tasks with small amount of training data while remaining robust to end-users, application scenarios, and nurture methods. Nurture, as an interaction mode, demonstrates a new way for chatbots to perform social functions and promotes long-term connections between users and chatbots.
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