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ABSTRACT 
 
Dialect identification is a prior requirement for learning lexical and morphological knowledge 

a language variation that can be beneficial for natural language processing (NLP) and 

potential AI downstream tasks. In this paper, we present the first work on sentence-level Mod- 

ern Standard Arabic (MSA) and Saudi Dialect (SD) identification where we trained and tested 

three classifiers (Logistic regression, Multi-nominal Na ı̈ve Bayes, and Support Vector 

Machine) on datasets collected from Saudi Twitter and automatically labeled as (MSA) or SD. 
The model for each configuration was built using two levels of language models, i.e., unigram 

and bi-gram, as feature sets for training the systems. The model reported high-accuracy 

performance using 10-fold cross- validations with average 98.98%. This model was evaluated 

on another unseen, manually-annotated dataset. The best performance of these classifiers was 

achieved by Multi-nominal Naïve Bayes, reporting 89%. 
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1. INTRODUCTION 
 

Human language understanding and generation is an essential component for developing 

numerous AI systems, such as virtual assistants, chatbots, talking robots. This component 
requires lexical resources, morphological and grammatical knowledge, and meaning 

representation that captures users’ intents and facilitates human-machine interaction, in particular 

conversational interface, in an efficient and powerful way. Though Arabic natural language 

processing, as tools for human- machine interaction, has received considerable attention, the 
differences between spoken/dialectal and standard Arabic pose challenges to natural language 

processing and potential AI applications [1]. The NLP tools developed for Modern Standard 

Arabic (MSA) often fail in dealing with mod- ern varieties of Arabic. Dialectal identification 
(DI), however, is considered an important NLP task that can be utilized for developing lexical 

resources and prepossessing large-scale data used for machine learning tasks. 

 

Dialectal identification is a form of Language Identification (LI), which is the task of detecting 
the natural language that a document or part thereof is written in so that a system can mimic the 

human ability of recognizing certain languages [2]. Researchers in this area do not make a 

distinction between languages and language varieties/dialects since the computational methods 
used are identical and challenges faced are similar. Furthermore, the motivation for LI or DI is 

also almost the same. Though LI was initially motivated by machine translation, it is considered a 

fundamental component for natural language processing of languages with a high degree of 
dialectal variety. To ensure that a given document is relevant to NLP tools available, LI is used to 
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determine the language of the document and whether it is subject to further natural language 
processing. Moreover, LI plays a vital role in creating lexical resources and corpora used in 

machine learning tasks, in particular for low- resource languages or dialects. 

  

A major challenge, for Arabic NLP, comes from the fact that Arabic language exists in a  state of 
diglossia [3] in which the standard form of the language, MSA, and the regional dialects live 

side-by-side and are closely related [4]. While  MSA  refers  to  the  language  used  in  Arab 

world used in education, newspapers, and laws documentation, Dialectal Arabic (DA) refers to 
spoken language (or informal written language) used in daily communication. Spoken Arabic 

exhibits several language variations, which are a mixture of MSA and a number of Arabic 

vernaculars. These language variations are what people in Arab world acquire and speak at home 
and use in their daily lives. From a natural language processing perspective, there are five major 

groups of dialects that are regionally defined: Egyptian, Gulf, Iraqi, Levantine, and Maghrebi [1, 

5]. These variations differ from one another in terms of lexical, morphological and syntactic 

structures, though they have the core grammar in common. In addition, each group shows internal 
variations that cannot be neglected. For example, Gulf dialects include Bahraini, Kuwaiti, Omani, 

Qatari, Saudi, UAE, and Yamani [5]. As we will see in section 2, the aforementioned linguistic 

diversity has been taken into consideration by the Arabic NLP community and two machine 
learning models have been proposed. One is a multi-way classification model where the classes 

range from 3 to 29 classes. The other model is binary-classification model where the task is to 

distinguish a certain dialect from MSA. 
 

2. RELATED WORK 
 

Arabic dialects identification has recently attracted the Arabic NLP researchers and practitioners 

[6, 7]. Studies presented, however, differ in terms of their aims, target dialects, and approaches. 
Some focus on systems performing binary classification between MSA and a specific dialect [4, 

8, 9], others describe multi-way classifications between (MSA) and other dialects, including the 

five major dialects: Egyptian, Gulf, Iraqi, Levantine, and Maghrebi [9– 18].These studies have 
implemented different methods of traditional machine learning and deep learning algorithms [2]. 

 

For multi-dialectal identification, Harrat et al. [11] describe experiments using datasets rep- 

resenting Maghrebi dialects and what they call Middle Eastern dialects as well as MSA. Shervin 
Malmasi et al. [14] present work on sentence-level Arabic dialects identification. Using a set of 

surface character and word features, they trained their system on a multidialectal parallel corpus 

of Arabic. This work shows 74% accuracy on a 6-way multi-dialect classification. Mohamed 
Lichouri et al. [12] describe methods for textual Arabic dialects identification. The experiments 

were conducted on two datasets: one represents Maghrebi and Middle Eastern dialects, while the 

other represents Algerian dialects. For the Middle Eastern dialects, the system achieved an 

average accuracy of 92% and 76% for Algerian dialects. Leena Lulu et al [15] describe deep 
learning models used for the automatic classification of Arabic dialectal texts. They used the 

Arabic Online Commentary (AOC), which includes Egyptian (EGP), and Gulf (GLF), and 

Levantine (LEV) dialects. Mohamed Ali [16] introduces systems submitted to the Arabic dialect 
identification shared task 2018, which included MSA, Egyptian, Gulf, Levantine, and north 

African dialects. For this task, he used character-level convolution neural network as well as 

dialect embedding vectors, achieving 57.6% F1-score. Mohamed Elaraby et al. [18] used the 
AOC for both binary and multi-way classification. Having benchmarked the data, they trained 

and tested six different deep learning methods and compared the results to several classical 

machine learning models, showing 87.65% accuracy on the binary task (MSA vs. dialects), 

87.4% on the three-way dialect task (Egyptian vs. Gulf vs. Levantine), and 82.45% on the four-
way variants task (Egyptian vs. Gulf vs. Levantine vs. MSA). 
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In an attempt to provide a fine-grained classification, Sadat et al. [10] present work on 18 local 
Arabic dialects. To develop probabilistic models, they used the character n-gram Markov 

language model and Naive Bayes classifiers trained on datasets derived from social media. Abdul 

Mageed et al. [19] also describe work for detecting dialects from 29 cities in 10 Arab countries. 

Similarly, Mohammad Salameh et al. [20] developed a fine-grained system with 25- way 
classification where the labels are 25 cities from several countries (including Riyadh and Jeddah 

in Saudi Arabia) as well as MSA. Their systems were trained to predict the location/city of the 

speaker rather than to give linguistic labels, i.e., dialectal classes, to a given text For binary 
classification tasks, Elfardy et al. [4, 8, 9] introduce a system performing binary classification 

between EGP and MSA. Elfardy et al. [4] present work for sentence-level binary classification 

task performed on EGP and MSA. They implemented supervised machine learning algorithms to 
train their system, using token level features and other meta features, to predict the correct label 

for a given sentence. The system achieved an accuracy of 85.5% on the AOC dataset. Tillmann 

et. al. [8] present another work to perform the same task, i.e., classification between EGP Arabic 

and MSA. The system was also tested on the AOC dataset and achieved an accuracy of 89.1 %. 
However, they indicate that the system’s performance decreased when evaluation on data from 

another source. Al-Badrashiny el Al. [9] also focus on MSA and EGP. However, they describe a 

hybrid approach in which a sentence-level classifier was trained to predict the correct class for 
each sentence using labels and the confidence scores generated by two underlying classifiers. 

Their system achieved an accuracy of 90.8%. 

 
The focus of this paper is on Saudi dialect (SD) identification. To the best of our knowledge, this 

work presents the first identification system of SD. To avoid the over-fitting or under-fitting 

problems that may result from the linguistic differences among Arabic dialects, we adopt the bi- 

nary classification model and introduce a system that perform binary classification between MSA 
and SD. Such a system takes Saudi Twitter texts as inputs and provides linguistic labels for each 

as either MSA or SD. Because there is a considerable overlap between Arabic dialects and MSA 

in terms of lexical, morphological, and syntactic properties, we define SD, in the present study, as 
any text that contains at least one token that lexically or morphologically belongs to the 

dictionary of SD defined in section 4.2. 

 

3. RESEARCH PROBLEM AND DATA 
 
In this paper, we present a system that discriminates between SD and MSA, which is to our 

knowledge the first work aiming at this goal. This is a significant step toward building a large 

lexicon and NLP tools used for AI systems that can understand this dialect. 
 

Given the fact that dealing with spoken forms of Arabic language is not an easy task, Twitter is 

considered a good source for achieving this goal for one main reason. Twitter contains informal 

texts that are to a large extent close to spoken language in terms of the lexicon used in this dialect 
and morphological variations. However, Twitter also contains linguistic data that represent 

MSAas well as data with code switching from MSA to SD and vice versa. To make use of 

Twitter in learning this dialect, it is important to first distinguish what can be pure MSA and what 
represents SD. Hence, this paper presents a system performing binary classification, which takes 

a sentence as an input and labels it either MSA or SD. SD, in this paper, is linguistically defined 

based on distinctive morphological properties (i.e., inflectional features) or lexical items (i.e., 
functional words) used in spoken language. Consequently, texts classified as SD are those 

containing code- switching between MSA and SD. 
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4. EXPERIMENTAL SETUP 
 
We conducted the following experiment using three supervised machine learning algorithms: 

logistic regression (LR), multi-nominal Naïve Bayes (MNB), and support vector machine (SVM). 

These models were trained on 346,931 tweets collected from Masfah, an online platform, which 

has a huge number of tweets documents stored by crawling Twitter social network. The 
algorithms were trained on two subsets of data representing the two linguistic classes: MSA and 

SD. To train our model to identify SD and distinguish it from MSA texts, we need large-scale 

training data that represent these two classes. Because manual annotation is time-consuming and 
requires too much effort, we prepared our training data by automatic extracting and labeling 

tweets representing each class. The following sub-sections explain text preprocessing, building 

dictionaries, automatic labeling, model training and evaluation. 

 

4.1. Text Preprocessing 
 
Twitter posts are actually noisy data. Tweets are intended to contain texts, but also contain a 

mixture of other data types like images and videos. The cleaning process of the data includes the 

following tasks: 

 
• Removing images, videos, hashtags, user mentions, symbolic characters, 

emojis, numeric characters, and hyperlinks. 

• Elimination of Arabic diacritics Tashkeel. 
• Replacing Alif Hamza (أ) with plain Alif ( ا). 

• Replacing Taa Marbootah ( ةـ ) with Haa ( ھـ ). 

• Removing stop words. 
• Deleting duplicate documents. 

 

The removal of stopwords needs to be done carefully. Not all stopwords should be eliminated. 

Stopwords like other tokens can be true identifiers and hence many stopwords belong to what we 
call identification terms that distinguish the MSA sentences from SD sentences. To only 

eliminate stopwords list that is useless, we used Count Vectorizer for bag-of-words representation 

rather than TF-IDF. Moreover, common stopwords that appear in both MSA sentences and SD 
sentences were eliminated because they have no effect on our model. We also eliminated 

duplicate documents resulting from the removal of hashtags, user mentions, hyperlinks, etc. Such 

duplicate documents came out to be a problem since they have no value, which results in a 

negative effect on model training. 
 

4.2. Building Dictionaries 
 

Prior to building lexicons and preparing our training corpus, we had to make a few linguistic 

assumptions. First, we assume that MSA and SD represent two language levels that lexically and 

morphologically overlap. Secondly, each level may have its unique lexicon and grammatical 
properties. Thirdly, speakers of SD often use code switching from SD and MSA and vice versa. 

Taking these assumptions into consideration, we started with a short list of vocabulary that 

uniquely identify SD. This list was identified based on three types of features: lexical features, 
functional words, and inflectional morphology. Likewise, we came up with another short list of 

vocabulary that uniquely identify MSA and commonly used in formal writing. The two lists were 

revised and approved by linguists who are experts in both MSA and SD. Examples are listed in 
Table 1. The list of Vocabulary in each domain cannot belong to both domains at the same time. 

That is, each word is considered to belong to either MSA or SD. For example, the word “أ   ا” is 

considered an SD identifier as it is widely used in spoken SD but cannot appear in MSA texts. On 
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the other hand, “فام” is a functional word that belongs to MSA; and thus, it is considered an 
MSA identifier that cannot be an SD identifier at the same time. We used these two short lists to 

extract text/sentences and group them into two sets of documents: MSA documents and SD 

documents. To expand the vocabulary lists that identify each class, we extracted all words from 

all texts in each document set and added them to the corresponding list, which create two 
dictionaries. The texts belonging to SD document set undoubtedly contain words that belong to 

MSA list, according to the third assumption previously stated. Thus, we removed the overlap 

section by eliminating the intersection between the two dictionaries. This process has resulted in 
a dictionary of pure MSA that contains 41861 words and another one that is pure SD with 51286 

words. 

 

4.3. Automatic Annotation 
 

We used the updated dictionaries to re-filter the two class of documents: MSA documents and SD 
documents. The outputs are two classes that overlap because the informal texts/dialect contain 

MSA words. Figure 1 represents such an overlap between the two class of documents. 

 

Documents lying in the overlapping region are either MSA documents that have SD identifi- 
cation words or SD documents that includes MSA identification words. Therefore, we eliminated 

these documents from our training datasets, which decreases the size of the overlap documents. 

This process of reducing the overlap size yielded a corpus that contains two datasets representing 
MSA (107,917 sentences) and SD (128,051 sentences). Sentences/documents of each class were 

automatically labeled either MSA or SD. The two datasets were combined and shuffled to ensure 

they were normally distributed and to avoid model overfitting. 
 

Table 1: Examples of Tokens used as identifiers of MSA and SD 

 

 
 

 
 

Figure 1: Documents Overlap 
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4.4. Model Training 
 

Table 2: Examples of Bi-gram of SD Expression Formed from two MSA Words 

 

 
 

To train our models, each document/sentence was converted into vectors representation using 

CountVectorizor. The minimum document frequency was set to 10 to emphasize the 
effectiveness of the selected features. Features were extracted as n-gram terms where n was set to 

(1,2). We used bi-gram because in many cases an MSA word when combined with another MSA 

word form an SD phrase/expression. Examples of this phenomenon are shown in Table 2. We 

implemented three supervised machine learning algorithms to predict discrete values of (0 and 1) 
as MSA or SD respectively. We used Multi-nominal Naïve Bayes (MNB) classifier, which 

depends on Bayesian theorem described by the following formula: 

 

 
 

Despite its simplicity, it in many cases outperforms other classification algorithms, as we see in 

our case. Thus, it is widely used in text classification. We also used Logistic Regression (LR). As 
shown in Figure 2, LR depends on the notion of probability and uses sigmoid function to convert 

continuous values into discrete numbers, which fits binary classification problems. In our case, 

LR assigns a probability that a given text belongs to a certain class. Finally, we implemented 
Support Vector Machine (SVM), an algorithm that can be used for both regression and 

classification problems. We used SVM because it can handle data with large features, as in our 

case, in which every data point is plotted in an n dimensional space. Such a classification task is 
done by finding the hyperplane that separates these spaces. The maximum distance between the 

nearest data points in every separated spaces is called margin, as shown in Figure 2. 

 

  
a) Logistic Regression 
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b) Support Vector Machine 

 

Figure 2: Difference between LR and SVM 

 
Table 3: Accuracy Average of 10-fold Cross-validation 

 

Algorithm MNB LR SVM 

Accuracy Average 98.24 99.44 99.28 

 

The classifiers take n-gram of an input sentence and compute the probability/likelihood that this 
sentence belongs to the MSA class or the SD class. Instead of splitting the data into two subsets, 

we used k-fold cross-validation where k=10. The dataset was split into 10-folds and each model 

was repeatedly built using 90% for training while holding 10% for testing. For each model 
configuration, the accuracy of each fold was captured. Table 3 shows that the three models 

perform with a slight difference. The 10-fold average score for MNB, LR, and SVM is also 

reported as 98.24%, 99.44% and 99.28% respectively. 

 

5. MODEL EVALUATION AND DISCUSSION 
 

To evaluate the models’ performance, the three classifiers were tested on an unseen, manually 

doubled-annotated dataset. The point here is to compare the model performance on this dataset to 
its performance on the dataset that was automatically labeled. The total number of this testset is 

15747 Saudi tweets. Unlike training data that were automatically collected and labeled, this 

dataset was randomly collected from Saudi Twitter and manually annotated by language experts. 

It was cleaned and preprocessed, using the same tools mentioned earlier, and given to annotators 
who label each sentence as either MSA or SD. Figure 4 shows the performance at a probability 

threshold of 0.5. True Positive Rate (TPR) refers to the ratio of correctly predicted positive labels 

from all the positive labels, which is the MSA in our case, while False Positive Rate (FPR) refers 
to the ratio of incorrectly predicted positive labels from all the negative labels which is the SD. 

We computed their values as follows. 
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As we had 107,917 records for MSA and 128,051 records for SD in our training data, the 
percentages of MSA and SD with respect to the total records are 46% and 54% respectively. Such 

data can be considered balanced data. The predicted values for the validation data are considered 

either “0” for MSA or “1” for SD. By using the threshold value of 0.5, the prediction is 

considered as “0” when the predicted probability is in the range [0.0 - 0.49], and “1” when the 
prediction is in the range [0.5 – 1.0]. In contrast with the models’ performance reported above, 

Table 4 shows the performance these classifiers where the best result was achieved by by MNB 

classifier, reporting 89.05% for the model accuracy and 88% for F- score. 
 

 
 

Figure 3: Confusion Matrix 

 

 
 

Figure 4: Area Under the Curve 

 

Table 4: Models’ Performance on Double-Annotated Data 

 

 

 
Accuracy Precision Recall F-score 

Multinomial Naïve Bayes 89.05 0.92 0.84 0.88 

Logistic Regression 63.31 0.94 0.24 0.38 

Support Vector Machine 63.41 0.90 0.25 0.39 

 

This experiment shows that MNB performs well on SD identification, though it is a difficult task 

because the high degree of similarity between MSA and SD and studies have shown the 
difficultyof language/dialect identification task performed on neighboring dialects or similar 
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languages [2, 11, 12, 14]. The drop in the result may be attributed to the fact that in SD a 
sentence that does not contain any dialectal token can also be recognized by human  annotators as 

SD when it hasa combination of two or three MSA words that form a SD phrase, as discussed 

previously. This linguistic phenomenon cannot be recognized by the system unless we have a 

large lexicon of n-gram(where n > 1) of SD, which is not available yet. In addition, names 
entities represent a challenge to any language or dialect identification task. In this experiment, 

these entities have been treatedin our language model as regular tokens. We may also consider 

text normalization as another issue that need to be taken care of in such a task. We believe that 
deep and careful text normalization is still required prior to training our model. 

 

6. CONCLUSION AND FUTURE WORK 
 

In this paper, we presented work on sentence-level Saudi Dialect (SD) identification task where 
we trained and tested three classifiers on datasets collected from Saudi Twitter. Given that Saudi 

tweets represent two linguistic classes: MSA and SD, the task was to discriminate between Saudi 

dialect SD and MSA using supervised machine learning algorithms. We trained three classifiers: 
Logistic regression (LR), multi-nominal Naïve Bayes (MNB), and support vector machine 

(SVM) on a dataset that was automatically labeled as MSA or SD. The model for each 

configuration was built using two levels of language models (un-gram and bi-gram), as features 
for training. The systems reported high-accuracy performance (average 98.98%) when they were 

tested. However, when we tested these classifiers on another manually- annotated dataset and 

compared their results to automatic annotation, the best performance was reported by MNB 

achieving accuracy of 89.05. The drop in the performance probably occurred as a result of the 
factors mentioned previously in the discussion. 

 

These results can be considered a baseline for future work. We look for improving our model by 
using additional feature sets and higher levels of language models. Moreover, we may use 

orthographic normalization tools that may have positive impacts on our model. As indicated, 

named entities represent another challenge for dialects identification.  Hence, using NER tools 
can also be powerful for such a task. We seek to improve our systems knowing that SD 

identification is a significant step for learning lexical and morphological knowledge of this 

dialect, which can be beneficial for further Arabic NLP downstream tasks. 
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