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ABSTRACT

The definition and extraction of actionable anomalous discords, i.e. pattern outliers, is a challenging problem in data analysis. It raises the crucial issue of identifying criteria that would render a discord more insightful than another one. In this paper, we propose an approach to address this by introducing the concept of prominent discord. The core idea behind this new concept is to identify dependencies among discords of varying lengths. How can we identify a discord that would be prominent? We propose an ordering relation, that ranks discords and we seek a set of prominent discords with respect to this ordering. Our contributions are 1) a formal definition, ordering relation and methods to derive prominent discords based on Matrix Profile techniques, and 2) their evaluation over large contextual climate data, covering 110 years of monthly data. The approach is generic and its pertinence shown over historical climate data.
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1. INTRODUCTION

The analysis of climate data towards the extraction of global climate trends using ensemble mean approaches is receiving a wide interest. To this date, the search for pattern anomaly or outlier patterns has received less attention in climate data studies. Such data is contextual due to the geolocation and timestamps of the data series relative for instance to soil humidity, temperature or rainfall. It comes from historical sources or complex simulation impact models (physical processes of atmosphere and ocean) such as Earth System Models ([1], [2]). Existing approaches mainly focus on seeking long-term trends, and the study of abnormal behaviour tend to focus on the search of extreme values.

An important element in climate data analysis is the observation window. For instance, a thirty years window has been commonly accepted for climate studies, and is now being reconsidered given the impact it can have on change detection (e.g. [3]). Thus to our knowledge, in climate data analysis, we note 1) a lack of robust outlier pattern detection, and 2) a need to consider very large data sets to minimize the bias induced by the limited observation window. We propose to address those issues in this paper, by introducing a novel concept of pattern outlier, and evaluating our approach to the field of climate data.
In the realm of data mining, outlier detection is receiving much interest, and has shown its benefits in a wide range of applications including fraud detection [4], cybersecurity [5] and the health sector [6]. Identifying outliers through data sets contributes towards decision support, risk and impact studies. Various definitions of what constitutes an outlier have been proposed, along with associated detection methods. A survey [7] specifies twelve different interpretations of outliers from the perspective of different studies. Overall, an outlier can be commonly defined as “an observation that is significantly dissimilar to other data observations or an observation that does not behave like the expected typical behavior of the other observations” [8]. The observations can specify a single point outlier, or a shape/pattern denoting an abnormal sub-sequence over a time series data. The latter form our outliers are also called discords.

In this article, we investigate discords over contextual time series. Furthermore, we are interested in very large data series to mitigate the potential impact of the length of the data set at hand upon the results. We apply our approach to large data series coming from monthly data between 1902 and 2005. A scalable and exact approach that has proven its computational and space efficiency to detect discords is the Matrix Profile method [9]. It requires the length of the sub-sequence (window) to be set as a parameter. The chosen window has a strong impact to detect meaningful discords. In existing studies, the detection algorithm is run with different window [10], leading potentially to multiple discords. The ranking of such discords is challenging since it requires meaningful criteria to prefer a discord to another. If the data is labelled such ranking is possible since it can be related to an event, but in case of unlabelled data it usually requires expert knowledge.

We propose a novel concept and approach to identify relevant discords over different windows automatically. To do so, we introduce the concept of prominent discord that specifies the most significant discord as an anomalous pattern over the longest continuous period, from a shared starting position. A core benefit of the prominent discord is to gain insight onto discords that coincide over their start date, while searching for the ones with longer and subsuming anomalous pattern. For instance if a drought is found through a window of four months, we seek whether it belongs to a longer dry period that may last six months, one year, ten years. By doing so, we search for the longest span of a discord that would subsume other discords and relates to similar occurrences. In contrast to point outliers that are likely to indicate extreme events, resulting from potential long term changes, prominent discords would reveal the anomalous patterns that cause such events.

We formally define the concept of prominent discord, propose a detection algorithm and present an application to large data sets of so called climate impact runoff data. This means that they are historical data relative to surface and subsurface runoff observations, a variable that provides information about flood and drought risks depending on values being high or low.

Figure 1 gives an intuition of what a prominent discord is. We show three discords of respective lengths 13, 37 and 58; all starting at the same position in the series. The reading of the plots corresponds to daily runoff data over five years in millimetres. The Xs covers the daily timestamp while the Ys the height of the runoff in the Sahelian region. Peaks clearly indicate the rainy season. For each window length the prominent discord is highlighted in a continuous line over the time spam. We notice that when the window size changes we have three prominent discords, all starting at the same position date and the one corresponding to the window size of 58 months covers the other two. It is the most prominent one.
The longest one discovered is the most prominent discord: it subsumes the other two. It actually gives insight into lasting changes and anomalous behaviour that could lead towards a change of system state altogether when studying global change and climate data.

The main contributions of this paper are: 1) the novel concept, formalization and method to compute prominent discords and extract the most prominent ones applied to large-scale time series, 2) its application to climate-related data to detect and evaluate the relevance and insights of such discords from a climate point of view.

The paper is organized as follows: section 2 gives a background and related work in the field, section 3 presents our conceptual and methodological contributions, and section 4 its evaluation before concluding in section 5.

2. BACKGROUND AND RELATED WORK

In this section we review previous work relative to time series discord discovery, more specifically with variable length discords and very large time series such as climate models data.

2.1. Climate data analysis

In climate data studies, long-term trends, defined as a tendency towards a climate change pattern, are often characterized by basic statistical measures, such as the average rate of variables increase/decrease over a given time period [11]. In the field of weather extreme events (e.g. droughts, floods, heatwaves, storms), a common approach consists in quantifying how a given climate indicator jumps out, against the background of former climate records (in intensity, frequency or duration; [12]). These approaches are conducted under an arbitrary choice of a base time window since a climate reference is inherently defined to assess whether a long-term change and extreme event occurrences can be considered as emergent and/or anomalous. This choice greatly affects the meaning and the robustness of climate studies outcome when this reference is shifted [3].
2.2. Time series discord discovery

Time series discord detection is receiving an increasing interest in data mining since its formalization ([13]–[15]). Efficient and exact methods have been proposed to discover discords in data series [9], [16]. These approaches require some parameter settings including the size of the observation window. The window size is fixed and needs to be specified as an input parameter (HOT SAX [17], QUICK MOTIF [18]). As a result, recent works have drawn on the challenges and insight limitations of a fixed set window size leading to research towards computing all possible discords within a size range, using different methods such as quadratic regression [19], dynamic time warping (DTW) [20], or a graph-based approach [21].

PanMatrix [10] and VALMOD [22] compute variable-length top k discords, using the Matrix Profile method for different window sizes, given a value k. VALMOD considers an interval of possible subsequence lengths as initial parameter; whereas PanMatrix computes exact distances for subsequences of all lengths.

These approaches address the issue of multiple discord computations, but there has been no attempt to order the discords of variable length, and seek those that would have more impact in terms of revealing a potential change of state. Also, the role played by the data series time span has received little attention with respect to its link to discord discovery. Both issues are important for climate model data towards insightful impact studies. A key element is to investigate coincident variable length discords to be able to extract actionable insight through the identification of prominent discords, longest ones sharing a starting position with smallest discords, and thus subsuming them. This is the goal of our approach that can be considered as a meta discord discovery problem over very large data series, with no a priori interpretation of outlier patterns. In other words, we seek discords for which all the subsequences within a resulting length interval are also discords sharing their starting position.

We use the Matrix profile approach, because it is an exact method to compute discords for a given window length. It is also computational and space efficiency. Let us now the key notions at hand that will be used to formalize our concept of prominent discord.

2.3. Matrix profile and discords

The matrix profile is a data structure computed to discover discords and motifs using similarity search algorithms [9]. Many algorithms have been proposed with different space and time performance (e.g. STOMP and GPU-STOMP [23], SCRIMP and SCRIMP++ [24]). The data structure builds on the following notions [23], recalled hereafter for further usage and completeness:

**Definition 1.** A time series \( T \) is a sequence of real-valued numbers \( t_i; T = [t_1, t_2, \ldots, t_n] \) where \( n \) is the length of \( T \).

**Definition 2.** A subsequence \( T_{i,m} \) of a time series \( T \) is a continuous subset of values in \( T \), of length \( m \) and starting at position \( i \). Formally, \( T_{i,m} = [t_i, t_{i+1}, \ldots, t_{i+m-1}] \), where \( 1 \leq i \leq n - m + 1 \).

**Definition 3 (Distance Profile).** A distance profile \( D_{i,m} \) of time series \( T \) and length \( m \) is a vector of the \( z \)-Euclidean distances between a given query subsequence \( T_{i,m} \) and all subsequences of length \( m \) in the time series \( T \). Formally, \( D_{i,m} = [d_{i,1}, d_{i,2}, \ldots, d_{i,n-m+1}] \), where \( d_{i,j} (1 \leq i, j \leq n - m + 1) \) is the distance between \( T_{i,m} \) and \( T_{j,m} \) with \( i \neq j \).
**Definition 4 (z-Euclidian distance).** The z-normalized Euclidean distance $d_{i,j}$ between two subsequences $T_{i,m}$ and $T_{j,m}$ of length $m$, is defined by:

$$d_{i,j} = \sqrt{2m \left(1 - \frac{T_{i,m}T_{j,m} - m\mu_i\mu_j}{m\sigma_i\sigma_j}\right)} \tag{1}$$

Where $\mu_i$ and $\sigma_i$ are respectively the mean and standard deviation of $T_{i,m}$, $\mu_j$ and $\sigma_j$ the mean and standard deviation of $T_{j,m}$.

**Definition 4 (Matrix Profile).** A matrix profile $P_m$ of time series $T$ and given length $m$ is a meta series of the Euclidean distances vector between each subsequence $T_{i,m}$ of given length $m$, where $i$ varies, and its nearest neighbor (closest match) in time series $T$, together with the corresponding position vector for each closest neighbor associated with $\min(D_{i,m})$. We denote it $P_m = [\min(D_{1,m}), \ldots, \min(D_{n-m+1,m})]$, where $D_{i,m}(1 \leq i \leq n-m+1)$ is the distance profile $D_{i,m}$ of time series $T$ for subsequences of length $m$. $P_m = [\min(D_{1,m}), \ldots, \min(D_{n-m+1,m})]$, where $D_{i,m}(1 \leq i \leq n-m+1)$ is the distance profile $D_{i,m}$ of time series $T$ for subsequences of length $m$.

**Definition 5 (Index vector).** A matrix profile index vector $V_m$, associated with a matrix profile $P_m$ denotes the vector of starting position $j$ of the subsequence corresponding to the minimal distance. It is specified by the vector: $V_m = [V_1, V_2, \ldots, V_{n-m+1}]$, such that $V_i = j$ if $d_{i,j} = \min(D_{i,m})$.

**Definition 6 (Discord).** A discord denoted $\Delta_{j,m}$ is a subsequence $T_{j,m}$ of length $m$ starting at the position $j$ in $V_m$, that corresponds to the maximum distance value in $P_m$.

In other words, the discord of length $m$, is the subsequence in the data series (specified by its starting position $j$), such that among the shortest Euclidean distance, it is the one with the maximal value, i.e. with largest anomalous pattern among all.

The following example gives the Distance profiles for two subsequences (in red) of window size 4 over a time series of length 13. The distance profile vector gives the z-Euclidean distance between the chosen subsequence and all the other ones (the next one is highlighted in blue). There are 10 of them, one per subsequence of size 4, sliding over the time series.

The resulting matrix profile extracts for each subsequence the smallest distance in each distance profile (yellow). Finally, we extract the discord from the matrix profile that is the subsequence corresponding to the greatest distance value in the profile. In this example, the biggest distance value is 14.1, distance between subsequence 7 and subsequence 3 ($V_7 = 3$). Thus the discord is the seventh subsequence [14,15,1,2] in the time series.
Figure 2. Distance and matrix profile, sequences of length 4

3. PROMINENT DISCORDS: DEFINITION AND ALGORITHMS

In this section we present our approach and contributions, that include the concept of prominent discord and the method we developed to extract a set of prominent discords. The overall problem we address is the following:

Problem addressed: Given a data series $T$, a large range of possible lengths and a unit step, compute all the variable length discords, and find the discords, such that all of their subsequences within a length interval and shared starting position in $T$ are discords. From these prominent discords, identify a relevant ordering that relates to their length, and number of subsumed discords.

3.1. Definitions

We work at a meta level with respect to the matrix profile and the discord since we compute matrix profiles over sequences of variable lengths, and seek the longest discords that contain discords with a given ordering relation. To formalize our problem, we introduce three concepts: discord profile, discord subsumption ordering and prominent discord. Note that to allow a reliable reasoning over a large number of subsequences, the interval for the variable lengths is set to $[4,..,n/2]$.

Definition 7 (Discord profile). The discord profile $\Delta P$ of a time series $T$ is a set of discords $\Delta_{j, l}$ of variable lengths $l$ and starting positions $j$, such that $\Delta P = \{\Delta_{j, l} \mid j \in 1..n/2 - 1, 0 < l \leq n/2\}$.

Definition 8 (Discord subsumption ordering). A discord $\Delta_{j, l}$ subsumes a discord $\Delta_{i, l}$, specified as $\Delta_{i, l} \preceq \Delta_{j, l}$ if and only if, $i = j$ and $l < m$.

Note that this ordering relation is a partial order since we assume that two discords with different starting position in the time series are not comparable. The motivation behind this ordering is that such discords might relate to very different events, whereas discords that co-occur in their starting position are more likely to share the root event for the outlier pattern. With identical start position, two discords can relate to the same anomalous pattern. This is not necessarily true for different starting positions.

Definition 9 (Prominent discord). A Prominent discord $\Delta_{j, l_{\text{start}}, l_{\text{end}}}$ of a time series $T$ is the top discord $\Delta_{j, l_{\text{end}}}$ of a lattice of all discords $\Delta_{j, l}$ in $\Delta P$ such that $\Delta_{j, l_{\text{start}}} \preceq \Delta_{j, l} \preceq \Delta_{j, l_{\text{end}}}$.
Our approach will compute a set of prominent discords for a given time series. We propose an ordering that accounts for 1) the number of subsumed discords (of different lengths of course), and 2) the relative length of the shortest subsumed discord. The idea behind this ordering is to exploit discords for insight studies on the anomalous patterns that can have a lasting impact, and pertained change of behavior in the time series. Intuitively, a point outlier can be the consequence of an existing change of behavior (e.g. rising number of extreme weather events), whereas a discord of droughts of length 4, also found in subsequences of lengths 8 and 15 for example, can indicate a first anomalous pattern, that pertains as an anomalous pattern in longer discords. The longest discord subsuming a much shorter one, can indicate a potential important weather change, and impact on soils, agriculture etc.

The ranking function sorts the prominent discords in decreasing order of $\text{sort}(\frac{(l_{end} - l_{start})}{l_{start}})$, where the top value corresponds to the longest set of subsumed discords $(l_{end} - l_{start})$, and the lower one the length of the first subsumed discord $(l_{start})$. As illustrated in Figure 3 the prominent discord A will outrank prominent discord B even though they subsume the same number of discords, because A builds upon a shorter outlier $(l_{start})$.

![Figure 3. Prominent discord ordering: A is preferred to B with higher ratio function value](image)

3.2. Algorithms

To derive the set of prominent discords, we first derive the discord profile (Algorithm 1) over variable length discords and extract the prominent ones (Algorithm 2) through a counting method based on shared starting positions. Note that Algorithm 1 makes use of an efficient matrix profile computation algorithm (line 5), the STOMP algorithm [23] omitted for space reasons. This algorithm, like other matrix profile computation methods (eg, STAMP) derives the $z$-normalized Euclidean distance to measure efficiently the distance between subsequences.

Algorithm 1 takes as input the whole time series, a maximum subsequence length and list of variable lengths (line 2-3), called windows (from the terminology of the matrix profile approach) that specifies the subsequence lengths considered. For each window size (lines 4-7), we compute the matrix profile, extract the discord $\Delta_{j,t}$ to be stored in the Discord profile list $\Delta P$.

```plaintext
Algorithm 1: Discord Profile: Compute the list of variable length discords
input : Time Series $T$
output: Discord Profile $\Delta P$
1 initialization
2 int $m = \text{length}(T) / 2$
3 list(int) Windows = [4, 5, 6, 7, 8, \ldots, m]
4 foreach $l$ in Windows do
5    $P_l$ ← STOMP ($T$, $l$) // Matrix profile for window size $l$
6    $\Delta_{j,t}$ ← $\text{max}(P_l)$ // Discord of size $l$
7    Discord Profile $\Delta P$ ← $\Delta P$.add($\Delta_{j,t}$)
8 end
9 return $\Delta P$
```
The main algorithm, Algorithm 2, computes the list of prominent discords $ΔC$ and returns the sorted list of prominent discords (in decreasing value of respective $\text{count}/l_{\text{start}}$) value. It takes as input the time series and returns the sorted list of prominent discords $Δ_{l_{\text{start}},l_{\text{end}}}$ including its starting position, first discord length and longest one. Line 3 initializes a counter of discords having identical starting positions. In line 4 the discord profile $ΔP$ is computed from Algorithm 1 and contains all the discords $Δ_{j,l}$ one per length $l$ considered in Algorithm 1. Line 5 and 6 define the variables used to extract the length $l$ and starting position $j$ of a discord in $ΔP$. Line 7 extracts the length of the first discord. Lines 9–11 increment the count as long as the next discord has the same starting position as the current one denoted by $i$. Lines 12–14 create a new prominent discord with starting position $j$, starting length $s$, last length $s+\text{count}$. It is added to the prominent discord list. Lines 15–16 re-initialize the count, and new starting $s$ position to the one of the next discord in $ΔP$. Line 19 sorts the prominent discord list in decreasing order according to the proposed function $(l_{\text{end}} - l_{\text{start}})/l_{\text{start}}$; and finally line 20 returns the final sorted list $ΔC$.

**Algorithm 2:** Sorted list of Prominent Discords

```
input: Time Series $T$, number of prominent discord $K$
output: List of sorted Prominent Discords $ΔC$

1. initialization
2. $ΔC → [ ] / List$ of prominent discords
3. int $\text{count} = 1 / Increment$ counting of subsumed discords
4. $ΔP → \text{Discord Profile}(T)$
5. Var $j /$ variable that extracts the starting position of $Δ_{j,l}$ in $ΔP$
6. Var $l /$ variable that extracts the length of $Δ_{j,l}$ in $ΔP$
7. int $s = ΔP[0], l$
8. for $i ← 0$ to $i ≤ \text{length}(ΔP)-1$ do
9.     if $ΔP[i],j == ΔP[i+1],j$ then
10.        $\text{count} + +$
11.     else
12.        $Δ_{j,l,s,s+\text{count}} = \text{new}Δ(ΔP[i],j, s, s + \text{count})$
13.        $ΔC → ΔC.add(Δ)$
14.        $\text{count} = 1$
15.        $s = ΔP[i+1],l$
16.    end
17. end
18. $ΔC ← \text{QuickSort}(ΔC, (l_{\text{end}} - l_{\text{start}})/l_{\text{start}})$
19. return $ΔC$ // sorted list of prominent discords
```

Worst case time complexity. Algorithm 2 (calling algorithm 1) overall runs in the worst case in $O(n^3)$ where $n$ is the length of the time series. To decompose, we have: Algorithm 1 calls $n/2$ times STOMP, thus runs in the worst case in $O(n^2 \times n) = O(n^3)$. The For loop in Algorithm 2 runs in the length of the discord profile list thus in the worst case $O(n)$ since there is one discord per length ($n/2$ variable length discords), and the list of prominent discords is sorted in the worst case in $O(n \log n)$.

4. **Experimental Evaluation and Comparisons**

We now present an application of our method to the analysis of large datasets relative to runoff historical climate data. Runoff data correspond to measures of waters in terms of distance (in mm) above the land surface to reach a stream but also to infiltrate the soil surface. All experiments were run on an Intel(R) Xeon(R) Bronze 3106 CPU processor at 1.70GHz with 8
core with 64 GB of RAM. We also compare our proposed approach to other discord discovery methods.

The climate data. We consider observed monthly runoff data, defined in climate data science as an impact variable analyzed to quantify flood and drought risks at regional and global scales (e.g. [12], [25], [26]). These monthly runoff observations are obtained from the Global Runoff Reconstruction dataset (GRUN) that covers the 1902-2014 time period (113 years), with a 0.5° × 0.5° spatial grid resolution [27]. We focus our analysis on the Sahel region, a particularly soil water vulnerable area, and we spatially average monthly runoff over the corresponding grid box [5°W-25°E; 10°N-18°N]. Our prominent discord approach is then applied to the obtained Sahel time series between 1902 and 2005 (i.e. 104 years, 1248 months), a period commonly considered in historical climate analysis.

4.1. Prominent discords discovery

For the dataset of monthly runoff observation data over 1248 months, we applied our approach and derived the list of all prominent discords, including their ranking based on our proposed ratio function, after calculating the discords for all variable length windows in the interval [4, ..., 1248/2], with a monthly step increment. The set of prominent discords was derived in 3.5 minutes.

Figure 4 shows for five prominent discords, including the most prominent one, their respective subsumed discords. The X-axis indicates window lengths up to 130 months, and the Y-axis the discords starting date. Each blue dot represents discord with its window length (Xs) and its starting date (Ys). The arrows show the prominent discords with all the subsumed discords of coinciding starting dates. The length of the arrows illustrates how many discords the prominent one subsumes. Here we have four prominent discords. The most prominent discord starts at the position date 1903-10-15, with a lower window size of 13 months for its first subsumed discord, and upper length of 58 months.

| Table 1 | shows the top five prominent discords in ΔC according to our proposed ratio ordering. The first and second ones are found in Figure 4. |
Table 1. Top 5 prominent discords sorted by the ratio function

<table>
<thead>
<tr>
<th>date</th>
<th>starting window size</th>
<th>ending window size</th>
<th>ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1903-10-15</td>
<td>13</td>
<td>58</td>
<td>3.46</td>
</tr>
<tr>
<td>1982-09-15</td>
<td>109</td>
<td>120</td>
<td>0.10</td>
</tr>
<tr>
<td>1902-09-15</td>
<td>242</td>
<td>264</td>
<td>0.09</td>
</tr>
<tr>
<td>1903-09-15</td>
<td>193</td>
<td>209</td>
<td>0.08</td>
</tr>
<tr>
<td>1902-01-15</td>
<td>80</td>
<td>86</td>
<td>0.075</td>
</tr>
</tbody>
</table>

4.2. Comparison with alternative approaches

We compared our approach with existing discord discovery methods, illustrating mainly the importance of considering an exact approach for the prominent discord extraction, and the need of variable length discord computation without parameterized length settings.

We considered HOT-SAX, an extension of the SAX algorithm [28]. SAX discretizes time series into words and detects motifs in time series but not discords. HOT-SAX algorithm was developed to detect discords. It builds a suffix tree that stores the words generated by SAX. A word with the least number of occurrences is a discord. A requirement is that the number of extracted discords is predefined.

Rare Rule Anomaly (RRA) [29] is an algorithm that uses grammar-based compression able to detect motifs and discords in time series. Similar to HOT-SAX, RRA uses SAX algorithm to discretize the time series. A grammatical induction algorithm (ex: Sequitur [30]) is used to generate the grammar. These generated grammars are used to detect the discords.

One of the main parameters for HOT-SAX and RRA is the window size. To be able to compare them with our approach, we use the value $l_{end}$ of each prominent discord as the window parameter.

Table 2. HOT SAX results using windows extracted from the $l_{end}$ of each prominent discord

<table>
<thead>
<tr>
<th>window size</th>
<th>start</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>58</td>
<td>1902-01-01</td>
<td>1906-11-01</td>
</tr>
<tr>
<td>120</td>
<td>1943-08-01</td>
<td>1953-08-01</td>
</tr>
<tr>
<td>264</td>
<td>1972-02-01</td>
<td>1994-02-01</td>
</tr>
<tr>
<td>209</td>
<td>1973-06-01</td>
<td>1990-11-01</td>
</tr>
<tr>
<td>86</td>
<td>1902-07-01</td>
<td>1909-09-01</td>
</tr>
</tbody>
</table>

Table 3. RRA results using windows extracted from the $l_{end}$ of each prominent discord

<table>
<thead>
<tr>
<th>window size</th>
<th>start</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>58</td>
<td>1902-02-01</td>
<td>1907-04-01</td>
</tr>
<tr>
<td>120</td>
<td>1944-08-01</td>
<td>1954-11-01</td>
</tr>
<tr>
<td>264</td>
<td>1953-01-01</td>
<td>1977-08-01</td>
</tr>
<tr>
<td>209</td>
<td>1953-12-01</td>
<td>1971-12-01</td>
</tr>
<tr>
<td>86</td>
<td>1943-04-01</td>
<td>1951-01-01</td>
</tr>
</tbody>
</table>
We can see that both HOT SAX and RRA lead to different results in terms of starting and end date of the prominent discord for a given window size. This comes from the fact that they are not exact methods and given an input window length, lead to a different discord.

We also compared with the PAN MATRIX algorithm. It calculates variable length discords, using the SKIMP algorithm to compute the matrix profile for all motif lengths.

Table 4 shows the top five discords with the PAN MATRIX. Compared with our results in Table 1, the top 5 discords are different, and the top 5 discord of PAN MATRIX are not relative to subsequences since they are not based on an ordering among variable length discords. PAN MATRIX is efficient to calculate variable length discord, but is not designed to order discords.

Table 4. PAN MATRIX top 5 discords

<table>
<thead>
<tr>
<th>Pan Matrix</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>Window size</td>
</tr>
<tr>
<td>1952-07-01</td>
<td>619</td>
</tr>
<tr>
<td>1952-07-01</td>
<td>618</td>
</tr>
<tr>
<td>1952-07-01</td>
<td>617</td>
</tr>
<tr>
<td>1952-07-01</td>
<td>616</td>
</tr>
<tr>
<td>1952-07-01</td>
<td>615</td>
</tr>
</tbody>
</table>

4.3. Analysis and insights for climate data analysis

To analyze those results, as well as the relevance and insights of our prominent discord and proposed orderings, we compared with statistical analysis of those historical climate data (e.g. long-term trends, seasonal cycles, standard-deviation). It is worth noting that the prominent discord approach is unsupervised, and does not consider any climate behaviour nor known physical processes.

Figure 6 shows the annual average runoff data over the Sahel region illustrating the maximum, minimum and average annual values, providing a general idea of the global fluctuations and extremes. Figure 7 relates the monthly runoff values together with the top five prominent discords we discovered, cf Figure 5. For each color, the dotted lines indicate the starting position of a prominent discord and the vertical lines the respective \( l_{\text{start}} \) and \( l_{\text{end}} \).
According to climate studies, a well known soil drying trend mostly resulting from a rainfall decrease is observed between 1900 and 2013 in the Sahel (e.g. [27]). We find consistent trends using runoff data, particularly in the annual maximum runoff time evolution between 1902 and 2005 ([26]). In our work, four of the five first prominent discords coincide with starting dates and length intervals during the first 22 years of the time series (Table 5 and Figure 7). The corresponding averaged monthly runoff over 1902-1924 also shows a mean of $15e^{-07}$ kg/m$^2$/s and a standard-deviation (i.e. an inter-annual variability indicator; ([31]) of 0.14 kg/m$^2$/s, whereas the entire 1902-2005 time series is characterized by a mean of $12e^{-07}$ kg/m$^2$/s and a standard deviation of 0.12 kg/m$^2$/s. These four prominent discords may thus illustrate the specific time pattern between 1902 and 1924 with higher soil water amount and larger inter-annual variability, before the upcoming continuous long-term drying trend observed within Sahel.

The second prominent discord is detected for a starting date at 1982-09-15 and window sizes in $[109 ; 120$ months]. This period corresponds to the time period with the smallest mean runoff values of the entire time series (Fig. 6 and Fig. 7). The associated 1982-1992 mean runoff is $9e^{-07}$ kg/m$^2$/s compared to a mean runoff of $12e^{-07}$ kg/m$^2$/s over 1900-2005. This prominent discord illustrates the temporal pattern resulting from intense droughts that occurred in Sahel in the 1980s. During that decade, the most severe drought ever recorded over the African continent occurred during 1983-1984 (Figure 2 in [32]).

In this study, we demonstrated two major usefulness of our proposed prominent discord approach and ordering relations, in climate data analysis in terms of real insights towards the emergence of a long-term change, and the detection of recurring anomalous events.

First, we showed that the prominent discord concept does capture a 20-30 years pattern illustrating a different (former) climate regime compared to the rest of the considered time series (emergence). Second, we showed that the subsumption ordering and prominent discords ranking capture the time pattern at a decade scale of the driest recorded yearly event (recurring anomaly detection).
5. CONCLUSION AND FUTURE WORK

In this paper we proposed a new concept in the realm of variable length discords, the prominent discord. It focuses on identifying anomalous patterns that last through time and subsume sets of discords. The main contributions are the formalization and method to compute prominent discords and extract the most prominent ones applied to large scale time series, and the application to climate-related data.

Our ordering and results show their relevance in the field of climate data series. In particular, they show that through such ordering we gain insights on the anomalous patterns that have a lasting impact, and pertained change of behavior in the time series. This is new to our knowledge. Future works include further experimental studies on different impact climate data and other data sets, to evaluate the thematic insights of our approach, as well as some optimization of the algorithm to ensure scalability.
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