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ABSTRACT

Technology is taking over the world [7]. Thus, how elderly people can request for help when they use a mobile device if there is anybody around them? In this paper, we address this issue by providing a system that can share and remote control a mobile device in real time [8]. An Android mobile app has been developed as an assistant tool. Thus, when a user needs help, she/he uses an unique ID, sends a request and shares the mobile screen, so the helper sees the sharing screen in his/her device and assists the person who needs help. We applied our application to data analysis and accurate measurements. For the accurate measurement, we conducted diverse experiments to observe the stability of use in different devices, and the influence of geographic, environmental, and network factors. The result shows there are no interrupts during the 30 experiments, which means that the system is stable for use and the network speed is the main factor which affects the average connection delay. For the data analysis, we advertised the Mobile App in communities and schools and received a total of 20 feedback questionnaires. We observe that users from 66 - 70 yield the highest positive score.
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1. INTRODUCTION

Working and living outside all year round, not around their parents. In addition to the phone, we also want to communicate with our parents in time, so that they can understand our state and life. The rich and colorful social software is easy for us to operate [9]. For parents who are not good at playing with mobile phones, the difficulty is sometimes no less than doing a high number of problems without solutions. For this reason, we came up with the idea of remote screen control software that would allow us to use another phone to control the original phone over the network. This is a function to support remote assistance of mobile phones [10]. With a tap on the mobile phone, you can ask for help or help others to solve their mobile phone problems remotely, just as easy and convenient as operating your own mobile phone. Ask a contact in the address book for help. After the contact accepts the request, the contact can control your mobile phone. Accept the help of the other party, remotely view and control the other party's mobile phone, help the other party to modify mobile phone Settings, download and install applications, or remotely doodle on the other party's mobile phone, direct operation. It also supports voice calls between two mobile phones.
There exists multiple software that help to share the screen with other users and might or not control other mobile devices. Some of the software are Skype, TeamViewer and Inkwire Screen Share + Assist [3]. Skype is a very popular social software that people use to communicate and share their screen. Skype users can use Skype through the internet; however it doesn't provide the feature to remote control other mobile devices [11].

The other software is TeamViewer. TeamViewer is a software for personal use that can be used in Android devices. Similarly to Skype it can be used through the internet and share the screen. It allows others to control mobile devices after a user enters the unique ID for the device that needs help. However, to use this remote control feature the helper device and the “help” device need to install 2 different software, TeamViewer Quick Support and TeamViewer for Remote Control. Also, if a user who needs help has an Android device, he/she needs to install an add-on depending on your Android device manufacturer.

Finally, Inkwire Screen Share + Assist is software that is only for Android devices. Like Skype and TeamViewer, it allows users to share their screen. The app does not have the ability to control other devices, but it has a feature to draw on other screens. To use this app the user who shares the screen needs to share his/her unique ID. Even though this app is easy to use, there exists significant lag during the communication.

In this paper, we follow similar approaches that Skype, TeamViewer and Inkwire Screen Share + Assist do in their apps. Our goal is to allow users to share their screen and ask for help when they need it by allowing other devices to control their device screen. We provide an Android app that users can utilize to share their screen and use through the internet. As different from Skype, our app has the ability to remote control other devices which is helpful when others need assistance. There are good features in TeamViewer and Inkwire Screen Share + Assist like users can remote control other devices to assist others when they need it. Secondly, these apps use a unique ID feature to make the sharing screen and remote control easier and secure between 2 or more devices. Therefore we believe that using a unique ID adds more security when they share their screen since only the users that know the unique ID will be allowed to see the screen of the mobile device that needs help and at the same time make the app easy to use. In our app as different from TeamViewer, users do not need to install 2 different softwares and additional add-on to allow the remote control on Android devices.

In two application scenarios, we demonstrate how the above combination of techniques increases the convenience of screen sharing:

1. Experiment 1: In order to have sufficient experimental data, we pick up 10 different groups of phone screens to test if the remote sharing function works well. To prove that the program can run stably, we conducted 3 experiments on each experimental group. In order to detect the influence of geographic, environmental, and network factors on APP performance, We have adopted different control groups for the above factors. Experiments results prove that our application can run stably, The influence of the network environment and geographic location is not obvious.

2. Experiment 2: To investigate our user experience and user satisfaction in UI design, we promoted our products to communities and schools. A total of more than 1,000 students and parents have used our app. We received a total of 20 feedback questionnaires. The questionnaire shows that families with parents in the age group 66 - 70 years of age have the most significant effect and give the highest feedback scores.
The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we met during the experiment and designing the sample; Section 3 focuses on the details of our solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the relevant details about the experiment we did, following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this project.

2. CHALLENGES

In order to build the project, a few challenges have been identified as follows.

2.1. Lacking knowledge in Java

At the beginning, I found that my knowledge of Java was far from enough for me to complete the program. As a result, I had to learn more Java while planning my software in order to keep the project going. However, exceptions are my unavoidable problem. This includes Error, Runtime Exception, Exception, throw custom Exception, and so on. Exception encountered before will be hurry-scurry, most anomaly can be solved through mode, there are also many exceptions are due to the developers coding errors caused by, therefore encounters abnormal must first to analyze the causes of abnormal, step by step to the position of the mode for throwing an exception, and then constantly sums up the various reasons of throwing an exception, In the study and work to continuously improve their ability to solve problems. There are two ways to learn exceptions. One is to systematically understand the types of exceptions and understand the causes of the exceptions, apply the methods to the actual problems, and then look for different solutions. Another method is to do a lot of practice in learning. After encountering abnormalities in the process of practice, check the causes of abnormalities and summarize them according to the actual situation.

2.2. Platform problem

Then I realized that the app I wanted to create had to be tested on Android [12]. Since I needed to create an Android app, the best program for me was Android Studio. But when I needed to install virtual machines on Android Studio, I had problems [13]. The two virtual Android phones I needed couldn't exist on my Android Studio at the same time. In the initial learning stage of Android, there are usually many problems. In the learning process of Android, there are many knowledge points and it is difficult to skillfully apply them. It is difficult to skillfully apply what you have learned without a long period of time. There are two ways to use ragmen: statically loaded and dynamically loaded. I usually use the dynamic approach. There are three ways to write fragments. List Fragment Dialog fragment Load the layout object in the on Create View method and set the value in the on View Created method. Finally, in the main method you can get the Fragment Manager submission and load the fragment Layout from mian.xml and fragment into the layout file.

2.3. Mastering Java programming ability

To sum up, in order to develop this APP, I need to master some JAVA programming ability and be able to make use of JAVA programming smoothly. In addition, you must learn to master some basic knowledge of Linux, which is based on the android system design foundation. In addition, we should also learn some basic knowledge of database and network protocol, which will be involved in the design of mobile app. Of course, it is also important to master the operation of some development platforms, such as AppmakrAppMakr, AppCanAppCan and Ling. The whole
app may be simple or complex, and the difference of application functions of different apps also leads to different technical implementation or algorithm model. Generally speaking, I need to know the following essential aspects from design to final implementation of this app:

1. Preliminary requirements planning and information, interaction design -- you need to develop a complete requirements document, function document, flow chart, sequence diagram.

2. Interaction design and UI design -- Design a basic and perfect prototype diagram and the basic interaction design effect of app, then design a complete UI interface based on these and learn to cut diagrams. Some adaptive material pictures need to be made with 9patch. You also need to understand the conversion between PX, PT and DP, screen density conversion and coefficients between each other, so that your app can adapt to different resolutions. Interaction design requires you to know a lot of man-machine operation skills and experience, master the use of Axure and other interactive tools, UI design requires you to master Photoshop and Illustrator and other operations.

3. Using the DEVELOPMENT environment such as ADT for APP development, you have to master the Java language, familiar with the Android environment and mechanism, which involves a wide range of areas, please learn relevant knowledge according to the project [15].

4. if it is not a stand-alone version of the app, you need to use the server, then you have to master Web Service related knowledge and development language, commonly used ASP.Net, PHP, JSP and so on.

5. Familiar with and able to develop databases.

6. some functions need to do algorithms, which also need certain professional knowledge, especially mathematical basis.

7. Be familiar with API development, including your ability to develop your own API and experience in calling third-party apis.

8. Familiar with TCP/IP, socket and other network protocols and related knowledge.


3. **Solution**

Mobile Phone Remote Control Software is an application for one phone to control the other phone. We first need to download the app on two different Android phones, and then open it on both phones. Once in the app, click the "Give Help" button on one phone, click "Accept Help" on the other, and enter the same numeric key on both phones (you can use any number as your key, but both phones must enter the same numeric key). At this time click "accept help" mobile phone will jump to your mobile phone desktop, you can operate the phone normally. After clicking the "Help" button, the phone will see the screen of the "Help" phone. The operator can not only see the screen of the "help" phone, but also guide the user of the "help" phone to use the phone by clicking the screen of the "help" phone. Mobile phone screen clicks on the "help", "accept help" to see "help" on the phone's screen mobile phone operation, then users only need to apply these operations themselves also to "accept help" on the phone, give the helper can be accomplished by a mobile phone to guide the other mobile phone users of mobile phone use this action.
We also provide a set of navigation techniques for our system. The following sections describe these components in detail.

![Diagram of the solution](image1)

**Figure 1. Overview of the solution**

The frontend mobile application is developed using Android Studio. Android Studio is an Android integrated development environment (IDE) that is developed specially for Android App[1]. It is written in Java, Kotlin and C++.

To keep tracking the screen of the “help” phone, we implement a foreground service, so that the app can continue to perform a task in the foreground while the user navigates to the screen that he/she needs help. As shown in Fig.2, we developed a function that pops up a notification to the user, so that he/she knows that the app is running in the foreground. In this notification, we created a NotificationManager object to create a channel. Then we use a Notification Builder to add all the widgets that are needed for the notification.

```java
private void foregroundService() {
    NotificationManager ngr = new NotificationManager(context);
    NotificationCompat.Builder b = new NotificationCompat.Builder(context);
    ngr.createNotificationChannel(new NotificationChannel(channel_id, channel_name, NotificationManager.IMPORTANCE_HIGH));
    ngr.notify(1, b.build);
}
```

**Figure 2. Foreground Feature Code**

For the database storage, we use Firebase. Firebase is a platform developed by Google that allows you to store files and text information in real time[2]. It provides different features that help to build applications.

In order to share the screen of the “help” device, we implement ImageReader to get the screenshot and send it to Firebase. As shown in Fig. 3, we use FirebaseStorage to store the screenshot of the “help” device. After the screenshot is stored in Firebase Storage, we fetch the
To develop the screen for the helper, we show the screen of the other device and track the event when the screen is touched. Thus, when the user requests help, the helper sees the screen of the other device. As shown in Fig. 4 the helper device can see the screenshot of the “help” device, so that the helper instructs the other user where she/he needs to click on the screen. In order to assist the “help” device, the helper clicks on the screen; thus the coordinates of the screen are recorded and sent to the database. In Fig. 5 we fetch the coordinate of the helper screen and send the coordinates to the Firebase.

```java
private void uploadFile(File imagenfile) {
    FirebaseStorage storage = FirebaseStorage.getInstance();
    // Create a storage reference from our app
    StorageReference storageRef = storage.getReference();

    Uri file = Uri.fromFile(imagenfile);
    StorageReference reference = storageRef.child(file.getLastPathSegment());
    UploadTask uploadTask = reference.putFile(file);

    // Add observer to listen for when the download is done or if it fails
    uploadTask.addOnFailureListener(new OnFailureListener() {
        @Override
        public void onFailure(@NonNull Exception exception) {
            Log.e("TEST", "Failed to upload the image");
        }
    }).addOnSuccessListener(new OnSuccessListener<UploadTask.TaskSnapshot>() {
        @Override
        public void onSuccess(UploadTask.TaskSnapshot taskSnapshot) {
            // taskSnapshot.getMetadata() contains file metadata such as size, content-type, etc.
            // ...
            Log.i("TEST", "upload: 
            reference.downloadUrl().addOnSuccessListener(new OnSuccessListener<Uri>() {
                @Override
                public void onSuccess(Uri uri) {
                    Log.i("TEST", "URL: 
                    ref.child("/" + deviceId).setValue(sr);
                }
            });
        }
    });
}
```

Figure 3. Capture Device Screenshot
Fig. 6 shows the “help” device screen. We can observe an icon with a red target and arrow that indicates where the user needs to click in order to perform the target task. To implement this feature, we use a listener that notifies when there is a change in the Firebase Database [14]. Thus, when there is any change in the Firebase Database coordinates of the icon with the red and target and arrow are updated and placed in the corresponding position (See Fig. 7)
4. EXPERIMENT

4.1. Experiment 1
To evaluate the accuracy of our approach, we have collected 30 real datasets from 10 Sensor and Students Group. In order to compare the approaches, we conducted experiments to verify two aspects: the stability of use in different devices, and the influence of geographic, environmental, and network factors. To test the stability of use in different devices, we asked the 10 different groups to test the sharing function 3 times. The sharing duration of each time is 1 minute, 5 minutes and 10 minutes. The data table shows below:

<table>
<thead>
<tr>
<th>Group Index</th>
<th>Interrupt Times During 1 minute sharing</th>
<th>Interrupt Times During 5 minutes sharing</th>
<th>Interrupt Times During 10 minutes sharing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 8. Result of experiment 1 (1)

The result shows there are no any interrupts during the 30 experiments, which means that the system is stable for use.

To find the influence of geographic, environmental, and network factors, we collect the connecting time and the average delay of each connection, the result shows below:

<table>
<thead>
<tr>
<th>Group Index</th>
<th>Distance Between Master Device and Controlled Device</th>
<th>Network Load of Master Device</th>
<th>Network Load of Controlled Device</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1m</td>
<td>10 Mbps</td>
<td>10 Mbps</td>
<td>1.5 s</td>
</tr>
<tr>
<td>2</td>
<td>500m</td>
<td>10 Mbps</td>
<td>10 Mbps</td>
<td>1.6 s</td>
</tr>
<tr>
<td>3</td>
<td>500m</td>
<td>10 Mbps</td>
<td>10 Mbps</td>
<td>1.3 s</td>
</tr>
<tr>
<td>4</td>
<td>1000m</td>
<td>10 Mbps</td>
<td>10 Mbps</td>
<td>1.8 s</td>
</tr>
<tr>
<td>5</td>
<td>1m</td>
<td>6 Mbps</td>
<td>10 Mbps</td>
<td>1.7 s</td>
</tr>
<tr>
<td>6</td>
<td>1m</td>
<td>1 Mbps</td>
<td>10 Mbps</td>
<td>2.3 s</td>
</tr>
<tr>
<td>7</td>
<td>1m</td>
<td>1 Mbps</td>
<td>5 Mbps</td>
<td>1.6 s</td>
</tr>
<tr>
<td>8</td>
<td>1m</td>
<td>1 Mbps</td>
<td>1 Mbps</td>
<td>2.3 s</td>
</tr>
<tr>
<td>9</td>
<td>1m</td>
<td>1 Mbps</td>
<td>1 Mbps</td>
<td>3 s</td>
</tr>
<tr>
<td>10</td>
<td>1m</td>
<td>1 Mbps</td>
<td>1 Mbps</td>
<td>3 s</td>
</tr>
</tbody>
</table>

Figure 9. Result of experiment 1 (2)

The result shows that the network speed is the main factor which affects the average connection delay.

4.2. Experiment 2

To know if our user experience is good and if the user is satisfied with the UI design, we publish our app in the market and advertise the production in communities and schools. A total of more than 1,000 students used our app to help their parents, and we received a total of 20 feedback questionnaires. We collect the data and make a diagram to show the feedback result.
Figure 10. Result of experiment 2

The first from left bar shows the average score while the parents age is between 50 - 55, the second from left bar shows the average score while the parents age is between 56 - 60, the third from left bar shows the average score while the parents age is between 60 - 65, the third from left bar shows the average score while the parents age is between 66 - 70. The result shows the age with 66 - 70 has the highest score.

The first experimental results show that network speed is the main factor affecting the average connection latency. We can solve this problem by increasing the speed of the network. The second experimental result shows that when people aged 66-70 get the highest average score in using this software, we can know our main target group through this result. The results of these two experiments are the same as what I guess, which also meets my expectation for this software.

5. RELATED WORK

Yuanyi Chen presented a system to remote control Android Mobile Phone by using a computer[4]. In the paper, the author explained that developers need to understand and identify the relationship between the four components, active page, service, content provider and broadcast receiver, of the Android system in order to create a remote control application. Also, the author described how the remote control system works from PC device to the server and mobile device. Our application has a similar approach. We use Wifi to send the information from one device to the other. However, our app uses another mobile device as a controller instead of PC, which makes the controller device be more efficient at the time to help another user since most of the people carry the mobile device.

Sørensen H. et al presented a wireless system to share screens in video calls [5]. They proposed a system that can share both digital content as well as physical artifacts in a video call. Our app is similar to this system, our system mirroring the screen in realtime. However, our system is not for a video call and not only for screen share; it also provides remote control.

Bi L. et al proposed a system to remote control power point play in computers without installing any program in mobile devices. It uses Java Native Interface (JNI) technology to control the windows system's function [6]. In our research, we use Android Studio that uses JNI in order to
compile our code. As different from this paper, we control the screen of other mobile devices to provide help instead of remote control power point play.

6. CONCLUSIONS

What if older people need our help to use their phones, but we're not around? That way, when the aforementioned emergency actually happens, they just need to open a simple app on their phone, and the person on the other side can use the app to control the older person's phone with their phone and guide them step by step through the phone to use the phone remotely. So I created a mobile remote control app that allowed us to display a page on a mobile phone on another mobile phone. Through experiments, we know that this method needs to run under good network conditions. And through experiments, we can know that this software is very suitable for the elderly, which is also what I hope this software can solve.

Currently, the app is only available on Android phones, which is its limitation. Then there's the latency of running the software on both phones, so when one phone enters a command, the other phone takes a long time to sync the command and has to manually refresh the screen. Finally, we cannot directly control all operations of another mobile phone through one mobile phone, but can only use one mobile phone to guide another mobile phone, and then the operator needs to operate the mobile phone according to the instructions.

In the future, I will optimize the program to reduce latency when using the software. Updates will be pushed to upgrade the functionality of the software to directly control all operations from one phone to the other. Finally, the compatibility of software on the Apple system is solved.
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