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ABSTRACT 
 
As technology advances, we have found more practical uses for it. This ranges from such things 

as cleaning the house using machines to serving restaurants with robots. Using technology, 

what if we can use machines to automatically write sheet music for us, transcribing it from 

audio [1]. This paper designs an application to do exactly that. We used Java to write a 

program and app that would be able to transcribe audio into sheet music and store it on an app. 
We applied our application to multiple cases and conducted a qualitative evaluation of the 

approach. The results show that it is possible with some fine tuning and may be usable in the 

near future. 
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1. INTRODUCTION 
 

The program in mind is being made into an app. We believe the usage of it will be able to 

transcribe audio into sheet music that will be able to be saved in an app [2]. I think it will be 

popular with a certain niche but will be helpful in that certain niche. The benefits of the app will 
be the ability to easily make audio into sheet music. This will possibly benefit the people that 

want to write music using a computer and allow them to easily edit the music with different 

recordings and cut time by needing to manually write the music. The only consequence that I 
foresee happening is the possible mistranslation of music that can cause the sheet music to mess 

up and transcribe the wrong notes. I think this topic is very important as music is a massive part 

of culture and ways to improve the accessibility of music is extremely important. 
 

Some of the existing techniques and systems that have been proposed to that were the same as 

mine are the numerous programs and apps. They are about the same as mine, being able to upload 

music using a WAV or MP3 file [3]. They also have the feature to record music and have it 
uploaded to the site. However these programs are all tied to the internet and computer which 

might make it difficult to record. Their programs might lead to some issues that are caused by 

bad recording methods because you have to record it on the computer. This is inferior to the 
computer as you would need your instrument near your computer to record the music, while the 

app being on a phone will allow you to record it wherever you want. 
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My tool is an app that is able to record and transform WAV files into sheet music [4]. Our 
method was inspired by other tools but there are some other good features. First, our music is on 

the phone, allowing for easier recording and uploading. Secondly, our app allows you to record 

the music on the device, which allows for a quicker and easier way to get your sheet music as 

opposed to recording and uploading a WAV file every time. This provides an easier method than 
other methods because we allow our app on mobile devices and allow them to record them as 

well, allowing for easier recording. 

 
We took 3 sample cases, Twinkle Little Star, Final Duet, and Electronic Music (Midi) and passed 

them through the app which converted them into sheet music and compared these sheet music 

with the actual sheet music from the songs to see how accurate our conversion was [5]. All three 
test cases are vastly different sounding. Twinkle Twinkle little star is a simple piano rift that 

everyone has heard. Final duet is a duet between a piano and a violin and electronic music uses 

digital synthesizers with a midi interface to create piano music. 

 
The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the creation of the app and experiment; Section 3 focuses on the details of our 

solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 
relevant details about the experiment we did, following by presenting the related work in Section 

5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 

project. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. Converting Audio to a Midi File 
 

The first challenge was turning audio into computer midi files. We need it to input it into our 
program so our program can actually read the audio data [6]. A midi file is a sheet music for the 

computer. A midi file pretty much holds musical information such as note numbers, pitch, 

duration, and other musical information for a piece. A midi file is organized by event messages 
that carry information for each note. Using a sequencer, we can view and edit the audio data as 

we would like. One way we can think of it is by using a computer to record a pitch and use a 

system to convert the pitch and test it to see if the computer recognizes it. There are points in the 

audio file where there are recorded key-frames that are called samples. These samples hold a 
pitch that has been recorded by our computer. Training a program to read in audio data becomes 

hard because in a single song, there could be a million samples. 

 

2.2. Converting a Midi File into Sheet Music 
 

While midi holds important note information pertaining to the particular piece you created, 
parsing through that data in attempts to make it into sheet music poses a problem. Firstly with the 

midi file format, it also comes with someone figuring out the notation, what is quarter note, ace 

note, half note. This happens because midi doesn’t use the standardized format for time 
signatures. A time signature is the traditional way we signify how many beats are in each 

measure. A measure is a section of a song.  It records it in a different way. It records audio 

duration in beats. The issue is that midi uses a different time measurement than normal. It uses 
ticks instead of beats and is recorded in delta time. It doesn’t use a tick of normal time, it uses a 

tick of delta time, a measure of time from now to the last time a midi event happened. The main 
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challenge that comes with converting midi to sheet music is the conversion of time between midi 
standard time and regular time signature. 

 

2.3. Connecting Our Powerful Musical Backend to a Comfortable Front End 

Available for Other Users 
 

The third challenge is the creation of the app ui, we used flutter to create an android app using an 
android emulator [7]. Flutter is constantly used for creation of android and IOS app and doesn’t 

supply much back end resources for audio or musical uses [8].We had to create the back end that 

wasn’t linked with flutter and is on the google collab that is able to pull online python packages 
capable of overcoming the challenges needed [9].  Since flutter and google collab are not linked 

by any direct path or package, we had to create our own way to send audio information from the 

app into the converter and from the converter back into the app. One connection could be firebase 
but we needed another key to help post the image and communicate from flutter to the google 

collab server. 

 

3. SOLUTION 
 

 
 

Figure 1. Overview of the solution 

 

This is by running the audio file through the magenta package which uses Onsets and Frames to 
convert the audio to a midi file. Once we have a midi file our computer can start calculating the 

correct musical notation. For this we can use the music 21 library to convert the midi note 

number and tick format to western musical notation. Lastly, in the google collab, we use firebase 

service storage to upload our image to firebase [10]. We access the storage server service by 
using the firebase python package. In firebase, the image is hosted to the firebase server, meaning 

we have a web link to our image. That web link is sent back to the google collab which is then 

returned to the server and finally returned to our flutter app [11]. This image is displayed in the 
user on a new screen for our user using an image widget. 

 

The first component we use to create our app is flutter. Flutter is a plug in for android studio code 
that easily allows people to make UIs for android and IOS applications. For this app, we made 

different screens, using dart files in flutter, each having its different use. We had a record page, a 

save notes page, and a sheet music viewing page. For our UI, we used the flutter built in widgets 
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and for app functionality such as connecting to the internet and sending files to the firebase. We 
used dart packages. 

 

 
 

Figure 2. Screenshot of code 1 

 

(THIS IS UI CODE) This is the code to create a new custom task card widget. It stores all the 

info for our converted sheet music. We can see a couple of UI flutter mechanics in here such as 

container, row, and text. 

 

 
 

Figure 3. Screenshot of code 2 

 

This is code that examples dart packages and in this function, we use file picker package to open 

the native file picker on either android or IOS devices. We can see that we only allow mp3 and 

wav files into our program. After we pick a file, our flutter code calls a very important function 
called uploadFiletoServer, this allows us to send our files to the ngrok server. The ngrok server is 

the second major component in our app, it provides a tunnel to our web-page that holds our music 

files in its directories. We use the flask python package to capture the music files from our server 
into our google collab with python code.  
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Our third major collaboration is the ability to turn audio files into sheet music. This is by calling 
the function, generate sheet music. This takes in a file path that comes from flask server and first 

what generate sheet music does The first thing that generate sheet music does is convert our 

audio file to midi. We do this by using the function generatemidi, which is going to use the 

magenta package to convert a solo piano recording into a midi sequence. The way magenta 
processes this is by using a new model they created uses onset and frames. This model tracks 

notes across two stacks of programs. One stack is detecting when a note begins and if a note is 

currently active. Using this output, we can restrict some notes that are picked up by the detector 
that might not be there. 

 

 
 

Figure 4. Graph of predictions 

 
The first image in blue and magenta is the prediction of notes without restricting it by onset 

predictions every time a note is not actually playing, the magenta block is not at the front of the 

note. The image below shows the results of restricting our prediction by our onset prediction 
which in turns yields more accurate midi data. After we return the midi data to generate sheet 

music, we then pass it to the function midi2sheet_music This is going to take in a midi path and 

use the music 21 package to convert the midi information into a png image of the sheet music. 

The music 21 library was created in the university of MIT and is used as a tool kit for computer 
aided musicology. We can use the python library to make sheet music directly from python using 

the note class but for us we wanted to convert a whole midi sequence so we have to use the 

converter class which is a part of the music 21 library. This class is a midi converted into a music 
21 object. Once it's in the music 21 library, we can write it to a png file which is returned to 

generate sheet music. Then generate sheet music and upload that png to firebase storage. Then it 

will take the image links and turn it back into ngrok server, then using the flutter which will be 
displayed using the image screen. 
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4. EXPERIMENT 
 

4.1. Experiment 1 
 

The first experiment that I had in mind was that we were going to take an audio file and convert it 
into sheet music using our app, then compare it against the written sheet music piece. To analyze 

this, we will be listening to both of the pieces played to see if there are any audio differences or if 

there is any notation difference. The first piece we are going to examine is a simple melody on a 
solo piano. This piece is going to be a twinkle twinkle little star. This is a base case because 

twinkle twinkle little star is a simple song that the AI should be able to recognize.  

 

This is the result of the generated sheet music using our app, we can tell that this has visible 
different notation than our original notation. Although listening to both of the pieces side by side, 

we can see. 

 

 
 

Figure 5. Music pieces 1 

 

4.2. Experiment 2 
 

This experiment is going to use our app to generate sheet music of the same twinkle twinkle little 
star melody. This melody is written in 4/4 time meter and one of the easiest melodies to play on 

piano. The variable that we are changing is going to piano timbre. Timbre is an umbrella term 

that usually stands for the sound of the instrument. For instance, a grand piano has a distinct 
sound, so does an electric guitar. We can use the computer to create synthetic timbres and use a 

simple midi sequencer, so we created an audio file that uses the same melody but instead of a 

grand piano playing, its a bright synth lead.  
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Figure 6. Music pieces 2 

 

This is the generated sheet music from our app from the timbre shifted audio file. We can already 

see a similarity from both our results that seems to overcomplicate the notation of the sheet music. 

We can also see there are more lines there as more measures have more notes in it than the last 
result. Playing this sheet music alongside the bright synth lead. 

 

Analyzing the results we saw from our experiments, we can determine that challenge one was 
successfully met. We were able to convert audio into a midi file. We were able to see this by 

checking the output and comparing the midi file to the original midi file of twinkle twinkle little 

stars. In both cases, timbre is shifted, the audio was actually able to recognize the midi 
information. Converting that midi to sheet music also worked but didn’t meet expectations [15]. 

There are a couple issues converting a full midi file into music 21 library. One is that it 

overcomplicates the notation and also that there is no bass clef included. Although for simple 

piano tracks such as twinkle twinkle little star this played in solo piano. We were able to receive 
sheet music that actually sounds like the original sheet music so overall, this app could be used as 

a sort of practice for beginners that are unaware how to notate their piano melodies. 
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5. RELATED WORK 
 
In this paper, the four scientists Fremery, Clauson, Ewert, and Muller researched two different 

approaches to automate a sheet music to audio identification [12]. Their pieces used various 

instruments with different complexities. The two approaches they used are first in OMR software, 

which is an optical music software that extracts information from the musical symbols as the 
program scans the music sheet. The second approach is a music to audio matching search, which 

compares musical content to a sequence of bars that we’re currently looking at. In the end, the 

scientists proved that both approaches seem to be more useful in certain situations than others. 
This research paper took a much larger experiment pool of various tracts, pages of music, with 

varying different complexities. Our work focused more on mainly simple melodies. In our work, 

the strength is that we actually showed the results of our generated sheet music, but since they’re 

experimental pool was so large, they were unable to show the sheet music in the research paper.  
 

6. CONCLUSIONS 
 

In this paper, we discover more automated use of machine learning to generate the music sheet 
base [13]. And we used advanced dev technology in dart based mobile dev framework names 

flutter. The way that flutter is connected to the server to send audio files is to use the HTTP 

package. We use the HTTP package for the flutter app to upload our audio file into the flask 

server. We use ngrok to host our server which is currently running on our google collab. After we 
upload our audio file from our app to our flask server, our google collab takes the audio files 

from the ngrok server. Then we use python code to take this audio file and convert it into an 

image of sheet music. The application is designed to perform all the functions mentioned before.  
We made this music app and published it on Google Play and did a lot of analysis with the app. 

Next step we are ready to publish the App to the Ios platform [14]. 
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