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ABSTRACT 
 
The issue to be resolved was videos may be a difficult and time-consuming process to edit, 

specifically with cropping videos [4]. The solution that was implemented was a mobile 

application that was capable of cropping videos using a body tracking solution called 

MediaPipe Pose [5]. Using a landmark model that labeled the body parts of a person, the 

application can recognize where the person is located in the video frame by saving the 

minimum and maximum x- and y- coordinates. In the image array, the rows and columns not 

included within those coordinates are deleted, which leaves only the area with the person 

inside. To prove the effectiveness of the application in daily life, a survey was performed on 
fifteen participants. Each participant was shown the same video demonstration of the 

application being used, then the participants answered questions regarding how useful the 

application would likely be in daily life and how convenient the application would be to use. 

Results indicate that the general public would be willing to use the application as a long-term 

solution for video cropping [7]. 

 

KEYWORDS 
 
Video Editor, Dancing, Video Cropping, Flutter. 

 

1. INTRODUCTION 
 
The idea of this application sparked when dancers faced the problem of not being able to edit 

their dance videos efficiently and aesthetically to post online. Users had to conduct a lot of 

research over a period of time to find all the methods available. Because they change positions 
when dancing, they have to film the frame fairly wide so it covers my entire range of motion. 

However, this makes the body really small in the video and very hard to see. When looking for 

apps that have the functions of having the frame follow the person in a video but there were no 

such products. Over the past few months, we have experimented with similar functioning 
applications. The popular video sharing platform TikTok has a body zoom filter which can be 

used when filming on the app [8]. However the flaw in this method is that the filter is exclusively 

used for filming in the application, meaning that a video cannot be uploaded to then apply the 
filter. Another flaw was that it zoomed very far in, which captured the full range of motion 

however is occasionally aesthetically displeasing. Another editing app that has a similar idea to 

what we were looking for was CapCut. This editing software allows users to upload videos and 
edit by hand. They have a feature that allows users to hand edit each frame they wish to zoom in 

or out and left or right. This allows the users creative freedom in how they wish the frame to 

track their body, however the major flaw in this is that it is very time consuming. The benefits of 
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this app is that it is able to be used to film videos with the app that will automatically edit the 
video for the user as well as upload and process filmed videos. This product should be extremely 

relevant in solving many dancers’ problems that are similar to mine. 
 

Some existing video editors attempt to make video cropping easier. Video editors exist in which 

cropping is performed by typing in the minimum and maximum x- and y-coordinates of the 
video that should still be kept in [9]. However, this may be too much effort for an ordinary user, 

as the user will have to measure the resolution of the video, then estimate how many pixels they 

would have to crop out from each side of the video. By having a designated crop button and 
allowing the user to manually stretch and resize the region that should be kept in, the user may 

find this method of cropping videos more intuitive than the previous method. 
 

One of the biggest issues with these general-purpose video editors, however, is that they are so 

feature-heavy that it can become difficult to navigate through them all. With so many buttons on 
the screen, these editors can be incredibly daunting for those who are new or inexperienced with 

video editing. Furthermore, more heavy-duty video editors generally require a strong machine to 

use, which can lead to those with older devices either running the video editor very slowly or not 

being able to run the video editor at all. The ideal video cropping solution is a lightweight 
application that is capable of video cropping with very little effort needed from the user [10]. 

 

A method that has been tested before is “smart” video cropping, which examines the video for 
what parts should be kept in the video before cropping automatically. Much of this was done to 

resolve the issue of unusual aspect ratios, which may have resulted in awkward cropping. For 

example, the video could be completely centered and cut off a person that is on the very side of 
the screen, but this new method could crop so the person shows up on the screen. However, many 

of these implementations were made more than ten years ago, and there may be newer 

technologies today that may be more accurate. 
 

The tool that was created to tackle the issue of video cropping being a difficult and daunting 
process is a mobile application that automatically crops the video for the user. The mobile 

application was made using Flutter for the front-end code and Python for the back-end code. The 

main feature of this application is smart video cropping. The user of the application will simply 
be able to input a video and be returned a video that is cropped to have the person in the image 

be the focus of the video. This feature was intended for dancing videos, but it can also be applied 

to other videos that require the person of the video to be the primary focus. As some people can 

be too far away from the camera at the time of recording, such an application can refine videos 
and enhance the viewing experience of those who watch them. Compared to general-purpose 

video editors, this application is much more lightweight. However, the application lacks the 

multitude of features that come with full video editors. Since the application was designed for 
only one primary purpose, the lack of features is not too detrimental to the application. As this 

application was made with recent technologies, they may be more consistently accurate than 

implementations developed in the past. 
 

In order to prove that the application would be effective and would provide benefits to the general 
public if it was widely released, a survey was conducted on Google Forms. Each participant 

would watch the same video demonstration of a person using the application and showing off 

each of the features. Then, the participants would answer questions that ask how useful the 
application is in daily life and how convenient the application would be to use. They will be 

provided with a scale from one to ten to answer each question, in which one is the worst rating 

and ten is the best rating. In case the participants have more thoughts they would like to share, 

they would be able to do so inside an optional free-response feedback section at the bottom of the 
survey. 
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The results of the survey could indicate if there are any particular aspects of the application that 
could use more work. They could also gauge how successful the application would be and how 

much of a positive impact it would potentially make on society. Convenience and usefulness are 

both very valuable qualities for an application to have. If the application is too inconvenient to 

use or requires too much time and effort to deliver the desired result, people will likely try to find 
alternatives. If the application provides no benefit or practical use in daily life, users may not be 

intrigued enough to download the application in the first place. Only when both qualities are 

done well in the application would users install the application and use it long-term. 
 

The remainder of the paper will be divided into five sections, labeled from 2 through 6. Section 2 

describes the hurdles that had to be overcome when coming up with ideas for the application and 
implementing the application. Section 3 offers an explanation for how the application as a whole, 

as well as specific sections of the application, was implemented. Section 4 analyzes how 

effective the application is using experiments that test the functionality of the application and the 

feedback from the general public, and Section 5 introduces several related works and how they 
compare to this work. The final section, Section 6, provides a conclusion that includes the 

summary of the application, some current limitations to the application, and what can be done in 

the future to resolve these limitations. 
 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 
 

2.1. Coming up with an Idea for What the Application Should Do 
 

The first challenge was coming up with an idea for what the application should do. The topic that 
was to be addressed was how dancing videos had the dancer too far away from the camera, 

which may detract from the quality or viewing experience of those who watch the video. At first, 

one idea that was considered was that the application should let the user choose a specific box in 
the video, and the application would crop out everything else in the video except the specified 

box. However, that would still take much effort from the users of the application, and they would 

likely not use the application again if it was too inconvenient for them to use. To address this, the 

video cropping idea was still utilized, but what was cropped out of the video could be decided 
based on an AI that detected where the person was in the video. 

 

2.2. Implementing the Application itself 
 

Another obstacle was implementing the application itself. While the ideas and concepts were 

already confirmed, applying those ideas and concepts to code and software was a much more 
challenging feat. While creating the front-end with Flutter took a relatively short amount of time, 

coding with Python was much more difficult, as it involved using a model that would be able to 

track the human body quickly. The model that was settled on was a detection model from 
MediaPipe Pose, which would use landmarks to predict where the specific body parts of a person 

were inside video frames. Using the detection model for the first time was confusing and 

frustrating, and there were not many examples of working Python code involving MediaPipe Pose 

that could be easily found online [11]. After much trial and error with the code, a working 
implementation was finally created. By retrieving the x- and y-coordinates of where the predicted 

landmarks were in the image array, a box could be created and the rest of the rows and columns 

in the image array could be deleted. 
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2.3. Coming up with an Experiment that could Effectively Test the Application for 

Relevant Information 
 
A challenge that was also encountered was coming up with an experiment that could effectively 

test the application for relevant information. The first step in doing so was determining exactly 

what would be considered as “relevant information” [12]. Anything that would improve the 

chances of the application succeeding if it were to be widely released to the general public, such 
as practicality and ease of use, would be very important to gauge. In order to do so, a survey was 

used by gathering participants to view a video demo and asking them to complete a Google Form. 

The questions that the survey would have should ask for relevant information, which would 
allow the participants to share their thoughts regarding the convenience and usefulness of the 

application. However, there is the possibility that the participants have other feedback they 

would like to share that is not covered by the previous questions. Therefore, an optional free- 
response section was added to the survey as well. 

 

3. SOLUTION 
 
 

 
 

Figure 1. Overview of the solution 

 

The application is comprised of three primary screens in Flutter. The first screen is the main 

menu screen, which is what the users of the application see when they first open up the 

application. On this screen, the words “Zoom in Dancing” are displayed as the title, and an image 
of a dancer is located below the title. Below the image is a single button labeled “Start”. The 

second screen is the upload video screen, which can be accessed by tapping the start button on the 

main menu screen. On this screen, the users are provided with two options as to how they will 
input their video into the application. The first option is to select a video file from their library, 

which allows the user to choose a file that is saved in the device’s storage. The second option is to 

access the camera from the application, in which users will have the opportunity to take a video 
of themselves dancing without having to exit the application and do so from the camera app. 

Once a video file has been selected or a video has been taken using the camera, the application 

reaches its third and final screen. This screen is responsible for displaying the resulting video, 

which will be cropped to place more emphasis on the person in the video. Such a feat is 
performed using Python back-end code, specifically with MediaPipe Pose, which is a body pose 

tracking solution that can detect human bodies in video frames. 
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The application was created using Flutter for the front-end code and Python for the back-end 
code. To access the different screens in the application, certain triggers were used [15]. To 

transition from the main menu screen to the upload file screen, the user would have to press the 

start button. The button is programmed so that when it is pressed, Flutter calls Navigator.push() 

which routes the application to a separate screen. In the case of transitioning from the upload 
video screen to the results screen, this same method is used, but it only triggers when the 

application has had a proper video file inputted into it, whether that be through selecting a file 

from the device or recording a video within the application using the device camera. 
 

The functionality related to the cropping of the input video in the application comes from the 

Python back-end code. One of the most significant components of the application is MediaPipe 
Pose. MediaPipe Pose tracks body poses in videos using the landmark model. The landmark 

model inside MediaPipe Pose performs a prediction on thirty-three “landmarks” of the human 

body [6]. These landmarks range from areas on the limbs such as the elbows and knees to more 

specific body parts, including the pinkies and thumbs of each hand. Facial features are even 
included as some of the landmarks, such as the corners of the mouth, inner eyes, outer eyes, nose, 

and ears. Within the Python code, a minimum detecting and tracking confidence level of 0.5 is 

needed to determine the pose in the inputted video. Since MediaPipe Pose’s models were 
designed with real-time detection in mind, the majority of modern-day smart devices possess the 

capabilities to utilize these models. 

 
As for how the MediaPipe Pose is implemented into the application, the landmarks that the 

landmark model finds are processed and stored in a variable. Each of the landmarks is looped 

through. For the x-coordinate of each landmark, it is checked with the current minimum and 

maximum x-values and updated if the x-coordinate is lower than the current minimum or higher 
than the current maximum. The same procedure happens for the y-coordinates of the landmarks. 

This is mainly done to determine where the person is located in the video. With this information, 

the application will know what can safely be cropped out of the video. The minimum and 
maximum x- and y-coordinates that MediaPipe has detected are multiplied by the width and 

height of the screen to take ratios into account. Using built-in functions in MediaPipe, the 

landmarks that the landmark model has recognized are drawn out and indicated directly on the 

output video file. The outputted video file is created by taking each frame of the inputted file and 
saving the frame as an image array. When the time comes for the video to be cropped, the image 

arrays are retrieved from a list and the image arrays have only a portion of their rows and 

columns saved, based on the final screen height and width that MediaPipe has determined. 
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Figure 2. Screenshots from the video cropping application 

 

 
 

Figure 3. Screenshots of the video cropping application code 
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4. EXPERIMENT 
 

4.1. Experiment 1 
 

The experiment to test the effectiveness of the video cropping application is a survey created in 
Google Forms. Fifteen participants were gathered to take the survey, which is a large enough 

sample size to mitigate the effects of any variability. First, each participant was asked to watch a 

video demo of the application and how it would affect an inputted video. Because every 
participant was given the same video demo, there are fewer confounding variables in the 

experiment. Then, the participants would be given the link to a Google Forms survey. The first 

question asks how practical and useful the application seemed on a scale from one to ten. 

 

 
Figure 4. Table of participant number and usefulness rating of applicant 

 

 

 
Figure 5. Graph of usefulness rating of the video cropping application 

 

The responses from the first question were generally positive. All of the usefulness ratings from 
the participants were 6 or higher, and the average of the ratings was a comfortable 7.73. This 

could indicate that if the application were to be widely released, the general public may perceive 

the application as a tool that could reliably crop videos in a meaningful way that enhances the 

viewing experience of those who watch the refined videos. With the video demo that was . In the 
feedback that was provided by the participants, many said that this would be a helpful tool. Even 

those who claimed they were proficient and had experience in video editing admitted that this 

application could save a lot of time and effort in certain situations. However, one participant 
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expressed concern about how the application may not always be accurate when it comes to 
cropping the video in the right areas, and manually cropping the videos may be a more consistent 

choice. 

 

4.2. Experiment 2 
 

The second question from the Google Forms survey asked whether the application would be 
convenient and easy to use. Just like the previous question, this question would use a scale from 

one to ten for the participants to choose from. For both questions, a score of one indicates that 

the application completely lacked that specific quality, while a score of ten indicates that specific 

quality was done extremely well. Because an optional free-response section would be placed at 
the end of the survey, participants will have more freedom in expressing their thoughts and 

opinions, as the first two questions are quite limited in gathering the participants’ full thoughts. 

 

 

Figure 6. Table of participant number and convenience rating of applicant 

 
 

 
Figure 7. Graph of convenience rating of the video cropping applicant 

 
From the results of the second question, participants were generally pleased with how intuitive 

the application was to use. The convenience ratings were similar to the usefulness ratings of the 

application, since all the ratings were 6 and above and the average was at a fairly high 7.67. 
However, the convenience of the application may have been reduced by the addition of too many 

features. The feature that emphasized the points where the application recognized the human 

body appeared to be particularly polarizing among the participants. While some stated in their 

feedback that they simply thought of such a feature as a nifty little bonus, others thought that it 
provided too much unnecessary information that the average user of the application simply had 
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no use for, as it only seemed to get in the way and people would normally already be able to tell 
where a person is in the video when watching it. 

 

According to the results of the first experiment, the application can be a great help to many 

people around the world. The participants are regarded as a small sample of the general public, 
which means that the general public can make use of the application, particularly those that make 

dance videos or other similar videos that require cropping. A fairly high score on the usefulness 

of the application was to be expected, as the primary purpose of creating the application in the 
first place was to improve the quality of life for people who have recorded videos that could be 

improved through an automatic cropping system. 

 
The results of the second experiment indicate that application will be able to be used by many 

without any steep learning curves and without much effort. This is significant for the success of 

the application, as users will likely not spend the time to learn how to use a complicated 

application and would prefer to use an application that requires minimal interaction and effort to 
reach a final product. This was also an expected result, as the general public was kept in mind 

during the development of the application. 

 

5. RELATED WORK 
 

One related work highlights how video editing can be a difficult process, and a new video editor 

named Silver was developed to address that. Research indicates that the use of metadata can help 

video editor tools become more helpful to the users, such as resolving inconsistencies in audio 
and video boundaries [1]. The related work is similar to this work in that tools were created in 

the hopes of making a complicated-seeming process like video editing become less daunting and 

more convenient to use. However, while the related work places more focus on video editing as a 
whole and dual channels of video and audio, this work focuses more on the idea of video 

cropping using a body detection model. 

 
Another related work presents a way to convert video files to different aspect ratios. This would 

be particularly useful for devices that have screens with uncommon aspect ratios. A trained 

scoring algorithm is used to figure out what the screen should focus on most when cropping a 

video [2]. This related work is very similar to this work in that smart video cropping is 
performed using the help of advanced back-end code. The related work provides a large 

emphasis on varying aspect ratios fitting cleanly on a screen. On the other hand, this work 

presents an application that chooses to crop in order to focus on a person in the video. 
 

A third related work also focuses on different aspect ratios and how to prevent the issue of 

awkward video crops. The solution that is presented is a video retargeting method that makes use 
of critical regions to determine areas of the video that should not be cropped out [3]. This related 

work also shares a similarity with this work in that a video cropping method is used to include 

important portions of the video. The related work focuses on critical regions to figure out what 

should stay inside the final video, while this work utilizes a person detection model involving 
landmarks. 

 

6. CONCLUSIONS 
 
To tackle the issue of people not being able to easily crop videos, an application was created that 

can automatically detect the person inside a video and crop out the rest of the video so that the 

person is the primary focus of the video. This application was mainly intended for dancing 

videos, but it can also be applied to other types of videos as well. The application was built using 
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Flutter and Python, and the application made use of a person detection model from MediaPipe 
Pose that tracks the “landmarks”, or body parts, of a person in video frames [13]. Using the 

coordinates of the landmarks, the application deletes the unneeded rows and columns of the 

image arrays to create the final video product. 

 
The experiment that was performed on the application was a survey. Fifteen participants watched 

a video demonstration of someone using the application and showing off the features in the 

application. Then, the participants were asked to fill out the survey, which had two main 
questions. The first question asked how useful the application seems in daily life, and the second 

question asked how convenient using the application would be. According to the results, the 

participants seem to generally agree that the application would be useful and convenient based 
on the video demo, which can indicate that the application would likely be used by people long- 

term. This could also solve the issue of cropping videos in the future, and an application like this 

may potentially lead the way for more applications implementing a tool or feature similar to this 

in the future. 
 

A major limitation in this program is that it has difficulty in processing videos containing more 

than one person. Running any video with multiple people can result in a lot of errors because the 
software is only built to acknowledge one body at a time. If multiple are present, the video 

product tends to jump from one person to another randomly. Another aspect that could be 

improved is video quality and processing speed. Additionally to improving the two, options for 
each could be implemented so the user could select the size of the file they wish to export. 

 

With more development, the application could have more features to be implemented to appeal 

to the dance audience specifically such as special editing features, filters, effects and sharing 
features. For example, the user could choose to crop their video to an ideal size for TikTok, 

Instagram reels, Youtube, and other platforms [14]. 
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