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ABSTRACT 
 

Deep learning has been increasingly used in various applications such as image and video 

recognition, recommender systems, image classification, image segmentation, medical image 
analysis, natural language processing, brain–computer interfaces, and financial time series. In 

deep learning, a convolutional neural network (CNN) is regularized versions of multilayer 

perceptrons. Multilayer perceptrons usually mean fully connected networks, that is, each 

neuron in one layer is connected to all neurons in the next layer. The full connectivity of these 

networks makes them prone to overfitting data. Typical ways of regularization, or preventing 

overfitting, include penalizing parameters during training or trimming connectivity. CNNs use 

relatively little pre-processing compared to other image classification algorithms. Given the 

rise in popularity and use of deep neural network learning, the problem of tuning hyper-

parameters is increasingly prominent tasks in constructing efficient deep neural networks. In 

this paper, the tuning of deep neural network learning (DNN) hyper-parameters is explored 

using an evolutionary based approach popularized for use in estimating solutions to problems 

where the problem space is too large to get an exact solution.  
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1. DEEP LEARNING 
 
In deep learning, a convolutional neural network (CNN) is a class of artificial neural network 
(ANN), most commonly applied to image and video recognition, recommender systems, image 
classification, image segmentation, medical image analysis, natural language processing, brain–
computer interfaces, and financial time series [1-10]. CNNs are regularized versions of multilayer 
perceptrons. Multilayer perceptrons usually mean fully connected networks, that is, each neuron 
in one layer is connected to all neurons in the next layer. The "full connectivity" of these 

networks makes them prone to overfitting data. Typical ways of regularization, or preventing 
overfitting, include penalizing parameters during training (such as weight decay) or trimming 
connectivity (skipped connections, dropout, etc.) CNNs take a different approach towards 
regularization: they take advantage of the hierarchical pattern in data and assemble patterns of 
increasing complexity using smaller and simpler patterns embossed in their filters. Therefore, on 
a scale of connectivity and complexity, CNNs are on the lower extreme [11, 12]. 
 
Convolutional networks were inspired by biological processes with relatively little pre-processing 

compared to other image classification algorithms [13]. This means that the network learns to 
optimize the filters (or kernels) through automated learning, whereas in traditional algorithms 
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these filters are hand-engineered. This independence from prior knowledge and human 
intervention in feature extraction is a major advantage. A CNN consists of an input layer, hidden 
layers and an output layer. In any feed-forward neural network, any middle layers are called 
hidden because their inputs and outputs are masked by the activation function and final 

convolution. In a CNN, the input is a tensor with a shape: (number of inputs) × (input height) × 
(input width) × (input channels). After passing through a convolutional layer, the image becomes 
abstracted to a feature map, also called an activation map, with shape: (number of inputs) × 
(feature map height) × (feature map width) × (feature map channels). Convolutional layers 
convolve the input and pass its result to the next layer. This is similar to the response of a neuron 
in the visual cortex to a specific stimulus [14]. Each convolutional neuron processes data only for 
its receptive field. Convolutional networks may include local and/or global pooling layers along 
with traditional convolutional layers. Pooling layers reduce the dimensions of data by combining 

the outputs of neuron clusters at one layer into a single neuron in the next layer. Local pooling 
combines small clusters, tiling sizes such as 2 × 2 are commonly used. Global pooling acts on all 
the neurons of the feature map [15]. Each neuron in a neural network computes an output value 
by applying a specific function to the input values received from the receptive field in the 
previous layer. The function that is applied to the input values is determined by a vector of 
weights and a bias (typically real numbers). Learning consists of iteratively adjusting these biases 
and weights. 

 

2. HYPER PARAMETERS 
 

Constructing an efficient DNN for given applications is not a trivial task. It involves significant 
domain knowledge and efforts in exploring the properties of the data. For example, how sparse 
the data is, how many training or test samples are available, the definition of the data and it’s 
types, and the data representation power [16]. The goal of DNN is to be able to represent the 
available data as precisely as possible while avoiding the problem of over-fitting, thus 
constructing an efficient DNN should fit the data but not over-fit the data, which means that time 
must be spent determining when the data is being over-fit and when it is not. Fortunately, DNNs 

have several parameters that define their overall structure. These parameters are referred to as 
hyper-parameters in that they are used to define the structure of the DNN rather than are 
parameters to be used by the DNN [17]. 
 
There are many parameters to define DNNs, for example, the number of layers in the DNN, the 
number of nodes within a given layer, the algorithms used between layers, the overall algorithm 
used for the network, the optimization techniques [18] involved, the activation functions, the 
number of epochs, the size of batches, the number of folds, etc. Since there are variety of hyper-

parameters, a critical question is what hyperparameters to be used for given problems. Exploring 
possible configurations of hyper-parameters will significantly impact the results. To complicate 
matters even further those parameters are often only reasonably transferable to another problem if 
the problems themselves can be mapped into the same problem space. Even if we may reasonably 
transfer some parameters to similar problems, there are often unique qualities within the datasets 
that differentiate them to a degree where one DNN configuration is not necessarily the most 
efficient for the next DNN configuration. The hyper-parameter tuning has been often based on 

intuition rather than scientific rationale because one experience with a set of parameters does not 
necessarily directly translate into another researcher’s experience. This paper will explore the 
scientific evolutionary principles using genetic algorithms for hyper-parameter tuning.   
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3. GENETIC ALGORITHMS 
 
Genetic algorithm (GA) is a metaheuristic inspired by the process of natural selection that 
belongs to the larger class of evolutionary algorithms. Genetic algorithms are commonly used to 
generate high-quality solutions to optimization and search problems by relying on biologically 
inspired operators such as mutation, crossover and selection [19, 20]. In a genetic algorithm, a 
population of candidate solutions (called phenotypes) to an optimization problem is evolved 

toward better solutions. Each candidate solution has a set of properties (its genotype) which can 
be mutated and altered; traditionally, solutions are represented in binary as strings of 0s and 1s, 
but other encodings are also possible [20, 21]. The evolution usually starts from a population of 
randomly generated individuals, and is an iterative process, with the population in each iteration 
called a generation. In each generation, the fitness of every individual in the population is 
evaluated; the fitness is usually the value of the objective function in the optimization problem 
being solved. The more fit individuals are stochastically selected from the current population, and 
each individual's genome is recombined or possibly randomly mutated to form a new generation. 

The new generation of candidate solutions is then used in the next iteration of the algorithm. 
Commonly, the algorithm terminates when either a maximum number of generations has been 
produced, or a satisfactory fitness level has been reached for the population. A typical genetic 
algorithm involves a genetic representation of the solution domain, a fitness function to evaluate 
the solution domain. Once the genetic representation and the fitness function are defined, a GA 
proceeds to initialize a population of solutions and then to improve it through repetitive 
application of the mutation, crossover, inversion and selection operators. 

 
The initial population in GA is generated randomly, allowing the entire range of possible 
solutions (the search space). During each successive generation, a portion of the existing 
population is selected to breed a new generation. Individual solutions are selected through a 
fitness-based process, where fitter solutions (as measured by a fitness function) are typically 
more likely to be selected. The fitness function is defined over the genetic representation and 
measures the quality of the represented solution. Genetic operators include Crossover (genetic 

algorithm) and Mutation (genetic algorithm). Although crossover and mutation are known as the 
main genetic operators, it is possible to use other operators such as regrouping, colonization-
extinction, or migration in genetic algorithms [22, 23, 24, 25, 26]. This generational process is 
repeated until a termination condition has been reached. Common terminating conditions include 
a solution is found that satisfies minimum criteria, fixed number of generations reached, allocated 
budget (computation time/money) reached, the highest-ranking solution's fitness is reaching or 
has reached a plateau such that successive iterations no longer produce better results.  
 

The best individual is kept and by the end of the GA run the best individual is the one with the 
optimal result. In this case optimal refers to the fitness function of the individual, which is the 
function that defines how good an individual is. Extrapolating this towards DNN we can then say 
that if we can express an individual as the set of hyper-parameters of a DNN then the optimal 
DNN configuration is the one which evaluates to the best outcome. The best outcome for a DNN 
is the one that achieves the best accuracy and the best learning rate. By treating the parameters 
that define a DNN as an optimization problem we map this problem to a Genetic Algorithm to 

find the best possible result within a given time.  
 

4. RESEARCH PROBLEM 
 

During the confirmation of DNNs, we need to determine which parameters to use. In this context, 
I capture a small subset of the parameters in a DNN and attempt to optimize them. It is possible 
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to model a DNN with much greater complexity but in order to verify the results it will take much 
longer than the computational resources available to complete. 
 
The research problem is defined as follows: using a DNN and given datasets, can a GA be used to 

generate better results in a reasonable time period? Here a reasonable period refers to under one 
hour of time and the parameters explored are the batch sizes, number of layers, nodes within 
layers, and activations used within layers. 

 

5. ALGORITHMIC SOLUTION 
 
Since the number of possible combinations of these parameters is extremely large, a upper bound 
has been placed on these values in order to comply with the requirement that a result can be 
found within a reasonable time period. The activations used are those available within the Python   

Scikit-Learn framework. Although some activations are probably unnecessary there was no filtering 
done to prevent this. Instead, the GA identifies these as being poor performers and filter them out 
of the results. The batch sizes could potentially rise to half of the entire dataset but these instead 
were reduced to a more reasonable range. The reasonable range was determined experimentally 
ahead of time by noting that extremely large values would often result in extremely poor accuracy 
while at the same time extremely smaller batch sizes would runs slowly and result in poor 
accuracy. 
 

Algorithm A shows the procedure to build and run a GA. Algorithm B shows the procedure of 
creating and running a model.  
 
Algorithm A  

Population Initialization  

 while generations < 25 do 

  for all individuals in population  
                do Calculate  fitness 
 end for 

  select N best fitness individuals to create popula tion 
 for all individuals in best do 

 if random < Mutation Probability then 

 mutate individual 
 end if 

 end for 

 for all individual A, individual B in best do 

 if random < Crossover Probability then 

 crossover individual A, individual B 
 end if 

 end for 

 generations++ 
 end while 

 output best individual 
 

Algorithm B 

CREATEMODEL (individual) 
 model = Sequential 
 add input layer to model 

 for all layers in individual do 

 if random < Layer Probability then 
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 add random layer to model 
 end if 

 end for 

 add output layer to model 

 return model 
 
RUNMODEL (individual) 

 train, test data.split() 
 compile model from train, test 

 model CreateModel(individual) 
 run model 

 return model accuracy 

 
 

6. EXPERIMENTS 
 
The DNN and GA are implemented using Python Scikit-Learn framework on Windows. I used 
the Distributed Evolutionary Algorithms in Python (DEAP) which is an evolutionary 
computation framework for rapid prototyping and testing of ideas [27]. It incorporates the data 
structures and tools required to implement most common evolutionary computation techniques 
such as genetic algorithm, genetic programming, evolution strategies, particle swarm 

optimization, differential evolution, traffic flow [27, 28, 29, 30] and estimation of distribution 
algorithm. The benchmarks dataset MNIST and CIFAR-10 are used, which make use of 
categorical cross entropy as the loss function as well as the adam optimizer. For the GA, the 
population was limited to 25 in order to limit the computational running time. 
 
Both datasets show a clear advantage to using the GA as the best accuracy achieved was better 
than on a basic CNN with no hidden layer. The best performing GA had around batch size of 100 
whereas the worse performing had a batch size of 500. This indicates that the batch size is closely 

related to the data itself rather than a generic value and is a great candidate for hyper-parameter 
tuning. 

 

7. CONCLUSION 
 
The genetic algorithm is beneficial to be used for the purposes of hyper-parameters tuning in 
deep neural network learning. It can enhance the chances to identify an efficient architecture as 
well as optimize the performance to discover the best parameters for a given problem. Instead of 
researching what the current best solution is, it is wise to allow the genetic algorithm to do the 

work instead. Rather than a human applying an educated guess at what will perform better, the 
genetic algorithm will do the same thing without requiring additional effort to review the results. 
It is therefore a good approach to tuning hyper-parameters, particularly in a domain where there 
is not sufficient intuitive knowledge. However, the genetic algorithm suffers from high 
computational costs and in some cases is not realistic if computational resources are limited.  
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