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ABSTRACT

Since the beginning of the COVID-19 pandemic, education largely shifted away from the physical classroom and towards more digitally oriented platforms. This simplified classroom attendance problems greatly, as newly created programming scripts could easily track the students in a meeting room via their names. However, with the recent growing return to in person education, it has become apparent that the problem of attendance within the context of a non-virtual classroom environment has yet to be solved in an efficacious automated fashion. In larger classrooms, the severity of this problem becomes exacerbated even further, as teachers are forced to allocate valuable time for the purpose of marking attendance. The flourishing world of machine-learning based algorithms were the first solutions that we considered, and within the context of the premise, we concluded that facial recognition would likely be the most feasible and effective approach that we could use. This paper develops a mobile application to apply real time face recognition for the purpose of the above stated problem, using a combined backend of the Firestore database and Amazon AWS services. Applying our application to in person classrooms, the results show that our solutions are immensely effective in both saving time and reducing error.
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1. INTRODUCTION

In most educational environments, teachers or educators will be required to record the attendance statuses of each individual student, a task whose difficulty scales with the size of the class or group being taught [1]. While it may seem like a minor inconvenience, teachers may lose up to 18 hours of instructional value per school year performing this meaninglessly routine task (provided that they are using a minute a day to record attendance, in 6 separate classes for 180 days). Taking this into account, a method of relegating this menial task to an automated software would provide a marked boost in the efficiency over the course of a single school year [3]. Additionally, this particular solution is not only limited to the bounds of a classroom environment, although that was its original purpose. Marking an individual's arrival to their workplace could be easily automated with this technology, with the benefit of improved security and the aforementioned boost in efficiency. With these wide ranging use-cases in mind, it is...
simple to visualize the potential benefits of such a solution, which could systematically perform such a duty in real-time, both with greater machine-learning driven efficiency and the removal of the potential for human error.

Within the sphere of existing solutions within the space, there are two main schools of thought: 1. the use of expensive and invasive hardware that tracks attendance via fingerprints, or more uncommonly, retinal scans, and 2. spreadsheets, that still require manual input. In the case of the first solution, the problem remains that teachers and educators lack the budget to acquire such technology. Simply put, this is far too specialized a tool, and relies on proprietary hardware that is infeasible for most individuals to obtain. In the second, the main question is unsolved entirely, as the individuals are yet still required to perform this task by hand.

In this paper, we utilize Amazon Rekognition service to power our machine learning pipeline. Allowing for an efficient and powerful backend for the recognition of faces, we use this software in tandem with Google’s Firebase backend to store existing images, resulting in nearly instantaneous results [4]. We intend to create a fully automated system for the purposes of classroom attendance, which thus far has not had any major similar solutions. The structure of our app is based on the ‘classes’, or groups of individuals, and when the facial recognition begins, our app starts an active attendance process in which each face that shows on the feed is marked present. Subsequently, the process can be manually ended, or is automatically ended if all the students have been shown to be present.

We evaluated the results of our solution through extensive testing of our facial recognition algorithm, achieving flawless results with a sample-size of 20 separate faces. We show the usefulness of our approach through comprehensive evaluation of accuracy through various light conditions (250 lux, 500 lux, etc.). This shows the efficacy and flexibility of our algorithm in various environments, displaying flawless precision in normal light levels, and high accuracy in more fringe light conditions, in which the camera may strain to detect more minute facial features. Additionally, an experiment was conducted measuring the accuracy of our application in indoor conditions vs outdoor conditions.

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we met during the experiment and designing the sample; Section 3 focuses on the details of our solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the relevant details about the experiment we did, following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this project.

2. CHALLENGES

In order to build the project, a few challenges have been identified as follows.

2.1. Workflow Design

The most immediate and pressing concern in our design was how to optimize the efficiency of our workflow, in such a way that did not excessively strain the computing power of the local machine on which the software was running on. Developing a quick yet user-friendly interface was paramount for the viability of such an application, as without one, it would likely prove even less useful than existing solutions.
2.2. Mobile Image Parsing Into Usable Format

As we designed our application for mobile platforms, we needed to parse the image input file format into a usable file format which we could store, use, and send to our database backend. Additionally, we needed to perform facial recognition in real time, and thus we needed to process the images in a fast and efficient manner. The images returned by the device cameras were given in the YUV420 file format, which could not be parsed by our facial recognition system [5]. Therefore, we could not use it until further processing, which became a concern of efficiency as well.

2.3. Optimizing When to Call Face Recognition

Traditional facial recognition models are taxing to run without a great deal of processing power. Therefore, it was not feasible to design a process in which we could run a facial recognition machine learning algorithm on a live real-time camera stream, as then the process would be applied to each and every frame of the video captured by the camera. We used the Amazon AWS Rekognition system to provide an accurate and efficient facial recognition backend [9].

3. SOLUTION

AWS’s Rekognition algorithm is a cloud service capable of recognizing and labeling faces based on a previous library of labeled image inputs, returning a certainty value based on how similar the two faces are, using details such as the shape of certain facial features, the structure of the face, etc [2]. The mobile app allows for the creation of various ‘classes’, groups made up of individuals with a unique ID, name, and profile picture. Upon the selection of one of these classes in the face recognition page, a live video will begin, and any human face within the view of the camera will be detected, and the program will take a snapshot of the face. The detected face will then be returned to the cloud Rekognition system, where it will be compared to each person in the class. Based on this, the given list of students are either marked ‘present’, or ‘absent’, and afterwards, the process can either be manually ended, or be terminated automatically. The results are formatted simply, as a list of students that did not show up to the facial recognition algorithm.

Figure 1. Overview of the solution
The core feature of this app is illustrated as follows:

3.1. Mobile App

![Dashboard page](image)

Figure 2. Dashboard page

The initial landing page shows a navigation menu in which the user can be transferred into one of three screens: a students page, a classes page, and a face detection page.

![Student page](image)

Figure 3. Student page

The students page displays the list of individuals stored within the database, with an option to add more.

Within the ‘Add Student’ page, there are two text fields in which you can enter the name and ID of a student, and a photo option. Upon submission, the information is pushed to the FireBase database, with the image being held within a generated URL. This data is stored within a ‘Students’ collection.
This code displays the Students in a ListView widget, pulling the information from the Firebase Firestore database and placing it in a Card widget for viewing purposes [15].

The classes page similarly displays a list of classes, with the ‘Add’ page structured much the same way as the Students add page. Within the Classes database, each class is assigned a unique ID, and within each class is a list of student IDs, indicating the individuals comprising that group. Additionally, when a class is clicked on, you are taken to a screen in which you can edit the details of that specific class group.
The face detection program is initialized by selecting a specific class, after which a live video camera feed will begin [10]. The UI consists simply of a display of the camera input stream. As soon as the face detection algorithm detects one or more individuals on the screen, then a Bounding Box will outline the detected face, then returning the use to a screen where their face will be returned to the AWS Rekognition server for processing. Based on the collection selected initially (the aforementioned class), the label returned will be compared to each individual within that group, and from there the ID that most accurately fits will be returned to the display for the user for confirmation. If confirmed to be correct, the app will mark that individual as present. If not, then the app continues the facial recognition process.

3.2. Face Detection

- The model we used
- How to integrate it in the app
- The special image format we used
- Get a code sample and explain the idea

For the face detection portion of the process, we used a classification model that utilized the
Tensor Flow framework. The model was stored locally on the app, allowing for greater efficiency and accuracy. The code sample above shows how we called the facial recognition function. When a face is detected, a bounding box is drawn around it, and the information is returned to the next screen, in which we return the face to the Amazon AWS Rekognition system [12].

3.3. Face Recognition

![Code Screenshot](image)

Figure 9. Screenshot of code 3

The backend of this application essentially consists of two working parts: the FireStore cloud database, which is used to store the necessary information (i.e. faces, names, IDs), and the Amazon AWS Rekognition system to power the face recognition aspect of the application [8]. Our app returns the detected face into the Rekognition system, which sends back the student ID of the detected face. The app then checks the Firebase database for the aforementioned student ID, and then displays the student information on a card, which the student may confirm or deny to be them.

4. EXPERIMENT

4.1. Experiment 1: The Accuracy of Face Detection

Run the face detection with different scenarios

1) day time vs night time
2) indoor vs outdoor
3) single face vs multiple face
4) still vs motion

The experiment conducted below measured the amount of ambient light in the surrounding environment.

Primarily, the main area of concern was that the accuracy of our algorithm was not accurate enough to be sufficiently useful for our purposes. To test the aforementioned accuracy of our algorithm, we put our app through a variety of different light conditions, ranging from 250 lux to 1500 lux, in order to see the accuracy.
4.2. Experiment 2: The Accuracy of Face Recognition

Run the face detection with different scenarios:

1. day time vs night time
2. indoor vs outdoor
3. single face vs multiple face
4. still vs motion
5. confusion with different sets of users (5, 10, 20, etc.)

![Face detection accuracy chart](image)

Figure 10. Face detection accuracy

The face detection algorithm scores perfect accuracy across all trials in 500 and 750 lux, but during 1500 lux, the camera occasionally suffers from overexposure with too much light.

![Still vs face motion detection chart](image)

Figure 11. Still vs face motion detection

We conducted an experiment in which we had one individual step into the frame of the camera and pause, making direct eye contact with the lenses, then had that same individual walk through the frame of the camera at a slower walking pace. Our face detection algorithm achieved perfect results with the first still detections, but suffered somewhat from a decrease in accuracy when the individuals stayed in motion.
Between indoor and outdoor environments, there was not a significant amount of variance of accuracy. Each trial was composed of twenty different tests, in which an individual would walk into the view of the camera, then exit after approximately one second.

Within normal light conditions (500 to 750 lux), the application was capable of consistently providing accurate and precise results in an expedient manner, returning a marked total of ten correct test cases out of ten test cases. At higher light conditions, the camera began to lose image fidelity, and thus, the algorithm began to decrease in accuracy, with its lowest dipping down to 70% on the first trial [13]. However, the algorithm was still able to consistently return the correct label to match with the corresponding face. At the lowest light level of 250 lux, it appeared that the facial recognition algorithm began to lose sight of key features whilst some of the darkness obscured the face.
While our face recognition feature was able to perform perfectly across all 8 trials, it showed a significant decrease in accuracy when the recipients were actively moving. Our algorithm could not consistently distinguish facial features when the sample snapshots provided were blurred, causing its drop in performance.

We performed an additional experiment where the trials were performed indoors and outdoors. The results proved that the algorithm had acceptably high accuracy scores indoors, but struggled relatively heavily whilst outdoors. This may have to do with the time at which the experiments were performed, in which the light levels outdoors were significantly lower than that of the indoor trails. Still, the algorithm was able to perform relatively well.

This experiment proves that overall, taking into assumption that this application will most normally be used in normal light level conditions, this application is a sufficiently accurate solution for the purposes of classroom attendance. However, in certain low or high light conditions, the algorithm becomes significantly less accurate.

5. RELATED WORK

In this paper, the authors demonstrate the efficacy of this approach by combining two cutting edge feature extraction techniques (DWT and DCT), then subsequently applying a radial abscess function for the purposes of classifying faces within a classroom setting, which was met with a high success rate [6]. The methods outlined in their work were shown to be highly effective and efficient, saving a significant amount of time with around 80% accuracy.

Here, the authors use a Raspberry Pi-based solution that runs an LBPs facial recognition system on a Linux operating system, then storing the results of the attendance process onto a MySQL server [7]. This solution resulted in a high degree of success in a dataset of 11 faces, coming out to a 95% accuracy metric overall. Our work largely centered around a software-based approach, developing an app to allow for a more accessible solution.

In this paper, the authors tackle the theoretical aspects of this problem, exploring the implications of the implementation of such systems both managerially and logistically [3]. In essence, it provides an analysis of data collected from the implementation of a facial recognition system in classrooms within a university setting, and the advantages of automatic attendance systems replacing traditional manual attendance systems.
6. CONCLUSIONS

In this paper, we propose a novel approach to automating classroom attendance through a mobile application-based facial recognition algorithm, using a Firebase backend in tandem with AWS’s Rekognition service. We conducted numerous experiments to assess the usefulness and efficiency of our solution in various conditions, testing both the face detection and the facial recognition portions of our program in different light conditions, environments, and movements. Overall, our experiments were able to verify the effectiveness of our application, resulting in significantly accurate scores that showed satisfactory efficacy [14].

As it stands, our current models of retrieving and processing data remain relatively inefficient. The facial recognition process manually searches through the entirety of the class, which may be optimized further. Additionally, portions of the UI can be made to be more accessible and easy to use. The facial recognition algorithm can be improved to accommodate further for low and high light conditions to improve accuracy and ease of use, which may be essential to improving the versatility of this app.

Implementing more efficient search functions for the purposes of quicker loading times may be done with reducing the number of search queries [11]. The UI can simply be made more streamlined in the future by optimizing the workflow. Transitioning from prebuilt facial recognition algorithms to customized facial classification machine learning algorithms may prove vital in the pursuit of higher accuracy metrics within fringe light conditions.
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