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ABSTRACT

For online dancers, learning a dance move properly without the feedback of a live instructor can be challenging because it is difficult to determine whether a move is done correctly. The lack of proper guidance can result in doing a move incorrectly, causing injury. In this work—we explore the use of a hybrid Deep Learning/Machine Learning approach to classify dance moves as structurally correct or incorrect. Given a video clip of the dancer doing a move, such as the grand plie, the algorithm should detect the correctness of the movement. To capture the overall movement, we proposed various methods to process data, starting with deep learning techniques to convert video frames into landmarks. Next, we investigate several approaches to combining landmarks from multiple frames and training machine learning algorithms on the dataset. The distinction between correct and incorrect grand plies achieved accuracies of over 98%.
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1. INTRODUCTION

Dancing attracts many people due to its numerous health benefits ranging from enhancing cognitive function to improving balance [1]. Additionally, many individuals dance to improve their mood and overall well-being [2]. In 2021, around 24.71 million people in the US, or around 7.5% of the US population, took advantage of the benefits of dance [3].

While many attend in-person dance classes, due to the COVID-19 pandemic and lockdown in 2020, dance studios were required to stop in-person learning. Thus, many resorted to online dance instruction and dance apps. STEEZY, which has over one million downloads, is an app that teaches users how to dance in various styles ranging from K-pop to ballet for novices, intermediate, and advanced dancers [4]. Even after the lockdown, many still attend online dance classes because they allow for more flexibility in one’s schedule, are typically cheaper than in-person classes, and provide people in remote areas the opportunity to participate in classes and learn from teachers all around the world [5]. Yet, despite these advantages, without a teacher physically present to correct them, dancers may incorrectly learn dance moves. Also, it can be hard for dance teachers to correct many students online without some physical contact, and it is difficult for inexperienced new dancers to self-correct [6].

Incorrectly doing even a basic dance move by using incorrect technique and poorly aligning one’s body can injure dancers, preventing them from furthering their dance education and learning more complicated moves [7].
Ballet is a classical style of dance whose movements and technique serve as the foundation of other dance styles [8]. In ballet, a grand plie, an elementary move, helps develop the balance and stability needed for other moves [9]. For this reason, it is important to be able to do this move correctly. It involves the bending of the knees up until the thighs are horizontal to the floor while maintaining a straight back. While this move seems straightforward in theory, there are several ways in which dancers can incorrectly perform this move, such as by incorrectly bending one’s spine or abruptly moving from one pose to another after a long pause. This can result in injuries such as muscle strain [10]. Because of this, it is critical for online dancers to learn how to perform each dance move correctly.

AI has the potential to detect and differentiate incorrect dance moves from correct dance moves given its demonstrated effectiveness across a range of sectors including the detection of correct mask-wearing and sports [11]. This paper explores how deep learning and machine learning techniques can be leveraged in the dance teaching domain. Dance teachers can use the feedback on the correctness of a move to determine areas of growth for students.

To build an AI that accurately detects correct and incorrect grand plies, we gathered videos of dancers performing this move correctly and incorrectly and consulted an experienced dancer to label the videos for our dataset. We then used a deep learning technique to extract the physical landmarks of each video frame. Subsequently, we processed these landmarks in a variety of ways to assess different aspects of the motion, such as speed and smoothness. After that, we used our processed landmarks to train three well-known and robust machine learning algorithms: K-Nearest Neighbors, Random Forest Classifier, and MLP. We then evaluated the results.

After using different techniques to process our data and train our models, we were eventually able to achieve accuracies over 98% and occasionally 100%. Overall, we achieved similar results for all three of the machine learning algorithms we ran our processed data on.

Our paper outline is as follows. Section 2 discusses related work and our novel contributions. Section 3 examines how our solution works, Section 4 covers our results and analysis, Section 5 discusses our observations, and Section 6 notes our conclusions and future work.

2. RELATED WORK

Improving dance education is a field of interest to many. Multiple studies have looked into ways to implement technology into correcting dance movements. For example, past studies have used physical sensors that are attached to dancers to track the movements of their body parts [5,12]. Other studies have collected data through cameras and analyzed the data with machine learning frameworks, such as OpenPose [13,14,15].

Similarly, some studies are focused on detecting the movement of multiple dancers at a time to possibly be utilized in a class with multiple dancers [16,14]. Other studies are focused on tracking the movement of a single dancer or athlete [12, 13, 17]. For example, Woah.AI is an app that teaches users how to do modern TikTok dances and uses AI to provide feedback [13].

Having data on the body movements of dancers can be used to benefit different aspects of dance. One study is using this data to analyze how dance-related injuries develop over time in order to find methods to prevent them [12]. Whereas, another study is concerned with generating dances that are more realistic, creative, and appealing based on specific guidelines such as composition, performance, and evaluation [18].
Our study differs from the related work above in several ways. First, our goal is to detect and correct dance moves. This is unlike other research that is intended to generate new dances or track how dance injuries develop over time. Additionally, unlike how many researchers are detecting dance moves through physical sensors, which may be uncomfortable to dance with, we are using non-invasive techniques such as cameras to detect dance moves. We expect our approaches to be more practical for use in dance education. Also, other researchers are looking at how to detect the dance moves of multiple dancers in a room. We, however, are only detecting the dance moves of a single dancer since our research is aimed toward online dancers.

Online dance classes are challenging for both students and teachers. One study that analyzed virtual dance education found that while it is progressing promisingly, there is still improvement needed to be done [19]. In online streaming platforms like Zoom, because students are represented by tiny squares, the teacher is unable to see an individual student in detail and has difficulty tracking the issues of multiple students at the same time. Our application has the potential to overcome these limitations since each video feed can be analyzed separately.

3. Solutions

We begin by outlining the requirements for an effective solution.

3.1. Requirements

A. Correct movement requires the integration of the full body. Therefore, in order to properly assess the movement, the algorithm should analyze a full-body video clip of the dancer doing a grand plie.

B. Given the full-body video clip, the algorithm should be able to accurately detect whether the dancer is correctly or incorrectly doing the grand plie.

C. Smoothness and continuity are important elements of a correct grand plie [10]. Therefore, the algorithm should be able to leverage the data to assess the smoothness and continuity of a given grand plie.

D. In addition to smoothness, the algorithm should also be able to detect other essential factors when classifying the grand plie as correct or incorrect. One important factor is the placement of the hips. In a correct grand plie, the hips are between and in line with the knees. Whereas, in an incorrect grand plie, dancers place their hips behind or below their knees. Another factor is the placement of the heels. Correct grand plies involve the heels naturally and slightly lifting up as dancers are bending their knees. However, dancers who incorrectly do grand plies forcibly push their heels up high [10].

3.2. How Our Solution Works

Next, we outline our algorithmic approach and our dataset.
Figure 1 describes our overall process in creating our model that detects whether or not a dancer is doing a grand plie correctly. For our first step, we gathered videos of correct and incorrect grand plies. Then, in Step 2, we processed these videos using deep learning algorithms to generate landmarks. Next, in Steps 3A, 3B, and 3C, we combined the landmarks from different frames using three different methods. Then, in Step 4, we trained our data on machine learning algorithms. Finally, we analyzed our findings in Step 5.

3.2.1. Data

In total, we collected 42 video clips of dancers correctly doing a grand plie and 34 video clips of dancers incorrectly doing a grand plie. These videos came from various YouTube videos, Instagram posts, and live dancers. These video clips were labeled by a trained dancer and we had permission to use them.

3.2.2. Data Processing

To convert the video clips into features, we used MediaPipe Pose, a machine learning solution for tracking the locations of body parts [20]. Given a full-body RGB multi-frame video of a person, MediaPipe Pose uses BlazePose, a built-in neural network solution, to locate the person of interest and identify the locations of the 33 landmarks, such as the left leg, right hip, and left ankle [21]. Within each landmark, the x-component, y-component, the landmark depth (z), and the likelihood of a landmark being visible in the image (v) are given as numerical values. Thus, for each video frame, 132 data points are collected. The label of the video is one of two values — whether the move is correctly or incorrectly executed. Additionally, using MediaPipe Pose also allows our approach to be deployed in a variety of delivery vehicles, such as in a mobile app or website.
3.2.3. Processing the MediaPipe Pose Output

We experimented with processing the MediaPipe Pose output in three ways – listed as 3(A-C) below. The specific calculations are listed in the equations section.

3A. Initially, we used one frame per video for our dataset. We theorized that with a captured moment in the middle frame of each video clip, the AI algorithm could detect flaws in body placement, such as the intentional lifting of the heels. We define the middle frame as the frame in the exact middle of the video. The middle of the grand plie is when dancers’ errors such as the sticking out of hips and the intentional lifting of the heels are the most prominent [10].

While our first method could potentially capture snapshots of error, such as the intentional lifting of the heels, it fails to consider the overall smoothness of the movement. When incorrectly doing the grand plie, dancers tend to pause for a while when their legs are bent the most, whereas correct grand plies involve gradual, nonstop movement [10]. To capture this movement, we took the difference in the landmark coordinates between two specified frames at certain distances from the middle frame of the video. If these two frames have some difference, the dancer could be gradually moving throughout the grand plie. Little to no change in the difference between these two frames indicates that the dancer is pausing at a pose. Furthermore, a large difference shows that the dancer could be abruptly moving from one move to another. This approach is illustrated in 3B and 3C.

3B. We initially calculated the difference in landmark positions between two frames, one frame that was twenty frames before the midpoint of the video and another frame that was twenty frames after the video midpoint. Our new dataset is comprised of taking the frame difference at one interval shift per video.

3C. To increase the size of our dataset, we calculated the landmark difference of two frames at a total of three different interval shifts. We define an interval shift as a time location or frame
shifted by an interval relative to the middle of the video. We extended method 3B by adding two additional interval shifts. We added frame differences between a frame that was 15 frames before the midpoint and a frame that was 25 frames after the midpoint. We also calculated the difference between a frame 25 frames before the midpoint and another one 15 frames after the midpoint. Our dataset for 3C thus consisted of triple the number of samples in 3B.

3.3. Equations

We name the equation parameters as below.

\[
\begin{align*}
\text{Videos} & : (1..N) \\
\text{Frames} & : F, F_i (\text{frames in video } i) \\
\text{Frame midpoint} & : M_i = \text{Floor}(F_i/2) \\
\text{Left bookend} & : Lb \\
\text{Right bookend} & : Rb \\
\text{Length} & : L = Rb - Lb
\end{align*}
\]

3.3.1. Middle Frame (3A)

\[M_i\]  
(1)

Each row has 132 features for each frame in the video. We use the frame \(M_i\) that is in the middle of each video. What this means is that the first group of data has \(N\) samples. Each sample represents one video which contains the middle frame of each video.

3.3.2. Frame Difference at One Interval Shift (3B)

We used Length = 40. The Left bookend \(Lb\) and Right bookend \(Rb\) are as follows.

\[
\begin{align*}
Lb & = M_i - 20 \\
Rb & = M_i + 20
\end{align*}
\]  
(2)  
(3)

We convert each feature to the difference between that feature’s value in Frame \(Rb\) and the value in Frame \(Lb\).

For example:

\[
\text{Nose}_x = \text{Frame (Rb)}_\text{Nose}_x - \text{Frame (Lb)}_\text{Nose}_x
\]  
(4)

What this means is that the second group of data has \(N\) samples. Each sample represents one video. Each feature is the difference of that feature’s value between Frames \(Lb\) and \(Rb\) where the sample has Left and Right bookends as calculated in equations (2) and (3).

3.3.3. Frame Difference at Several Interval Shifts (3C)

We used Length = 40. The Left bookend \(Lb\) and Right bookend \(Rb\) are as follows.

\[
\begin{align*}
Lb & = M_i - 25 \\
Rb & = M_i + 15 \\
Lb & = M_i - 25 \\
Rb & = M_i + 15
\end{align*}
\]  
(5)  
(6)  
(7)  
(8)
What this means is that the third group of data has $3N$ samples. Each video produces three different samples. Each feature is the difference of that feature’s value between Frames $L_b$ and $R_b$ where the first sample has (2) and (3), the second sample has (5) and (6), and the third sample has (7) and (8).

In response to the unbalanced dataset with more correct grand plies, we utilized SMOTE to oversample incorrect grand plies [22]. SMOTE, also known as Synthetic Minority Oversampling Technique, aims to create a balanced data set by replicating some of the data from the minority class to make the size of the minority class the same as that of the majority class.

3.4. Final Algorithm

We used three different ML algorithms — K-Nearest Neighbors, Random Forest Classifier, and MLP — to test our model and hypertuned parameters within each algorithm to obtain the best accuracy.

- Random Forest Classifier is a classification method composed of many decision trees. Each decision tree, which is built through random methods, outputs a class prediction and the Random Forest Classifier outputs the most popular class prediction [23]. With Random Forest Classifier, the data iterated through an interval of the number of estimators ranging from 1 to 13 and through maximum depths ranging from 10 to 40.
- K-Nearest Neighbors, also known as KNN, is another classification method that presumes that similar data points with the same class are located close together. To classify a data point, it looks at the classes of the other close data points, or neighbors, and determines the most popular class. With KNN, the data iterated through an interval of the number of neighbors ranging from 1 to 10 neighbors [24].
- Multilayer Perceptron, or MLP, is a basic neural network that consists of multiple layers including an input layer, several hidden layers, and an output layer [25]. With MLP, the training iterated through different learning rates ranging from 0.01 to 0.1 and maximum epochs ranging from 20 to 125. Early stopping was enabled and the tolerance was set to 0.00001.

4. Results

Overall, throughout the three different methods of processing data, algorithms with and without SMOTE resulted in similar maximum accuracies. In the cases with a difference in accuracies, using an algorithm with SMOTE slightly lowered the highest accuracy. For example, this was the case in Fig. 3; MLP had an accuracy of 0.7826 without SMOTE and an accuracy of 0.7391 with SMOTE. Given that there were more correct samples than incorrect samples, the algorithms could have been biased to predict that a given video is correct without SMOTE. Additionally, all three algorithms had the highest accuracy when given a dataset with frame differences at several interval shifts per video clip. In Fig. 5, all maximum accuracies were above 90% with Random Forest Classifier even achieving an accuracy of 100%. The three algorithms had the lowest accuracy when a frame difference was only calculated at one interval shift per video. Fig. 4 demonstrates that the single frame difference approach (3B) did not generate good accuracies.
Overall, these three algorithms performed roughly the same, and there was not an algorithm that reached a maximum accuracy that was drastically different from the other algorithms. In Fig. 5, Random Forest Classifier performed slightly higher for frame differences at several interval shifts, achieving a maximum accuracy of 100%.

The tables below display our results. Each table consists of the hyperparameters for each algorithm as well as the highest and lowest accuracy that resulted with hyperparameter tuning. There is a table for each of our 3 methods: 3A, 3B, and 3C.
Table 1. Results of Using Middle Frame Method (3A)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Hyperparameters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest Classifier</td>
<td>Estimators (1-13), Max Depth (10-40)</td>
<td>0.5625-0.6875</td>
</tr>
<tr>
<td>KNN</td>
<td>#Neighbors (1-10)</td>
<td>0.5625-0.75</td>
</tr>
<tr>
<td>MLP</td>
<td>Learning rate (0.01-0.1), Max Iteration (20 - 125)</td>
<td>0.3478 - 0.7826</td>
</tr>
</tbody>
</table>

Based on Table 1, while MLP achieved the highest accuracy (0.7826) than the other two algorithms, the lowest accuracy was 0.3478. Whereas, even though the highest accuracies from KNN and Random Forest Classifier are lower than that of MLP, they both had the lowest accuracies of 0.5625. Therefore, MLP required more tuning to get to a higher accuracy than the other two algorithms.

Table 2. Results of Using Frame Difference at One Interval Method (3B)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Hyperparameters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest Classifier</td>
<td>Estimators (1-13), Max Depth (10-40)</td>
<td>0.3125-0.6875</td>
</tr>
<tr>
<td>KNN</td>
<td>#Neighbors (1-10)</td>
<td>0.125-0.5</td>
</tr>
<tr>
<td>MLP</td>
<td>Learning rate (0.01-0.1), Max Iteration (20 - 125)</td>
<td>0.3158 - 0.5625</td>
</tr>
</tbody>
</table>

Referring to Table 2, Random Forest Classifier and KNN both had the same difference between the highest and lowest accuracy (0.375), whereas MLP had a slightly smaller range (0.2467). Therefore, for this solution, MLP required less tuning than Random Forest Classifier and KNN.

Table 3. Results of Using Frame Difference at Several Intervals Method (3C)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Hyperparameters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest Classifier</td>
<td>Estimators (1-13), Max Depth (10-40)</td>
<td>0.7826 - 1</td>
</tr>
<tr>
<td>KNN</td>
<td>#Neighbors (1-10)</td>
<td>0.4783 - 0.9348</td>
</tr>
<tr>
<td>MLP</td>
<td>Learning rate (0.01-0.1), Max Iteration (20 - 125)</td>
<td>0.4783 - 0.9565</td>
</tr>
</tbody>
</table>

Referring to Table 3, Random Forest Classifier had the lowest accuracy range (0.2174) compared to KNN and MLP, which had accuracy ranges of both 0.4565 and 0.4782 respectively. These ranges are both more than double that of Random Forest Classifier. Therefore, for this solution, Random Forest Classifier required the least amount of tuning.

5. DISCUSSION

The three different algorithms – KNN, MLP, and Random Forest Classifier – all had around the same accuracy for each method of data processing. For all three algorithms, taking the frame difference at several different interval shifts of each video resulted in the highest accuracy, which was above 90% according to Fig. 4. Whereas, taking the frame difference at only one interval of each video resulted in the lowest accuracy (50 - 68.75%) for each of the algorithms which can be seen in Fig. 3.
Having the frame difference at three different interval shifts per video tripled the sample size to 228 and also increased the test size to around 46. There could have been a higher accuracy because there was more training data (around 182) to practice on and more samples to test on. Having more frame shifts at different time locations of the movement provides more insight on correct versus incorrect grand plies. In Fig. 4, the algorithms performed the same with and without SMOTE. Even though there were 24 more sample videos of correct grand plies than incorrect grand plies, the sample sizes for each, both over 100, could have been large enough for the algorithm to not be favored toward correct grand plies.

A limitation of the study was the small sample size. There were only 76 total video clips – 42 of dancers correctly doing a grand plie and 34 of dancers incorrectly doing grand plies. Even though a difference of 8 samples would not be much for a larger dataset, for a smaller sample size like 76, this difference could be impactful enough to introduce bias favored toward correct grand plies, which could have been the case in Fig. 2 and Fig. 3. For these charts, Random Forest Classifier and KNN performed slightly worse with SMOTE where the number of correct and incorrect samples is the same. Additionally, due to a small sample size, the test set, which was 20% of the sample size or around 15, was also small, which did not give as much variation in the accuracies. However, increasing the test set would simultaneously decrease the training set, so the algorithm may not have many samples.

6. CONCLUSIONS AND FUTURE WORK

To allow more online dancers to be successful and to combat the possible injuries that could arise with online dance classes, we built an AI system that detects correct and incorrect grand plies to a high level of accuracy.

SMOTE was used to account for the imbalance of correct and incorrect videos. We then ran it through three algorithms – Random Forest Classifier, KNN, and MLP — and hypertuned parameters. Taking the frame difference of frames at multiple interval shifts was the most successful. Capturing the position of the dancer at three different time locations possibly increased the robustness of the AI system performance. The three different algorithms performed similarly in terms of accuracy for the three different methods.

In the future, it would be interesting to combine our method of capturing the frame intervals with capturing the middle frame of the videos to determine if the results differ. Further work could also be done to identify the ideal frame intervals and the number of frame shifts for each dance move.

This method could also be tested to detect the correctness of more complicated dance moves, such as a turn, a leap, or even a series of dance moves, such as a grand plie and a turn in one video clip. Furthermore, given that MediaPipe Pose permits this, our solution could be deployed as a mobile app or a website that could be compatible with Zoom and other virtual school platforms.
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