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ABSTRACT 
 
The various types of social media were increased rapidly, as people’s need to share knowledge 

between others. In fact, there are various types of social media apps and platforms such as 
Facebook, Twitter, Reddit, Instagram, and others. Twitter remains one of the most popular 

social application that people use for sharing their emotional states. However, this has 

increased particularly during the COVID-19 pandemic. In this paper, we proposed a chatbot for 

evaluating the sentiment analysis by using machine learning algorithms. The authors used a 

dataset of tweets from Kaggle’s website, and that includes 41157 tweets that are related to the 

COVID-19. These tweets were classified and labelled to four categories: Extremely positive, 

positive, neutral, negative, and extremely negative. In this study, we applied Machine Learning 

algorithms, Support Vector Machines (SVM), and the Naïve Bayes (NB) algorithms and 

accordingly, we compared the accuracy between them. In addition to that, the classifiers were 

evaluated and compared after changing the test split ratio. The result shows that the accuracy 

performance of SVM algorithm is better than Naïve Bayes algorithm, even though Naïve Bayes 

perform poorly with low accuracy, but it trained the data faster comparing to SVM. 
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1. INTRODUCTION 
 

As additional cutting-edge technology of the industry 4.0 has progressed further, the social media 

platforms are embedded into different applications. Social media and computer networks have a 
great importance for communication between people and understanding the public feelings [1]. 

Therefore, there is an essential need to have a chatbot that aids in processing and analyzing social 

media data to achieve the optimal use of these platforms. 

 
The Covid-19 pandemic is one of the issues that preoccupied the world in the past couple of 

years, and had a significant impact physically, mentally, socially, economically [2]. Therefore, 

the social media interactions have increased with peoples’ posts and comments that reflected their 
feelings and motivation towards the Covid-19 pandemic and its impact on their health and 

economic state. For example, during the pandemic, some people expressed their experiences and 

their panic when they got sick while others expressed their opinions toward having the 
vaccinations. Moreover, many politicians and decision makers from different positions shared 

with their perspectives toward the procedures and precautions of this pandemic by using different 

social media platforms.      
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Multi studies and research have been conducted during the Covid-19 pandemic on peoples’ posts 
through social media applications to understand people’s feelings and interactions, and to know 

the most frequently questions along with phrases that were used during these times [3]. Sentiment 

analysis is an approach that creates a relation between different parts of text with sending 

emotions from those who post this particular text.  
 

 In this study, we will focus on developing a chatbot for sentiment analysis of the participants’ 

tweets on twitter that relate to Covid-19 pandemic. We applied this study on a dataset of English 
tweets suitable for sentiment analysis, where the tweets would be classified as extremely positive, 

positive, neutral, negative, and extremely negative. 

 
 The purpose of this study is to have a chatbot which evaluates two algorithms of the machine 

learning that is used on sentiment analysis for participant’s tweets related to Covid-19. We used 

the Support Vector Machines (SVM) and the Naïve Bayes (NB) algorithms to compare them 

based on the accuracy of the classifier and the execution time. Additionally, we then analyzed the 
difference of accuracy based by changing the test split ratios in both classifiers. Figure 1 shows 

the diagram of processing the sentiment analysis.  

 

 
 

Figure1. The Framework of the chatbot of the sentiment analysis. 

 

2. RELATED WORK 
 

Researchers around the world are inspired to develop the state of-the-art chatbots by embedding 
different machine learning algorithms such as naïve Bayes algorithm and support vector machine 

(SVM) [4, 5]. 

 
 Sentiment analysis is based on what people analyze, feel, and think [6]. Moreover, some authors 

perform mathematical calculations to examine people's feelings about a particular event and 

destination [7]. 

 
Rani & Singh [8]conducted a sentiment analysis for Twitter data which was collected by Twitter 

Application Programming Interface (API). Once they completed preprocessing the data, they 

used SVM for sentiment analysis with applying the following features: TF-IDF, Linear, and 
Kernel. However, they used F-score, recall, accuracy, and precision in order to measure the 

performance. The results revealed that linear SVM was given higher accuracy than Kernel SVM. 

Alabid, &Katheeth[9]used SVM to predict the sentiment analysis for twitter data that are related 
to social distancing during the COVID-19 pandemic. They used recall, F1, precision, and 

confusion matrix in order to evaluate the performance of the SVM algorithm. 

 

They applied in their study 629 tweet texts and divided it as the following: 40% of tweets showed 
neutral sentiments, 25% of tweets showed positive, while 35% of tweets showed negative. This 

was followed then by dividing the dataset to 80% training and 20% testing data. After applying 

the SVM algorithm, the result of the performance evaluation of accuracy was 71%, but when it 
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was applied on the positive and negative tweet texts only, the percentage of accuracy was 
increased to 81%. As well as when they reduced the test data to 10%, they observed that the 

accuracy increased to 87%. 

 

Finally, it was shown that increasing the training data would increase the performance of the 
algorithm [9]. 

 

Naw [10] used SVM and K-Nearest Neighbor (KNN) algorithms to conduct sentiment analysis on 
dataset collected by Twitter API. The author used the term frequency - inverse document 

frequency (TF-IDF) as a feature selection for classification, and after applying SVM and KNN 

algorithms, the data were classified as negative, neutral, and positive [10]. 
 

Alabid & Katheeth [9] used SVM and Naïve Bayes algorithms to conduct a sentiment analysis of 

the twitter texts related to the COVID-19 vaccines. The ratio of training data was 80% and the ratio 

of testing data was 20%. They preprocessed the dataset by removed stop words, punctuation, and 
tokenization. In addition, they applied part -of-speech (pos) tag. Subsequently, they selected the 

adjectives sentences which help to clear the ambiguous words. Through the results, it was found 

that SVM was better than NB with test ratio .01 while the stop words was removed from the texts. 
On the other hand, the results showed that the performance of NB was better than SVM with ratio 

.06, when they used PoS tag in addition of removing stop words. Also, other preprocessing 

techniques were applied as well to process unstructured twitter texts [9]. In general, sentiment 
analysis attracted a lot of researchers to pay more attention to this field and to use several 

algorithms to improve the classifiers.  

 

Indeed, social media played a significant role during the Covid-19, driving researchers around the 
world to use several techniques in Natural Language Processing (NLP) to analyze people’s 

perspectives and experiences during this pandemic.   

 

2.1. Sentiment Analysis Based on Social Media Posts During Covid-19  
 

Ouerhani et al. [11] developed a chatbot, called COVID-Chatbot to communicate with people 
during Covid-19 to increase their consciousness towards the real danger of this pandemic.  

Liu et al. [6] conducted a research paper to study how people think and behave during the Covid-

19 pandemic from the lens of social media posts by using the BERT (Bidirectional Encoder 
Representations from Transformers), as well as the clustering techniques. 

 

In general, most studies that were conducted were intended to study the people’s feeling in order to 

measure and detect their anxieties and depressions. Fauziah et al. [12] developed two machine 
language algorithms, the random forest and xgboost in order to detect the anxiety feeling during 

the pandemic, where the author used 4862 records from a dataset that was collected from YouTube 

comments. Moreover, [13] used the Machine Learning for detecting the patients’ anxiety during 
the Covid-19 pandemic by using data from two different types of social media apps namely a 

communication app as well as a social networking app. On the other hand, [14] used Facebook’s 

dataset in order to predict the spreading of new cases of Covid-19. 
 

Chin et al. [15] analyzed 19,782 conversation utterances that are related to COVID-19 which cover 

different countries between 2020 and 2021. The authors identified chat topics (NLP) methods to 

analyze the emotional sentiments.  
 

Several researchers conducted a sentiment analysis particularly during Covid-19 pandemic by 

using tweets datasets and different machine language models. Yao et al. [16] and other authors 
used advanced machine language algorithms to detect peoples’ interaction from the vaccinations 
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[17] [18]. Support Vector Machine has been used from different authors to measure the sentiment 
analysis, for example Hayati et al. [19] and Sabrila et al. [20] used the Support Vector Machine 

algorithm as well as K-Nearest Neighbor Algorithm. 

 

Table 1 shows several works have been done during the Covid-19 pandemic to predict peoples’ 
interactions and behaviors by using different Machine Learning algorithms and Natural Language 

Processing. 

 
Table 1.  Several studies during Covid 19 for predicting people’s interactions by using NLP & ML 

 
Author Social Media  Sentiment Analysis Approach 

[15] (Chin et al. 2022) SimSimi, one of the world's 

largest open-domain social 

chatbots 

 Natural language processing 

(NLP) methods  

[11] (Ouerhani et al. 2020) Utterances/ Ongoing Discussion Natural language processing 

(NLP)/ Deep Learning/ LSTM 

[6] (Liu et al. , 2021) Reddit posts BERT-based (Bidirectional 

Encoder Representations from 

Transformers) 

[12] (Fauziah et al. ,2020) YouTube  Random forest and xgboost 

[21] (Li et al., 2022) Sina Weibo, a leading social 

media platform in China. 

NLP techniques and Regression 

Analysis 

[13] (Ryu et al. ,2021) Social media apps 

(communication and social 

networking)  

Markov model and logistic 

regression 

[22] (Tekumalla and Banda, 

2020) 

Twitter NLP and ML 

[23] (Sivanantham, 2021) Web Comments and Blogging SVM, logistic regression, and 

neural network 

[24] (Bernado et al. ,2021) Twitter Naïve Bayes and Support Vector 

Machine 

[25] (Ali, Malik,andMaheen 

2021) 

Twitter Naïve Bayes, Logistic 

Regression, SVM, Deep LSTM, 

and BERT 

[26] (Kumaresh, 2021) Twitter Naïve Bayes and Logistic 

regression 

 

3. METHODOLOGY 
 

This study adopted a scientific approach by using different independent and dependent variables in 
order to build a sentiment classifier. However, the methodology will be divided into four sections, 

1- Dataset Selecting, 2- Data Preprocessing, 3- Training the Data, and 4- Testing the Machine 

Learning Algorithms. The Machine Learning (ML) model is developed by using Python software 
to import the ML packages such as the Scikit-learn, due to the fact that it’s considered as one of the 

most powerful text processing tools that support and provide tokenization, filtration of tokens, and 

stemming.  
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3.1. Dataset Selecting 
 

The Corpus is always our starting point for any Text-Pre-processing function, since it’s the domain 

for our work, as it has the documents and documents have paragraphs, paragraphs include 
sentences, and each sentence is divided into words or what we can call, a token. 

 

This study used a Tweets corpus as a collection of text tweets that were collected from the Twitter 
platform. In fact, the dataset that was used in this study is collected during the pandemic of Covid-

19 and it’s retrieved from Kaggle’s website in CSV, and it includes 41157 tweets, and all are 

labeled and classified based on the sentiment of the tweet (Extremely Positive, Positive, Neutral, 

Negative, Extremely Negative). Moreover, the testing data split it into different ratios 10%, 20%, 
and 30% in order to compare the performance of SVM and Naïve Bayes models. Figure 2 shows 

the description for the tweets dataset. 

 

 
 

Figure.2 Description for the dataset. 

 

3.2. Data Preprocessing 
 

Text or Data Pre-processing is an essential step for any Natural Language Processing system 

(NLP) since most elements of the texts such as characters, words, and sentences are important 
through the entire stages of the text processing. The purpose of all these stages is to make the text 

more analyzable for any particular task. Thus, in simple words, we can define it as a technique for 

converting the raw data into an understandable text, having only the meaningful words, that can be 
used for training the machines effectively. 

 

In general, preprocessing the text includes four main processes: (1) Text Tokenization, (2) 
Removing stop words, (3) Normalization, and (4) Stemming/ Lemmatization. These four processes 

are utilized in order to simplify the text to a new format that can be utilized by NLP applications. 

NLTK (Natural Language Toolkit) in Python, is the most important component for preprocessing 

the text. We used this library for almost all preprocessing functions.  
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3.2.1. Text Tokenization 
 

The Tokenization -or some researchers call it as a segmentation –is the first step for NLP 

preprocessing the text and it’s defined as splitting the text into characters, words, symbols, or sub-

words (combination of words) as a token by using different techniques. However, the sub-words 
known as n-grams and (n), are considered as number of tokens, since some words can be more 

understandable when combined. In fact, the Tokenization has a significant impact on analyzing and 

processing any texts in terms that these tokens become as an input to other functions such as 
parsing and data mining. Moreover, an effective tokenization can play an essential role in reducing 

the input text documents and other actions that would be involved in NLP processing. 

 
It was found that the tokenization technique is very effective in NLTK, we used both the word 

tokenizer and sentence tokenizer for tokenizing the datasets.  

 

3.2.2. Removing Stop words 
 

The datasets for both the Training and the Testing are cleaned from the Stop words by importing 

the module by using this code “from NLTK corpus import stop words” from NLTK library, to 
maximize the efficiency of the Dataset.  

 

3.2.3. Normalizing and Stemming/ Lemmatization the Data 
 

Stemming and Lemmatization could be related to Normalization in terms of simplifying the words 

to a unique meaningful word, since one word can turn into different forms of the word, but all can 

be shared by the same meaning. For example, “work”, “works”, “working”, “worked”, etc. without 
stemming and lemmatization the corpus will be tokenize as 4 different tokens, but after 

preprocessing it will be counted only one token” work”. 

 

3.3. Training the Machine Learning Model 
 

In this study, we selected Python for deploying our two selected machine language algorithms, the 
Naïve Bayes algorithm and the Support Vector Machine, due to the fact that Python includes 

different Machine Learning libraries such as scikit-learn, TensorFlow, etc. Besides that, Python is 

the most preferred language for data science and machine learning due to the low-level libraries 
and clean high-level APIs.  Moreover, we used the Jupyter Notebook 3.0.14 for coding and 

presenting the data, since it’s considered as one of the most powerful environments for data 

scientists. In this study we used the “fit ( )” method from sklearn objects for fitting the model by 

using the training dataset, as the below code: 
 

“pipeline. Fit (train dataset ['Original Tweet'], train dataset['Sentiment']) “ 

 

3.3.1. Naïve Bayes Machine Learning 

 

Naïve Bayes algorithms was used for classification, a it is one of the supervised learning 
algorithms. This classifier works by training the data with the five below labeled categorical input: 

Extremely Positive 2- Positive 3- Neutral 4-  Negative 5- Extremely Negative 

 

 This classifier works based on Bayes theorem by calculating the probabilities for each class. For 
example, in our dataset, we have positive and negative tweets. First, we need to classify whether 

each word in the tweet is Negative or Positive and then will calculate the frequency in each one. 

This would be followed by creating the probability for each class. Figure 2 shows a sample of 
positive and negative tweets, Table 2 explain how the Naïve Bayes algorithms work. 
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Figure2. Sample of Negative and Positive tweets. 

 
Table 2. Shows the frequency table of Naïve Bayes algorithm 

 
Frequency Table 

Words Pos Neg 

I 1 2 

am 1 2 

excited 2 0 

For 1 0 

Recovering 1 0 

Tired 0 1 

No 1 0 

More 1 0 

Covid 1 0 

Very 0 1 

Boring 0 1 

Total  9 7 

 

3.3.1.1. Bayes Theorem 

 

Naïve Bayes classifier is solved by using Bayes theorem:  
 

P(A|B) = (P(B|A) * P(A)) / P(B) 

P(A|B): The probability of event A given B (called posterior) 
P(B|A): The probability of event B given A (called likelihood) 

P(A): The probability of event A (called prior) 

P(B): The probability of event B (called evidence) 
 

We can apply it into the tweets predictions as the following: 

 

P (Pos | “Recovering”) = P (“Recovering” | Pos) * P(Pos) / P (Recovering) 
 

 The word “Recovering” is a positive sentiment? Is this statement correct? 

= (1/9 * 9/16) / (1/16) 
= (.11 *.56) / .062 =   .99 
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Naive Bayes uses a similar method to predict the probability of different class (Negative, Neutral, 
Extremely Negative, Extremely Positive). 

 

In this study we used the below code as shown in Figure 3 for defining the Naive Bayes classifier 

and fitting the training dataset as the below code: 
 

 
 

Figure 3. Fitting the training dataset by using SVM 

 

3.3.2. Support Vector Machine 

 

Support Vector Machine (SVM) is a supervised machine learning algorithm that can be applied in 
classification and regression analysis, however in this study we will use it in the classification 

model in order to predict the sentiment labels: Extremely Positive, Positive, Neutral, Negative, 

Extremely Negative. The idea behind SVM is finding a hyperplane that can best divide our training 
dataset into five different classes, which is known as (multiclass classification), however Figure 4 

illustrated the five different classes. 

 

 
 

Figure 4. Shows the training technique by SVM 

 

In this study we used the below code in Figure 5 for defining the SVM classifier and fitting 

the training dataset as the below code: 
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Figure 5. Fitting the training dataset by using Naïve Bayes Classifier 

 

3.4. Testing the Machine Learning Algorithms 
 
There are four effective measures applied in this study, which all are based on confusion matrix 

output which are (True Positive (TP), False Positive (FP), True Negative (TN) and False Negative 

(FN)). Machine learning prediction depends on the following formulas of the prediction scores: 
 

Precision(P) = TP/(TP+FP)  

 Recall(R) = TP/(TP+FN)  

Accuracy(A) = (TP+TN)/ (TP + TN + FP + FN)  
F-Measure (Micro-averaging) = 2. (P.R)/(P+R) 

 

In this study we used the “predict () “method from sklearn objects for predicting the target values 
from the testing dataset since this data is unseen and is not learned before. The below code is 

implemented into the Python: 

“all predictions = pipeline. Predict (train dataset ['Original Tweet'])” 
 

3.4.1. Results and Discussions 

 

The results reveal high performance in the Support Vector Machine (SVM) model accuracy 
comparing to Naïve Bayes model, as it shown in Table 4 and Figure 6. Indeed, the accuracy factor 

is very vital in terms of evaluating the Machine Learning model and it can increase the credibility 

to any algorithm. 
 

Therefore, in this study, we tried to improve the performance by changing the test split ratio as the 

following 10%, 20% and 30%. However, table 4 shows the results of the accuracy into the two 

algorithms.  
 

Table 3. The accuracy results of SVM and Naïve Bayes models in changing the test split ratios 

 
Machine Learning Model Test Split Ratio Accuracy 

10% 20% 30% 

Naïve Bayes 37% 36% 35% 

SVM 97% 97% 97% 
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Figure 6. The Accuracy results of SVM and naïve Bayes 

 
Moreover, as it shows in table 3, the models are more accurate when decreasing the test-split ratios 

in training the datasets.  Appendix A shows the prediction codes along with the results by using 

different split ratios in SVM and Naïve Bayes models.  

 
Table 4. The training speed per minutes in SVM and Naïve Bayes classifier 

 
Machine Learning Model The speed per minutes / Split Ratios 

10% 20% 30% 

Naïve Bayes 3 Minutes 2 Minutes  2 Minutes 

    

SVM 40 Minutes 35 Minutes 35 Minutes 

 
Moreover, the study reveals that training speed in the SVM classifier is relatively slow comparing 

to Naïve Bayes classifier. Table 4 shows the training speed per minutes for both classifiers and by 

using different test split ratios. Figure 7 shows the chatbot predicting the feeling from the texts. 
 

 
 

Figure7. Chatbot's prediction –predicting the feeling from the texts 
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4. CONCLUSIONS 
 
The main goal of this paper is evaluating the accuracy performance of predicting the sentiment 

classes by training the tweets datasets in two models of machine learning algorithms SVM and 

Naïve Bayes and then evaluating the role of test split ratios in the accuracy performance. However, 

the results revealed that the accuracy increased when decreasing test split ratios. Also, the results 
showed a high performance in (SVM) model accuracy comparing with NB model. Moreover, the 

study revealed that training speed varied in both models, since the speed of SVM classifier is 

extremely slow even though it is more accurate classifier.  
 

5. FUTURE STUDIES 
 

In this study we worked only with SVM and Naïve Bayes algorithms. Therefore, the next step 

would be to explore to other algorithms such as the deep learning models. In addition to that, 
improving our algorithms by studying the role of features that could have positive impact on the 

speed of the SVM classifier without affecting the accuracy of the predictions is something we 

would like to focus on in the future. And lastly, this study only focused on the English tweets and 
because of that, for the future, we will improve it by including other languages such as the Arabic 

language. 
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Appendix A 

 
1- Naïve Bayes model 

 
a -Split ratio to 10% 

 

 
 

 b- Split ratio to 20% 
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c- Split ratio to 30% 

 

 

 
 

Fig 4. Prediction scores after using the Naïve Bayes algorithm 

 
2- Support Vector Machine (SVM) 

 

a- Split ratio to 10% 
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b- Split ratio to 20% 

 

 
 

Split ratio to 30% 
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