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ABSTRACT 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
 Hyperbolic tangent (Tanh) activation function is used in multilayered artificial neural networks 

(ANN). This activation function contains exponential and division terms in its expressions which 
makes its accurate digital implementation difficult. In this paper we present two different 

approximation techniques for digital implementation of Tanh function using power of two and 

coordinate rotation digital computer (CORDIC) methods. A comparative study of both 

techniques in terms of accuracy of their approximations in hardware costs as well as their speed 

when  implemented on FPGA is also explained. 
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1. INTRODUCTION 
 

The widespread application of artificial neural networks has motivated researchers to implement 
ANNs on field programmable gate arrays (FPGA) for rapid prototyping. Although weight 

multiplication and signal summation in ANN are important, the most important part on a neural 

network is the activation function. Among all different types of activation functions, hyperbolic 

tangent is chosen (Tanh) because its ideal steep derivative, which allows a wider range of values 
for fast learning and its compatibility with derivative-based learning algorithm. 

 

 Tanh function is defined in equation (1) as: 

 

         (1) 

 

Physical implementation of equation (1) has two difficulties, exponential terms in the equation 
and division. There are many approaches to deal with problem associated with exponential 

approximation. 

 
There is piecewise linear approximation [1], [2], [4]. 

Look up tables (LUTs) and range addressable look up tables (RALUTs) [3],[5]. 

Exponential approximation with power of two [6],[7]. 
Coordinate rotation digital computer (CORDIC) approximation [8],[9]. 

This paper presents a comparative study of the power of two and CORDIC approximation in 

terms of speed and resource utilization for their implementation and accuracy of the 

approximation. 
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To measure the accuracy of the approximation method RMSE of the function for original and 
approximated function has been calculated as  

 

 
 

Where n is the total number of samples and  and   are the approximated and the original 

output respectively. 

 

Organization of this paper is as follows: 
 

Section 2 presents the implementation of Tanh using power of two approximation, section 3 

presents the approximation of Tanh using CORDIC method, section 4 presents the concluding 
and remarks. 

 

2. EXPONENTIAL APPROXIMATION WITH POWER OF TWO  

 
Tanh(x) shown in equation (1) can be simplified as 

 

 
To reduce cost of implementation conversion to power of two was recommended in [1] as 

shown in equation (4) 

 

 
 

Two approximations of equation (4) are outlined in equations (5)&(6). 
 

 
  

and  
 

 
 

Table (1) shows the error of approximated Tanh with power of two as a function of the word 
lengths. 

 
Table.1. Errors of approximated Tanh with power of two 

 
Tanh =   

RMSE RMSE 

16 bits 0.01242 0.0089 

14 bits 0.01244 0.0089 

8 bits 0.01432 0.0115 

 
Implementation of the approximated Tanh with power of two has been carried out on Xilinx 

Vivado 2019 and simulated with Modelsim -Mentor edition and the simulation waveform editor 

included Modelsim altrn. 
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Table 2 shows the error of resource utilization of power of two approximation while table 3 
shows the delay and power consumption of power of the two approximations. 

 
Table .2. Hardware resource for power of two for 14 bits word lengths. 

 
Tanh 

 
  

Multipliers 0 0 

Add/Sub 3 4 

Registers 0 0 

Total 1 Bit 

Registers 

0 0 

RAMs 0 0 

Mux 6 6 

I/O Bits 28 28 

Shifters 1 1 

 
Table .3. Comparison of errors and resource utilization in power of two approximation 

 

Approximation methods LUT 

% 

LUT

RAM 

% 

FF 

% 

IO 

% 

BUF

G % 

RMSE 

 

Power of two  
 

0.16 0.01 0.02 2.75 3.13 0.0124 

 

Power of two  

 

0.16 0.01 0.02 2.75 3.13 0.0089 

 
Table .4. Comparison of delay and power consumption on power of two approximation 

 

Approximation 

methods 

WNS 

(ns) 

Dela

y 

(ns) 

Time 

period 

(ns) 

Frequ

ency 

(MHz
) 

Max 

Freque

ncy 
(MHz) 

Total 

Power 

consumptio
n(W) 

Power of two 

 
 

0.225 9.775 10 100 102.30 0.140 

Power of two 

 
 

0.165 9.835 10 100 101.67 0.140 

 

3. CORDIC ALGORITHM APPROXIMATION 
 

Coordinate rotation digital approximation (CORDIC) [8],[10] is a low- cost iterative 
approximation and hardware friendly for evaluating various functions such as logarithm, 

exponential, trigonometric and hyperbolic functions. 

 
The unified CORDIC algorithm iterative equations are shown below: 

 

 
 



4 Computer Science & Information Technology (CS & IT) 

The  parameter shows that hardware is performing trigonometric, hyperbolic, and linear 

functions while the 𝛽 value is chosen to be 1, -1 or 0 respectively. 
 

 
 

 
 

Where  Represents the rotation function. Table .5 represents CORDIC parameter for various 

coordinate systems which represented in Fig.2. 
 

Table .5.CORDIC operational modes and rotation functions [8] 

 

 
 

Rotation type  

1 Circular Rotations (Sin, Cos, 

etc.) 

 

( ) 

0 Linear Rotations [VLC] 

(Multiplication, Division) 

 

) 

-1 Hyperbolic Rotations [RHC] 

(Sinh,Cosh,etc) 

 

( ) 

 

 
 

Fig.1. a. Circular system b. linear system c. hyperbolic system [10] 

 
In this section we have implemented CORDIC algorithm to approximate Tanh function using 

16,14,8 bits word lengths for any Angele. The proposed design is implemented using Xilinx 

vivado 2019 integrated development environment, and RTL code simulation test is carried out on 

Modelsim. 
 

Simulation results and resource utilization and latency results verify the validity of the CORDIC 

algorithm in this design. 
 

Table. 6 shows as number of iterations increases the error of approximation decreases. 
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Table.6. Absolute error for different number of iterations 1,3,5,7,9 

 
NITERS ERROR 

1 0.55689331 

3 0.19310669 

5 0.0560669 

7 0.01001831 

9 0.00170044 

 
Fig. 2 shows the pseudo code and HDL code for CORDIC approximation. 

 

 
 

Fig. 2. Pseudo code for CORDIC algorithm 

 
Table .7. CORDIC approximation error in different word lengths 

 
CORDIC 

Approximation 

RMSE 

16 Word lengths 0.00048995 

14 Word lengths 0.0014719 

8 Word lengths 0.035915 

 
Table 8 shows the resource  utilization  of CORDIC approximation methods with14 bits  word 

lenghts . 
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Table .8. resource utilization  with 14 bits wordlenghts using CORDIC method 

 
CORDIC method with 14 bits 

Multipliers 1 

Add/Sub 107 

Registers 89 

Total 1 Bit 

Registers 

1256 

RAMs 0 

Mux 49 

I/O Bits 32 

Shifters 12 

 

4. CONCLUSION 
 

In this paper we present two approximation methods for  along with their hardware 

implementations to be used for Tanh activation function. Our study shows power of two 

approximation is the most hardware efficient technique. While CORDIC methods gives the best 
delay results. For the accuracy of the two approximation methods CORDIC algorithm shows 

superiority to power of two approximation methods. 
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