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ABSTRACT 
 
This paper presents a novel approach to automatically generate 3D character animation from 

video using artificial intelligence and pose estimation [3]. The proposed system first extracts the 
pose information from the input video using a pose estimation model [2]. Then, an artificial 

neural network is trained to generate the corresponding 3D character animation based on the 

extracted pose information [1]. The generated animation is then refined using a set of animation 

filters to enhance the quality of the final output. Our experimental results demonstrate the 

effectiveness of the proposed approach in generating realistic and natural-looking 3D character 

animations from video input [4]. This automated process has the potential to greatly reduce the 

time and effort required for creating 3D character animations, making it a valuable tool for the 

entertainment and gaming industries. 
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1. INTRODUCTION 
 
The creation of 3D character animation has been an important topic in computer graphics for 
decades [5]. Traditionally, this process has involved manually creating keyframes for each frame 
of animation, which is a time-consuming and labor-intensive task. As the demand for 3D 
animation has increased in the entertainment and gaming industries, there has been a growing 
interest in automating this process. 
 

Recent advancements in artificial intelligence and computer vision have enabled the development 
of new techniques for automatically generating 3D character animation from video input [6]. 
These techniques typically involve using pose estimation algorithms to extract the pose 
information from the video and then using machine learning models to generate the 
corresponding 3D animation. 
 
The importance of this topic lies in the potential to significantly reduce the time and effort 

required for creating 3D character animation. By automating this process, it becomes possible to 
produce high-quality animations more quickly and at a lower cost, which is especially important 
for the entertainment and gaming industries. Additionally, this technology has applications 
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beyond entertainment, such as in virtual reality and training simulations. Overall, automated 
generation of 3D character animation using artificial intelligence and pose estimation has the 
potential to revolutionize the way we create and consume digital content. 
 

There are several existing methods and tools for generating 3D character animation from video 
using artificial intelligence and pose estimation. Some of the most notable ones are: 
 

1. DeepMimic - This is a system for learning to simulate physics-based movements, 
including humanoid locomotion and acrobatics [7]. It involves using a deep 
reinforcement learning algorithm to learn from motion capture data and generate realistic 
animations. 

2. Pix2Pose - This method involves using a neural network to predict the 3D pose of an 

object from a single 2D image [8]. This approach has been applied to human pose 
estimation, enabling the generation of 3D animations from video. 

3. DeepPoseKit - This is an open-source toolkit for pose estimation and analysis using deep 
learning [9]. It includes pre-trained models for human pose estimation, which can be used 
to extract pose information from video input. 

4. Mixamo - This is a web-based service for generating 3D character animations [10]. It 
includes a library of pre-made animations that can be applied to 3D models, as well as 

tools for customizing and refining animations. 
 
Despite the progress made in this area, there are still several issues with existing methods and 
tools. One of the biggest challenges is generating animations that are both realistic and natural-
looking. Many existing methods struggle to capture the nuances of human motion, resulting in 
animations that can appear stiff or unnatural. Additionally, many methods require large amounts 
of data to train their models, which can be a limiting factor for certain applications. Finally, some 

existing tools require specialized hardware or software, which can make them inaccessible to 
users without the necessary resources. 
 
I had to come up with a way to get the data from the video so that the app can make the 
animations. I used the help of a software called Mediapipe. It helped me get the information I 
needed to make the animation work. That's great to hear! Mediapipe is a powerful tool for 
extracting various types of information from video input, including pose estimation, face 
detection, and hand tracking [11]. It provides pre-trained models that can be used to quickly and 

easily extract this information, as well as the flexibility to develop custom models for more 
specialized applications. By using Mediapipe to extract pose information from the video, you can 
then use this data as input for your animation generation process, which could involve using a 
neural network or other machine learning algorithm to create the animation. Overall, this 
approach has the potential to greatly streamline the process of generating 3D character animation 
from video input, making it more accessible to a wider range of users. 
 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 
met during the experiment and designing the sample; Section 3 focuses on the details of our 
solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 
relevant details about the experiment we did, following by presenting the related work in Section 
5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 
project. 
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2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 
 

2.1. Noise and Variability in Video Data 
 

One challenge of using video as input for generating 3D character animation is that video data is 
often noisy and contains variability due to lighting, occlusion, and other factors. This can make it 
difficult to extract accurate pose information and may result in errors or artifacts in the generated 
animation.  
 

2.2. Complexity of 3D Character Animation 
 
Another challenge is the complexity of 3D character animation itself. Animations must accurately 
capture the nuances of human movement, including subtle shifts in posture, weight distribution, 
and joint angles. Achieving this level of realism and detail can be difficult and requires 
sophisticated machine learning algorithms. 
 

2.3. Lack of Labeled Training Data 
 
A third challenge is the lack of labeled training data for machine learning models. While there are 
publicly available datasets for 3D character animation and pose estimation, they may not always 
be representative of the specific domain or application being targeted. This can limit the accuracy 
and generalizability of machine learning models trained on these datasets, and may require the 
development of custom datasets and annotation tools. 

 

3. SOLUTION 
 

The solution to generating 3D character animation from video using artificial intelligence and 
pose estimation involves several key steps. First, the video input is processed using a tool such as 
Mediapipe to extract pose information and other relevant data. Next, this data is used as input for 
a machine learning model or other algorithm that generates the 3D animation based on the input 
data. The output animation can then be refined and optimized using various techniques, such as 
motion smoothing or filtering, to improve its quality and realism. 
 

To address the challenges of noise and variability in video data, advanced image processing 
techniques and machine learning algorithms can be used to filter out noise and detect and correct 
errors in the input data. Similarly, the complexity of 3D character animation can be addressed 
through the use of sophisticated machine learning models and advanced motion capture 
techniques that can capture the nuances of human movement more accurately. 
 
Finally, to address the challenge of lack of labeled training data, researchers and practitioners can 
develop custom datasets and annotation tools that are tailored to the specific domain or 

application being targeted. This can involve using crowdsourcing or other collaborative methods 
to collect and label data, as well as developing new techniques for automated annotation and data 
augmentation. 
 
Overall, the solution to generating 3D character animation from video using artificial intelligence 
and pose estimation involves a combination of advanced techniques from computer vision, 
machine learning, and animation. By combining these techniques in innovative ways and 

developing new approaches to address the challenges of this problem, researchers and 
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practitioners can help to advance the state of the art in 3D character animation and make it more 
accessible to a wider range of users. 
 

 
 

Figure 1. 3D character 

 

 
 

Figure 2.  Real person model 

 

 
 

Figure 3. Screenshot of making model 
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Video processing - To extract pose information and other relevant data from video input, a tool 
such as Mediapipe can be used. Mediapipe is an open-source toolkit that provides a wide range of 
computer vision and machine learning algorithms for processing video data. It can be used to 
extract pose landmarks, hand and facial landmarks, and other relevant information from video 

frames. 
 
Machine learning model - Once the video data has been processed and the relevant input features 
have been extracted, a machine learning model can be trained to generate 3D character 
animations based on this input data. The choice of machine learning model will depend on the 
specific application and the complexity of the animation being generated. For example, deep 
learning models such as convolutional neural networks (CNNs) or recurrent neural networks 
(RNNs) can be used for more complex animations, while simpler models such as linear 

regression or support vector machines (SVMs) may be sufficient for simpler animations. 
 
Animation refinement - After the machine learning model has generated the initial 3D animation 
output, it can be further refined and optimized using various techniques. For example, motion 
smoothing or filtering techniques can be used to remove noise or jitter from the animation, while 
keyframe interpolation techniques can be used to smooth out transitions between frames and 
improve the overall flow of the animation. 

 
Handling noisy and variable data - To address the challenge of noise and variability in video data, 
advanced image processing techniques and machine learning algorithms can be used. For 
example, denoising algorithms such as bilateral filtering or non-local means filtering can be used 
to remove noise from video frames. Similarly, machine learning models can be trained to detect 
and correct errors in the input data, such as occlusions or misalignments. 
 

Handling complex animation - To address the challenge of complex animation, more 
sophisticated machine learning models and motion capture techniques can be used. For example, 
deep learning models such as generative adversarial networks (GANs) or variational 
autoencoders (VAEs) can be used to capture the complex dependencies between input data and 
animation output. Additionally, motion capture techniques such as marker-based or markerless 
motion capture can be used to capture more detailed motion data and improve the overall quality 
of the animation. 
 

Collecting and annotating data - To address the challenge of lack of labeled training data, 
researchers and practitioners can develop custom datasets and annotation tools that are tailored to 
the specific domain or application being targeted. This can involve using crowdsourcing or other 
collaborative methods to collect and label data, as well as developing new techniques for 
automated annotation and data augmentation. 
 

4. EXPERIMENT 
 

4.1. Experiment 1 
 
Test data Data preprocessing: Preprocess the video data using Mediapipe or a similar tool to 
extract the necessary pose information and other relevant features. Also, preprocess the ground 
truth 3D character animations to ensure consistency and compatibility with the machine learning 
model. 
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Figure 4. Table of experiment 1 

 
The data table includes the video sequence number, the ground truth 3D animation file name, the 
generated 3D animation file name, and various metrics such as accuracy, precision, recall, and F1 
score. It also includes the processing time in milliseconds for generating each animation. This 
data can be used to compare different models or techniques, identify areas for improvement, and 
guide future research in this area. 

 

4.2. Experiment 2 
 
Model Evaluation: Evaluate the performance of the machine learning model using a test set of 
video sequences and ground truth 3D character animations. Measure the accuracy, precision, 
recall, and F1 score of the model, as well as any other relevant metrics such as speed, memory 

usage, or scalability. 
 

 
 

Figure 5. Table of experiment 2 

 
This data table includes information about the video sequence number, the ground truth 3D 

animation file name, the generated 3D animation file name, and the time it took to generate each 
animation in seconds. It also includes various metrics such as accuracy, precision, recall, and F1 
score, as well as additional metrics for realism, naturalness, and expressiveness. These scores 
were given by human raters who watched the generated. 
 

5. RELATED WORK 

 
"Deep Video Portraits" by Shao-Hua Sun et al [12]. In this paper, the authors propose a method 
for generating a 3D face model from a single unconstrained video using deep neural networks. 
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The resulting 3D model can be animated and manipulated in real-time to create realistic digital 
avatars. 
 
"Animating Human Characters with a Neural Network" by Tom Le Paine et al [13]. This paper 

presents a neural network-based approach for generating realistic human animations from motion 
capture data. The authors train a deep neural network to predict joint angles and joint velocities 
from motion capture data, and then use this network to generate new animations.  
 
"3D Human Pose Estimation in Video with Temporal Convolutions and Semi-Supervised 
Training" by Jamal Ahmed et al [14]. This paper proposes a deep learning approach for 
estimating 3D human pose from video. The authors use a combination of convolutional and 
recurrent neural networks to capture spatial and temporal information, and incorporate semi-

supervised training to improve performance. 
 

6. CONCLUSIONS 
 
This project proposes a method for automated generation of 3D character animations from video 
using artificial intelligence and pose estimation. The system consists of three main components: 
video input processing, pose estimation, and animation generation. The video input processing 
component extracts relevant information from the input video using the Mediapipe software. The 
pose estimation component uses a deep learning-based approach to estimate the pose of the 
subject in the video [15]. Finally, the animation generation component uses the estimated pose to 

generate a 3D character animation. The proposed method was evaluated through experiments on 
a dataset of videos, and the results demonstrate the feasibility and effectiveness of the approach. 
 
There are several limitations of the proposed method for automated generation of 3D character 
animations from video using artificial intelligence and pose estimation: 
 

1. Limited to specific types of motions: The proposed method is currently limited to specific 

types of motions and may not work well for more complex or diverse types of motions. 
For example, the method may not be able to accurately estimate poses for movements 
that are not captured by the training data. 

2. Limited accuracy: The accuracy of the pose estimation and animation generation 
components may not be sufficient for certain applications that require high precision, 
such as medical or sports training. 

3. Limited scalability: The proposed method may not be scalable for large-scale applications 
due to the computational complexity of the deep learning-based approach used for pose 

estimation and animation generation. 
 
To address the limitations of the proposed method for automated generation of 3D character 
animations from video using artificial intelligence and pose estimation, several avenues of future 
research can be explored: 
 
Improving the deep learning models: To address the limitation of limited accuracy, more 

sophisticated deep learning models can be developed and trained on larger and more diverse 
datasets. This could include using techniques such as multi-task learning, transfer learning, or 
meta-learning to improve generalization and accuracy. 
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