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ABSTRACT 

 
Association Rule Mining (ARM) has been recognised as a valuable and easy-to-interpret 

data mining technique in response to the exponential growth of big data. However, 

research on ARM techniques has mainly focused on enhancing computational efficiency 
while neglecting the automatic determination of threshold values for measuring the 

"interestingness" of items. Selecting appropriate threshold values (such as support, 

confidence, etc.) significantly affects the quality of the association rule mining outcomes. 

This study proposes an algorithm that utilises Particle Swarm Optimization (PSO) and 

ARM techniques to determine optimised threshold values in the health domain 

automatically. The algorithm was evaluated using the UCI machine learning medical 

database for heart disease. Results show that the proposed algorithm is capable of 

generating frequent itemsets and rules in an efficient manner and can detect the optimum 

threshold values. This research has practical implications for the health domains, as it can 

extract valuable results.  
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1. INTRODUCTION 

 
With the advent of information technology, various organisations and researchers have been able 

to release data publicly across several domains, including medical data, health data, scientific 

data, financial data, network data, and transaction-based marketing data [1]. The ability to 
effectively analyse and utilise this data to uncover critical hidden knowledge and relationships 

depends on the quality and accuracy of the data, as well as the ease with which researchers can 

deploy analytical tools.  

 
Data mining (DM) tools have been widely used by researchers in various domains over the past 

few decades to find patterns in data [2, 3]. DM has demonstrated excellent performance in 

multiple areas, including medical, business, and scientific analysis. The growth of DM 
technology has also significantly improved its accuracy and computational efficiency.  

 

Among the different data mining approaches, Association Rules Mining (ARM) is a widely used 

and easily understandable technique [4]. The Apriori algorithm, as the earliest and most 
paradigmatic algorithm among the variations of ARM techniques, has been refined multiple 
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times to enhance its efficiency and accuracy. However, users need to provide threshold values 
for identifying frequent itemsets and relationship rules, which limits the objectiveness and 

efficiency of the algorithm's results. Additionally, there has been little work done to apply 

automatic methods in the medical domain, which is crucial for achieving higher accuracy, 

objectivity, and acceptance.  
 

Particle Swarm Optimisation (PSO) is an effective and fast computational technique that does 

not require substantial domain knowledge to achieve optimisation for a particular problem [6]. 
The health domain generates complex data, making it challenging to understand the relationships 

that may exist within it, despite extensive analysis. To ensure high accuracy even without 

domain knowledge, this study proposes a PSO-based ARM technique to achieve optimised 
thresholding automatically. The paper is organised as follows: Section 2 explains the concepts 

and background of the ARM and PSO algorithms, Section 3 outlines the methodology and 

implementation of the proposed model, Section 4 discusses the results and findings of the 

proposed model, and Section 5 highlights the significance of the work and provides suggestions 
for future research.  

 

2. BACKGROUND 

 
This section provides an overview of previous research conducted in the field, covering a range 

of ARM and PSO algorithms.  

 

2.1. Association Mining  
 

ARM is a well-known and extensively utilised technique in the field of data mining and 
knowledge discovery technology due to its ease of implementation and interpretation [2]. One of 

the most popular ARM techniques is Apriori [5], which was the earliest version of the algorithm. 

Although it has undergone significant improvements, Apriori still effectively represents the 

concepts underlying ARM. Apriori was used to analyse transaction data from market baskets to 
identify frequent patterns of items, assisting business experts in comprehending customer 

purchasing behaviour. It is expected that readers are generally familiar with ARM algorithms [4]. 

  

2.1.1. Definition of Association Rule  

 

In the context of market basket applications, an association rule is denoted by A → B, where A 

and B represent Itemsets (I), a set of products. An itemset is a group of items, {i1, i2, ...., in}, 
selected from the complete set of possible items. The source dataset D = {t1, t2, ..., tn} consists of 

transactions that contain items from these itemsets and is utilized to generate frequent itemset 

rules.   
 

2.1.2. Extensions of ARM  

 
The Apriori algorithm is computationally intensive, and therefore, most ARM proposals aim to 

enhance its computational efficiency. Numerous enhancements have been suggested to improve 

the algorithm's efficiency; however, only a small number of the algorithms mentioned below 

eliminate the requirement for users to provide threshold values. Zhang et al. [7] present a generic 
framework based on Spark for evolutionary-based ARM (P-EAARM) to reduce computational 

cost. Kuo et al. [2] employed PSO in numerical ARM for multi-objective purposes in terms of 

confidence, comprehensibility and interestingness, which can be obtained by the equations (1), 
(2) and (3).  
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 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝑋 → 𝑌)    (1)  
𝛿(𝑋) 

Where δ(X ∩Y ) is the total number of transactions that contain both X and Y, and δ(X) is 

the total number of transactions that contain X only.  

 

 𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 .    (2)  
 

 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑖𝑛𝑔𝑛𝑒𝑠𝑠 .   (3)  
 𝑆𝑈𝑃(𝐴) 𝑆𝑈𝑃(𝐶) 𝑆𝑈𝑃(𝐷) 
 
Unlike other numerical algorithms, this method does not require discretization of numerical data. 

Instead, this study employs an adaptive grid concept, where the objective space is divided into 

several hypercubes.  
 

Martínez-Ballesteros et al. [8] incorporated an evolutionary-based algorithm into the mining of 

quantitative multi-objective association rules. The authors proposed an improved version of the 

genetic algorithm for identifying high-utility itemsets in a quantitative ARM domain space. 
Martín et al. [9] devised a parallel-based framework to accelerate the evolutionary-based 

Quantitative ARM process. However, neither of these methods can handle complex structured 

data.  
 

Sahota and Verma [10] substituted the user-defined minimum support of the classical ARM 

technique with average support to enhance the traditional Apriori method. Although this method 
can decrease the number of generated rules, it may discard useful information. Djenouri et al. 

[11] suggested the integration of cluster-based and GPU parallel computing approaches with 

natureinspired metaheuristic-based optimization algorithms to reduce computation time in 

solving ARM problems for high-dimensional data. In this approach, each solution in the 
evolutionary process is effectively presented. The fitness function, which is a combination of 

support and confidence, was used to evaluate the interestingness of the rules.  

 

2.2. Particle Swarm Optimisation Algorithm  
 

Particle Swarm Optimization (PSO) was first proposed by Eberhart and Kennedy [6] as a nature 
inspired meta heuristic-based algorithm for optimising non-linear functions. PSO has since 

become a widely used and efficient evolutionary computational technique in various domain 

spaces [12].  
 

PSO employs the concept of birds flocking, where each "bird" in the PSO search space 

represents a single solution or particle. To optimise a problem, a fitness function is assigned to 

evaluate the fitness of each particle in the search space. Each particle's flight is directed by its 
velocity, and all particles in the problem space follow the current optimum particles. Initially, a 

group of random particles or solutions with random positions and velocities are assigned to 

generate the initial population. Then, with each iteration or update generation, the particles 
search for the optimal solution.  

 

During the iteration process, the position and velocity of each particle are updated with the help 
of the two "best" values: "Pbest" or local best and "Gbest" or global best. "Pbest" represents the 

locally found best solution or fitness against a specific particle so far, while "Gbest" represents 

the globally found best solution or fitness achieved by any particle in the population so far. After 

obtaining the "Pbest" and "Gbest" values, the particles update their position and velocity using 
the following equations (4) and (5) in each iteration [13].  
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 𝑣𝑖𝑑𝑛+1 = 𝑣𝑖𝑑𝑛+ 𝑐1𝑟𝑎𝑛𝑑()(𝑃𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑑) + 𝑐2𝑟𝑎𝑛𝑑()(𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑑).   (4)  

 

 𝑥𝑖𝑑𝑛+1 = 𝑥𝑖𝑑𝑛+ 𝑣𝑖𝑑𝑛+1.      (5)  

 
The definition of the variables is as follows: vid, xid is the particle velocity and particle position of 

the idthparticle; dimension of the searching space is d; c1 is the solitary coefficient factor, and c2is 

the societal factor; rand() is a random number range between 0 and 1. Normally, the value of c1 
and c2 are given as 2 [14]. Moreover, the fitness of each particle is evaluated using a fitness 

function. To prevent particle velocities from exceeding the maximum velocity value, vmax, in 

each dimension, a user-specified parameter is defined and the sum of accelerations in each 

dimension is checked. If the sum exceeds vmax, the velocity of that dimension is limited by 
vmax. This approach is known as the "vmax method" [6]. Shi and Eberhart [15] introduced 

another technique for PSO, known as the "inertia weight method," which incorporates weight 

with velocities. The updated velocities and positions are measured in this method by the 
equations (6), (5)  

 

 𝑣𝑖𝑑𝑛+1 = 𝑤𝑣𝑖𝑑𝑛+ 𝑐1𝑟𝑎𝑛𝑑()(𝑃𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑑) + 𝑐2𝑟𝑎𝑛𝑑()(𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑑).   (6)  
 

Here this added weight, w, balances the global and local search, and the value of w can be a 

positive constant, a positive linear or nonlinear function of time. Another discrepancy of PSO 

proposed by Clerc [16] is known as the “constriction factor method”. This method updates 
particle velocities and positions using equations (7) and (8).  

 

 𝑣𝑖𝑑𝑛+1 = 𝑘[𝑣𝑖𝑑𝑛+ 𝑐1𝑟𝑎𝑛𝑑()(𝑃𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑑) + 𝑐2𝑟𝑎𝑛𝑑()(𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑑)].   (7)  
 

 𝑘 .      (8)  

Where 𝛿 = 𝑐1 + 𝑐2, 𝛿 > 4 

 

Enhancing social interaction among swarms is a crucial factor in improving the performance of 
the PSO algorithm. To achieve this, Zhao et al. [17] proposed a variation of PSO that extends the 

original algorithm by effectively influencing the global optimal solutions through enhanced 

social interaction among swarms.  
 

3. METHODOLOGY 

 

This section presents a new approach that combines Particle Swarm Optimisation and 

Association Rule Mining, building upon the background knowledge discussed earlier. The 
detailed process is depicted in Figure 1.  
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Figure 1: The proposed PSO-based ARM algorithm 

 

3.1. The Proposed Algorithm  
 

The proposed algorithm consists of two main modules: pre-processing and rule generation. The 

pre-processing module is responsible for data preparation and fitness evaluation of individuals, 
while the rule generation module finds the optimal threshold value for a given database.  

 

Firstly, the data is discretised and converted into a binary transaction format to facilitate the 
frequent itemset scanning. Then, the particle swarm optimisation technique updates the 

population based on the quality of each particle, and the PSO iteration continues until either all 

individuals achieve the same result or a predefined iteration limit is reached.  
  

3.2. Pre-Processing of Algorithm  
 
The ARM requires categorical data, but real-world data is often not in a categorical form and 

therefore needs to be transformed. There are several techniques available to transform data into a 

discretised form, including unsupervised methods such as equal width, equal frequency, k-
means, and supervised methods such as decision trees. In this study, the equal-width technique 

was used to maintain consistency with the item values.  

 

To speed up the scanning process and facilitate the calculation of support and confidence values, 
Wur and Leu's binary transformation technique [18] was employed to transform the transaction 

data into a binary format. Figure 2 illustrates the transformation process for five distinct items 

labelled Item 1 through Item 5, where each transaction record T1, . . . T5 contains one or more 
items. In the binary transformed data, each column represents a distinct item, and each row 

represents a transaction.  

 

 
 

Figure 2: Transaction data transformation  
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3.3. PSO based ARM Algorithm  
 

To ensure all important and semi-important rules are included in the results, this study considers 
them in a way that small threshold values are defined to generate a search space for 

implementing the evolutionary process. The fitness value of each particle is determined using 

Kung's fitness function [19]. The function is shown in equation (9):  
 

 𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝑅) = 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝑅) × log⁡(𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝑅) × 𝑙𝑒𝑛𝑔𝑡ℎ(𝑅) + 1.   (9)  

 

The equation above defines the confidence(R), support(R), fitness value, and length of rule type 
R. Apriori definitions were utilised to measure the support and confidence values. The PSO 

evolutionary process begins with generating an initial population that will be updated by the 

local and global best performance of each particle. In this study, the initial population was 
randomly selected from predefined rules. The global best value is the particle with the maximum 

fitness value. The local best value of each particle is modified according to equations (4) and (5). 

The PSO evolution process measures the updated position to select the iterative population 
closest to the best value quickly. The termination criteria for this PSO evolution are when all 

particles achieve the same best results in terms of fitness value or position.  

 

4. MODEL EVALUATION, RESULTS AND DISCUSSION 
 
In this study, we utilised the heart disease datasets [20] from the UCI machine learning database 

to explore the performance of the proposed PSO-based ARM algorithm. In these datasets, the 

heart disease dataset contains 11025 records with 14 columns. This data is real and of categorical 
type, and the columns are age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, slope, 

ca, thal and target. The sample heart disease data is shown in Table 1.  

 
Table 1: Sample Heart disease dataset  

 
age: Age of the patient in years; cp:chest pain type; 

sex: Gender of the patient;  

chol: serum cholesterol in mg/dl; trestbps :resting blood 

pressure;  

restecg: resting electrocardiographic results; fbs: fasting 
blood sugar; exang:  exercise  induced  angina; 

 thalach: maximum heart rate achieved; slope: 

the slope of the peak exercise;  

oldpeak: depression induced by exercise relative to rest; 

target:outcome of the disease;  

ca: number of major vessels (0-3) colored by fluoroscopy;  

 

4.1. Mining Results with PSO-based ARM  
 

For our research, we extracted age, sex, cp, trestbps, chol, fbs, restecg, thalach, oldpeak, thal, and 

target column values from the heart disease dataset. We transformed the real-type column values 
of age, trestbps, chol, and thalach into discretized form to derive meaningful rules. The 

remaining categorical columns were renamed.  

 
To obtain initial rules, we used the FPGrowth [21] algorithm, followed by applying the PSO 

technique on those rules. The fitness of each rule was measured by calculating its support and 
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confidence values. In this experiment, equation (9) was used to evaluate the fitness of each 
particle.  

 

Figure 3 illustrates the number of generated frequent itemsets across different medical datasets 

with varying support values. Increasing support values indicate stronger itemsets being 
generated.   

 

The relationship between the number of generated rules and the variation of confidence values 
across different datasets is illustrated in Figure 4. Higher confidence values indicate stronger 

rules. To generate these confidence values, we used the proposed PSO-Based ARM method with 

various population sizes.  

 
 

Figure 3: Relationship between minimum support and number of frequent Itemsets   

 

 
 

Figure 4: Relationship between minimum confidence and number of rules   

 
To examine the relationship among data attributes, we categorised the heart disease dataset into 

four groups: patients diagnosed with positive heart disease, patients diagnosed with negative 

results, heart disease cases with female gender, and heart disease cases with male gender. Table 3 
displays the strongest frequent itemsets, and Table 4 shows the strongest rules with the best 

support and confidence values measured by our proposed algorithm for heart disease data with a 

target value of disease type.  
 

Overall, our proposed algorithms demonstrate excellent performance in terms of execution time 

and mining strong frequent itemsets and rules with high support and confidence values.  

For patients diagnosed with negative heart disease, the most robust frequent itemsets and rules 
are presented in Table 5 and 6, respectively.   
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Table 3: Strongest frequent itemsets from “target=disease” type filtered data.  

 

Support  Itemsets  

0.26616  (target→disease)  

0.226236  (fbs→0)  

0.201521  (thal→fixed defect)  

0.226236  (target→disease, fbs→0)  

0.201521  (target→disease, thal→fixed defect)  

 
Table 4: Strongest rules from “target→disease” type filtered data  

 
Antecedents  Consequents  Antecedent 

support  

Consequent 

support  

Support  Confidence  

(fbs→0)  (target→disease)  0.226236  0.26616  0.226236  1  

(thal→fixed 

defect)  
(target→disease)  

0.201521  0.26616  0.201521  1  

 
Table 5: Strongest frequent itemsets from “target→no-disease” type filtered data  

 
Support  Itemsets  

0.675351  (target→no-disease)  

0.547094  (fbs→0)  

0.54509  (chest-pain-type→0)  

0.543086  (sex→male)  

0.547094  (target→no-disease, fbs→0)  

0.54509  (chest-pain-type→0, target→no-disease)  

0.543086  (target→no-disease, sex→male)  

 
Table 6: Strongest rules from “target→no-disease” type filtered data t 

 

 

4.2. Evaluation of Performance  
 

In this section, a comparison is made between our proposed algorithm, PSO-based ARM, and 

PSO-GES [22], regarding variations in computational time with respect to population size and 
iterations. The dataset used for this analysis is the heart disease dataset consisting of 499 

transaction records with 104 items. To prepare the summary matrix of PSO-GES, two 

transactions were used in each partition. The computational time was measured for one iteration 
with varying population size and for particle size 5 with varying iterations.  

Antecedents  Consequents  Antecedent 

support  

Consequen 

support  

Support  Confidence  

(fbs→0)  (target→no-disease)  0.547094  0.675351  0.547094  1  

(chest-pain- 

type→0)  
(target→no-disease)  0.54509  0.675351  0.54509  1  

(sex→male)  (target→no-disease)  0.543086  0.675351  0.543086  1  
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Figure 5: Relationship between population size and execution time.  

 

 
 

Figure 6: Relationship between number of iterations and execution time.  

 
Figures 5 and 6 depict the comparison between the proposed algorithm and PSO-GES with 

respect to population size and the number of iterations, using a logarithmic y-axis. Both figures 

demonstrate that the proposed algorithm performs better than the PSO-GES algorithm. 
Furthermore, it is observed that when the number of items in transaction data is 300, PSO-GES 

exhibits a higher computational time.  

 

5. CONCLUSIONS 

 
The discovery of significant and useful knowledge is crucial when dealing with large datasets. 

Therefore, it is essential that the tools used to extract knowledge from these datasets produce 

reliable and understandable results. Association Rule Mining (ARM) is one such technique, but 
it is limited by the difficulty in selecting optimal thresholds for support and confidence. 

Automating the selection of these thresholds would make the ARM technique more practical and 

widely accepted.  

 
In summary, this study proposed a PSO-based optimisation technique that integrates with the 

ARM process to efficiently select threshold values for support and confidence and extract the 

most important knowledge from the data. The proposed algorithm was tested on various medical 
datasets, and the results demonstrate its ability to identify data relationships and diagnose 

diseases. Moreover, the algorithm's performance in terms of execution time was evaluated and 

found to be satisfactory with varying population size and iterations.  
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