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ABSTRACT 
 
Arabic named entity recognition (NER) is a challenging problem, especially in conversational 

data such as social media posts. To address this problem, we propose an Arabic weak learner 

NER model called ANER-HMM, which leverages low quality predictions that provide partial 

recognition of entities. By combining these predictions, we achieve state of the art NER 

accuracy for cases for out-of-domain predictions. ANER-HMM leverages a hidden markov 

model to combine multiple predictions from weak learners and gazetteers. We demonstrate that 

ANER-HMM outperforms the state-of-the-art Arabic NER methods without requiring any 

labeled data or training deep learning models which often require large computing resources. 
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1. INTRODUCTION 
 

Named entity recognition (NER) is the process of extracting proper nouns from text and 
identifying their type (e.g. person, organization) and span (starting and ending characters). NER 

is an important step in information extraction, network and knowledge graph construction, trend 

analysis and other tasks.  
 

Conversations pose a unique challenge for NER.  The syntax varies both in spelling and sentence 

structure compared to more formal documents, like news or Wikipedia articles. In this work, we 

focus on Twitter as a proxy for other types of chat data. Tweets are usually short, informal, and 
contain non-standard language, making them difficult to analyze using traditional natural 

language processing techniques.  

 
Arabic poses additional challenges for NER.  First, in terms of NER research, Arabic is a low 

resource language.  Annotated datasets, especially conversational Arabic, are limited.  Most of 

the focus has been done on classical and modern standard Arabic NER, but the work on social 
media or conversational Arabic NER is limited.  Second, Arabic does not contain the syntax 

features, like capitalization, which are effective for NER in other languages like English. Third, 

Arabic is a very varied language. It consists of three classes: Classical, Modern Standard, and 

Colloquial. Classical Arabic is used for religious texts like Quran. Modern Standard Arabic is the 
formal Arabic that is taught at schools and used in media, corporate communications, legal texts 

and translations. Colloquial Arabic is the spoken form of Arabic and it differs from region to 

region. The difference between dialects can be very significant. Informal conversations and 
majority of social media posts are in Colloquial Arabic. These forms of Arabic vary enough that 

an NER model trained on one form performs poorly on other forms [7]. 

https://airccse.org/csit/V13N16.html
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To address these challenges, we propose an Arabic weak learner NER model called ANER-
HMM, which leverages low quality predictions to provide partial recognition of entities.  By 

combining these predictions, we achieve higher NER accuracy.  ANER-HMM leverages a hidden 

markov model (HMM) similar to Lison et al. [12] to combine multiple predictions from weak 

learners and gazetteers.  We demonstrate that ANER-HMM outperforms the state-of-the-art 
Arabic NER methods without requiring any labeled data or training deep learning models which 

often require large computing resources. To the best of our knowledge, the weak supervision has 

not been applied to the Arabic NER problem. 
 

The remainder of the paper is as follows.  In Section 2, we present related work.  In Section 3, we 

propose ANER-HMM. Our results are presented and discussed in Section 4, and we conclude in 
Section 5. 

 

2. RELATED WORK 
 

2.1. Weak Learners 
 

Weak supervision is a machine learning approach that combines noisy labels with limited overlap 

to label a larger training set. Rather than labeling training data by hand, researchers and analysts 
write labeling functions, which use patterns and external knowledge sources to label the data.  

Each labeling function will have different levels of coverage and precision.  Some will overlap 

(i.e., label the same phrase) while others may be disjoint.  Next, each labeling function is scored 
and weighted by its roughly estimated performance. Finally, a machine learning model is trained 

to combine predictions (based on their probability scores rather than the classes) to produce a 

more accurate model. 
 

Snorkel [14] is a popular weak learning algorithm.  Users write labeling functions and provide 

them to Snorkel. Snorkel learns a generative model over the labeling functions and uses it to 

estimate their quality and correlations. Snorkel outputs a set of probabilistic labels, which then 
can be passed to discriminative models, including deep learning models. Ratner et al. improve the 

recovered accuracy of the weak learners by using a matrix completion-style optimization 

function, and model the complexity of the estimator by the amount of unlabeled data it can 
estimate [15]. 

 

Lison et al. [12] and Safranchik et al. [16] combine scores using a Hidden Markov Model 

(HMM).  Weak learners include weak classifiers (e.g., out-of-domain NER models), gazetteers, 
casing, part-of-speech tags, and document-level relations.  They show that HMMs constitute an 

effective approach to weakly supervised sequence tagging, outperforming Snorkel. The general 

approach can be applied to Arabic, however virtually none of the labeling functions and rules 
apply. For example, Arabic does not contain capitalization. 

 

2.2. Arabic NER 
 

Arabic named entity recognition research began in 2005. NER approaches fall into two broad 

categories, rule-based and learned-based [3].  In rule-based approaches, human analysts use 
gazetteers and write rules in the form of regular expressions to identify entities in text.  Learned-

based approaches utilize machine learning to extract named entities.  Machine learning NER 

algorithms cluster into two groups, classical machine learning (e.g. Support Vector Machines, 
decision tress, etc.) and deep neural networks. For full summary of Arabic NER research, see 

[17] and [3]. We will focus on the current state of the art approaches.   
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The current state of the art (SOTA) comes from machine learning, especially deep learning.  
Algorithms use Bidirectional Long Short-Term Memory (BiLSTM), Conditional Random Fields 

(CRF), or transformers.  CRF is a graphical model where each word is linked to its entity type.  

BiLSTM learns additional context from past and future inputs [4]. BiLSTM-CRF adds a CRF 

layer to BiLSTM [4].   
 

Transformer models are based on Google's Bidirectional Encoder Representations from 

Transformers (BERT) model.  BERT models are trained either on only Arabic texts [5, 10], or 
multiple languages [1, 19].  Current SOTA include AraBERT [5], ARBERT [1], MARBERT [1], 

and mBERT [19].   

 
Arabic NER datasets are not nearly as prevalent as English NER datasets, so previous work 

combined machine learning models with dictionaries or gazetteers to improve performance.  

Farasa combines predictions from a CRF model and information on whether an Arabic term's 

English translation is a named entity [8].  Liu et al. combine a CRF with a gazetteer [13]. Helwe 
et al. took a semi-supervised approach [11].  They trained an AraBERT model on ANERCorp, 

applied that model to a partially labeled Wikipedia dataset, then retrained the model on the 

combined ANERCorp and Wikipedia labels. 
 

3. METHODOLOGY  
 

Weak supervision is related to ensemble learning.  We apply a number of labeling functions to 

the data, these labeling functions have varying levels of accuracy and confidence. For each word, 
the labeling function will predict that a word is either a specific entity types or is not an entity, or 

refuse to make a prediction. We combine the predictions to form a model that is more accurate 

than any of the individual labeling functions.   
 

Labeling functions come in several forms.  Out-of-domain NER models are classifiers and neural 

networks trained on large corpora from different domains, e.g., news articles.  Gazetteers are 
dictionaries of entities. They act as a lookup table for names of people, countries, organizations, 

etc.   

 

An aggregation model combines the output of the labeling functions to a single layer of 
annotation [12].  Similar to Lison et al. [12], we use a Hidden Markov Model (HMM) for 

aggregation.  HMM does not require labelled data, which makes it advantageous for settings 

where labeled data is not available or very limited. 
 

3.1. Weak Learners 
 
We incorporate the following 5 weak learners into our pipeline. 

 

 Farasa: Farasa is a combination of a conditional random field (CRF) trained mostly on 

ANERCorp and crosslingual features (e.g. phrase capitalized in English, translated 
phrase is entity in English) [8] 

 Hatmimoha (https://github.com/hatmimoha/arabic-ner): Hatmimoha pretrained an NER 

transformer model on top of a BERT model on 14,000 sentences collected from the 

internet.  Hatmimoha recognizes 9 entity types, including event and disease.  We only 

consider performance on person, organization, and location entity recognition. 

 EmnamoR (https://github.com/EmnamoR/Arabic-named-entity-recognition): Emna 
Amor trained a linear SVM model on ANERCorp. 
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 AraBERT: AraBERT is a BERT model trained on Arabic news corpus.  A feed forward 

output layer is added for NER [5]. 

 MultiBERT: A multilingual BERT model trained on the Wikipedia articles of the top 
100 languages with the largest Wikipedias.  Similarly to AraBERT, an additional feed 

forward layer is trained on top of MultiBERT for NER [9, 19]. 

 

3.2. Gazetteers 
 

We use the following gazetteers. 
 

 WikiFANE (https://sourceforge.net/projects/arabic-named-entity-gazetteer/) is an Arabic 

named entity recognition gazetteer compiled from Wikipedia.  It contains 68,343 entities 

from 50 classes. 

 NETLexicon (http://nlp.qatar.cmu.edu/resources/NETLexicon/) Azab et al. [6] 

automatically construct a bilingual lexicon of NEs paired with the 
transliteration/translation decisions in two domains.  

 ArabicNEs (https://sourceforge.net/projects/arabicnes/) Named Entities resource for 

Arabic, totalling 45,202 NEs. These NEs are extracted from the Arabic Wikipedia, and 

provided with English translation and ontological information.  

 JRC-Names is a large multilingual list of names and their spelling variants, collected 
from 220,000 news reports per day by the Europe Media Monitor (EMM) [18]. 

 GeoNames (http://www.geonames.org/) is a geography database of locations including 

country names, cities, and towns.  We select the Arabic translations of locations. 

 NileAPgazet} is Arabic persons' names gazetteer, consisting of a list of about 19K full 

names collected from public resources in addition to lists of first, male, female and 
family names [20]. 

 

3.3. Hidden Markov Model (HMM) 
 

Next, we aggregate the predictions from the weak learners and gazetteers using a Hidden Markov 

Model (HMM), proposed by Lison et al. [12]. This model is suited for sequence labelling tasks 
and able to include probabilistic labelling predictions, with the states corresponding to the output 

labels. The probability of being in a particular state given a token i and the labeling function λj is 

drawn from a Dirichlet distribution with parameter αj
S.  The transition matrix is an inverse logit 

function of the parameters to the transition probability matrix. The transition matrix and α vectors 
are estimated using the Baum-Welch algorithm.  The initial distribution of the latent states and 

the initial transition probabilities are drawn from Dirichlet distributions based on counts from the 

most reliable labelling function.  The α vectors are initialized based on the precision and recall of 
each of the labelling functions j for a given label k. For more detail, see [12]. 

 

4. EVALUATION 
 

4.1. Data 
 

4.1.1. Training Data 

 

 CALC2018 [2] dataset is from the CALCS 2018 task.  Tweets are either in modern 

standard Arabic or Egyptian Arabic by 12 Egyptian political figures.  We split the 

training set from this task into training and validation sets. The training set contains 

10,102 tweets. The gold data labels provided with this dataset are not used for training. 
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4.1.2. Test Data 
 

 Darwish [7] scraped Arabic language tweets from Twitter from November 23, 2011 to 

November 27, 2011.  This dataset contains 1,423 tweets and 26k tokens. 

 CALC2018 [2] is dataset from the CALCS 2018 task.  We use the development set from 

this shared task as a test set. Labels are publicly available for the development set but not 

for the testing set.  The development set contains 1,122 tweets. 
 

4.2. Metrics 
 

We evaluate our named entity recognition on the most common entities (person, organization, 

and location) due to their prevalence across all data sets (including those our weak learners were 

pre-trained on). We calculate precision, recall and F1 score for each of the three entity types. 
 

4.3. Baselines 
 

We compare the performance of HMM to Snorkel [14] and majority vote.   

 

Snorkel is a weak learning platform which statistically combines the prediction of labeling 
functions with varying degrees of accuracy to label unlabeled data. A machine learning algorithm 

is trained from the labels Snorkel produces [14]. 

 
Majority Vote (MV) predicts the label with the highest frequency.  The labeling functions 

predict most words to be a non-entity, so at least a threshold T algorithms must predict the term 

or phrase as an entity before MV is applied. 
 

4.4. Results 
 

Table 1: Evaluation results on CALC2018 and Darwish datasets for entity type PERSON; F1 score is 
followed by precision and recall in parentheses 

 
Model CALC2018 Darwish 

Majority Rule 0.15(0.08/0.63) 0.10(0.05/0.77) 

Farasa 0.46(0.56/0.39) 0.94(0.90/0.99)* 

Hatmimoha 0.62(0.65/0.59) 0.62(0.58/0.67) 

EmnamoR 0.12(0.16/0.10) 0.13(0.13/0.14) 

AraBERT 0.66(0.74/0.60) 0.59(0.56/0.61) 

MultiBERT 0.47(0.56/0.41) 0.45(0.42/0.50) 

Snorkel 0.15(0.09/0.61) 0.10(0.05/0.71) 

HelweFS 0.61(0.64/0.58) 0.62(0.55/0.71) 

ANER-HMM 0.70(0.70/0.70) 0.64(0.63/0.64) 
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Table 2: Evaluation results on CALC2018 and Darwish datasets for entity type LOCATION; F1 score is 

followed by precision and recall in parentheses 

 

Model CALC2018 Darwish 

Majority Rule 0.35(0.24/0.69) 0.31(0.22/0.51) 

Farasa 0.64(0.65/0.62) 0.97(0.97/0.98)* 

Hatmimoha 0.50(0.64/0.41) 0.46(0.74/0.34) 

EmnamoR 0.60(0.72/0.51) 0.48(0.79/0.34) 

AraBERT 0.69(0.72/0.67) 0.55(0.74/0.43) 

MultiBERT 0.62(0.65/0.60) 0.55(0.80/0.41) 

Snorkel 0.37(0.26/0.59) 0.37(0.28/0.53) 

HelweFS 0.61(0.58/0.64) 0.61(0.70/0.54) 

ANER-HMM 0.72(0.76/0.68) 0.59(0.89/0.44) 

 

Our performance is summarized in Tables 1, 2, and 3. We include performance of each of the 

weak learners as well as our baselines. Farasa* has very high performance on Darwish dataset 
and we hypothesize that Twitter data must have been part of the training data for the Farasa 

version we used. We retrain our model without Farasa before we run it on Darwish test set. We 

also compare ANER-HMM to Helwe's fully supervised approach [11]. Helwe presented several 
state-of-the-art approaches that did not require labeled in-domain data for training. We chose his 

fully supervised model (HelweFS) since we had access to its code, and ran it on both of our test 

datasets. 

 
Table 3: Evaluation results on CALC2018 and Darwish datasets for entity type ORGANIZATION; F1 

score is followed by precision and recall in parentheses 

 
Model CALC2018 Darwish 

Majority Rule 0.09(0.05/0.60) 0.09(0.05/0.42) 

Farasa 0.19(0.17/0.21) 0.92(0.88/0.98)* 

Hatmimoha 0.26(0.17/0.54) 0.37(0.31/0.44) 

EmnamoR 0.01(0.01/0.01) 0.02(0.03/0.02) 

AraBERT 0.16(0.13/0.19) 0.30(0.41/0.24) 

MultiBERT 0.18(0.19/0.17) 0.18(0.24/0.15) 

Snorkel 0.12(0.07/0.60) 0.51(0.09/0.51) 

HelweFS 0.11(0.11/0.11) 0.37(0.41/0.33) 

ANER-HMM 0.29(0.25/0.34) 0.32(0.39/0.27) 

 
ANER-HMM strongly outperforms both baselines. It significantly outperforms HelweFS on the 

CALC2018 dataset for all entity types and it also outperforms Helwe on entities of type PERSON 

in Darwish dataset. 
 

5. CONCLUSION 
 

We have presented Arabic weak learner NER model called ANER-HMM, which leverages low 

quality predictions that provide partial recognition of entities. By using hidden markov model to 
combine these predictions, we achieve state of the art NER accuracy for cases of out-of-domain 

predictions. We have demonstrated that ANER-HMM outperforms the state-of-the-art Arabic 

NER methods without requiring any labeled data or training deep learning models. For future 
work we plan to experiment with Arabic and multilingual large language models and utilize them 
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as potentially very powerful labeling functions.  We also plan to train a model that would 
improve gazetteer annotation precision as well as include additional weak learners and gazetteers. 
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