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ABSTRACT 
 
Several studies discuss airplane failure prediction due to bird strikes. However, these studies need 

to analyze further the imbalance in their dataset. Our research aim is to create an airplane failure 
prediction by bird strike using a machine learning method optimized using GA feature selection. 

GA feature selection uses AUC maximization as the objective function to tackle imbalance 

problems in the bird strike dataset. First, we obtained the airplane bird strike dataset from 

Kaggle. We carry out preprocessing on the dataset. We then compared and chose one of four state-

of-the-art machine learning methods: SVM, MLP, logistic regression, and random forest. The 

selection process involves oversampling methods, synthetic minority oversampling technique 

(SMOTE), and optimum threshold selection, which involves geometric mean (g- mean) and area 

under curve (AUC) values. Finally, we optimize airplane failure prediction by performing AUC 

maximization using GA feature selection. Our test results show that random forest is the best 

machine learning method in airplane failure prediction compared to SVM, logistic regression, and 

MLP. SMOTE can increase random forest AUC from 0.845 to 0.878. Finally, the random forest 
model from ImbGAFS is better than the conventional method without feature selection. The 

increase in the AUC value is from 0.878 to 0.889. Then, after carrying out optimal threshold 

selection, ImbGAFS+random forest also has better sensitivity, specificity, and g-mean than 

conventional methods. The increase is from 0.7737, 0.8350, and 0.8037 to 0.8033, 0.8301, and 

0.8166, respectively. 
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1. INTRODUCTION 
 

Birds are warm-blooded vertebrate living things, identifiable by their beaks, feathers, and flight 
abilities. They have a wide range of varieties found in ecosystems around the world [1]. These 

animals are widely known for their uses, including pest control and plant seed dispersal. They 

also have cultural and aesthetic values due to their shapes and songs [2]. However, on the other 

hand, birds also often bring bad impacts, namely as agricultural pests, spreaders of disease, and 
disrupt flights [3]. Airplane bird strike is a term to describe an airplane colliding with a bird or a 

group of birds, which can cause disruption to the aircraft and threaten the bird's safety. 

 
There have been many studies that have also tried to predict airplane failure using machine 

learning. Celikmih et al. [4] predicted the number of airplane equipment failures using data such 

as the number of equipment dismantled, the duration the equipment has been used to fly, and the 

https://airccse.org/csit/V13N16.html
https://doi.org/10.5121/csit.2023.131614


204         Computer Science & Information Technology (CS & IT) 

number of equipment that has been unplanned. That study used three prediction regression 
methods: multi-layer perceptron (MLP), support vector machine (SVM) regression, and linear 

regression. Lu et al. [5] applied the remaining useful life (RUL) of the aircraft engine using 

logistic regression. That method is supported by a multi-sensor prognostic model using the novel 

Kalman filter online sequential extreme learning machine (KFOS-ELM). In addition, Yan et al. 
[6] used random forest for aircraft engine fault diagnosis. Comparing MLP, SVM, linear 

regression, and random forest for airplane failure prediction caused by bird strikes is a research 

opportunity. 
 

The optimum machine learning model selection performance can still be improved by feature 

selection, where the genetic algorithm (GA) is one of the superior feature selection methods. 
Toma et al. [7] used GA for feature selection for fault detection on induction machine bearings. 

The model used is a decision tree. Chui et al. [8] used GA to balance recurrent neural network 

(RNN) and long short-term memory (LSTM) in RUL on turbofan engines. Using GA feature 

selection for airplane failure due to bird strikes is a research opportunity. 
 

Our research aim is to create an airplane failure prediction using a machine learning method 

optimized using GA feature selection. GA feature selection uses AUC maximization as the 
objective function. First, we obtained the airplane bird strike dataset from Kaggle. We carry out 

preprocessing on the dataset. We then compared and chose one of four state-of-the-art machine 

learning methods: SVM, MLP, logistic regression, and random forest. The selection process 
involves oversampling methods, synthetic minority oversampling technique (SMOTE), and 

optimum threshold selection, which involves geometric mean (g-mean) and area under curve 

(AUC) values. Finally, we optimize airplane failure prediction by performing AUC maximization 

using GA feature selection. 
 

To the best of our knowledge, there is no airplane failure detection due to bird strikes that utilize 

GA and AUC maximization. The following is a list of our research contributions: 
 

1. An airplane failure detection due to bird strike, which has optimum performance on an 

imbalanced dataset. 

2. A method for dealing with imbalanced datasets that combines ROC threshold selection 
and AUC maximization. 

3. ImbGAFS, a novel GA feature selection that uses ROC threshold selection as the 

objective function. 
 

The remainder of this paper is structured systematically: Section 2 discusses comprehensively 

state-of-the-art papers in airplane failure prediction by bird strike. Then Section 3 shows the 
methodology and theory at each stage. Next, Section 4 shows and compares our test results with 

state-of-the-art papers. Lastly, Section 5 emphasizes the important findings in this paper. 

 

2. RELATED WORKS 
 
Several studies discuss airplane failure prediction due to bird strikes. Nimmagadda et al. [9] 

performed airplane failure prediction by comparing k-nearest neighbors (KNN), decision trees, 

and Gaussian naïve Bayes classification. Gaussian naïve Bayes had the best performance with an 
accuracy of 0.86. Misra et al. [10] also carried out airplane failure prediction, but with models, 

namely random forest, artificial neural network (ANN), logistic regression, SVM, and extreme 

gradient boosting (XGBoost). Random forest was again the model with the best accuracy, namely 

0.79. However, these studies need to analyze further the imbalance in their dataset. 
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One of the optimization methods in the imbalanced dataset is the ROC threshold selection. Ojo et 
al. [11] used ROC threshold selection in fault detection on lithium-ion batteries. The machine 

learning method used in this research is ANN. Sadeghi et al. [12] leveraged the ROC threshold 

selection for imbalance problems in detecting diabetes mellitus. The classification model used is 

a deep neural network (DNN), while the oversampling method is repeated edited nearest 
neighbor (RENN). Using ROC threshold selection for imbalance problems in airplane failure 

prediction due to bird strikes is a research opportunity. 

 
AUC maximization, in addition to ROC threshold selection, improves prediction performance on 

imbalanced datasets. Yan et al. [13] used AUC maximization using a stochastic gradient method 

called the stochastic primal-dual algorithm. Wang et al. [14] performed AUC maximization with 
proximal SVM (PSVM) on the imbalanced dataset in composite outcomes of hospitalized 

COVID-19 patients. The AUC results were better than 25 other maximization methods. Using 

AUC maximization with ROC threshold selection is a research opportunity. 

 
Finally, the GA method is one of the most superior methods in feature selection. The use of GA 

in feature selection in Alawad's research et al. [15] improved the performance of the extra tree 

classifier, random forest, support vector machine, and KNN in identifying brain hemorrhage. In 
research by Yang et al. [16], GA is used in conjunction with the time-series feature extractor 

(Tsfresh) to extract the signal and select the best features from the IoT data stream for anomaly 

detection. The classification uses XGBoost. Using GA feature selection with g-mean threshold 
selection as the objective function is a research opportunity. 

 
Table 1. Related Works Comparison 

 

 
Reference 

Airplane 

Failure by Bird 

Strike 

ROC 

Threshold 

Selection 

AUC 

Maximization 

GA Feature 

Selection 

Nimmagadda et al. [9] Yes No No No 

Misra et al. [10] Yes No No No 

Ojo et al. [11] No Yes No No 

Sadeghi et al. [12] No Yes No No 

Yan et al. [13] No No Yes No 

Wang et al. [14] No No Yes No 

Alawad et al. [15][13] No No No Yes 

Yang et al. [16][14] No No No Yes 

Proposed Method Yes Yes Yes Yes 

 
Table 1 is a table that compares state-of-the-art papers in airplane failure detection by bird strike 

with GA and AUC maximization. The table also compares these studies with our research to 

highlight our research contribution. 
 

3. PROPOSED METHOD 
 

We propose a research methodology to achieve our research aim. First, we obtain the airplane 
bird strike dataset from Kaggle. We carry out preprocessing on the dataset. We then compared 

and chose one of four state-of-the-art machine learning methods: SVM, MLP, logistic regression, 

and random forest. The selection process involves oversampling, SMOTE, and optimum 

threshold selection methods concerning g-mean and AUC values. Finally, we optimize airplane 
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failure prediction by performing AUC maximization using GA feature selection. Fig. 1 shows our 
research methodology as a flow chart. 
 

 
Figure 1. Our proposed methodology 

 

3.1. Airplane Failure Detection by Bird Strike 
 

Airplane bird strike is a term to describe an airplane colliding with a bird or a group of birds, 
which can cause disruption to the aircraft and threaten the bird's safety. "Miracle on The Hudson" 

is one of the famous bird strike events lately was made into a film called "Sully" (2016) with 

Tom Hanks as the titular role [17]. In the film, a plane taking off is hit by a bird strike and is 
forced to make an emergency landing in the Hudson River. 

 

We obtain the bird strike dataset from Kaggle. The dataset is taken from voluntary bird strike 

data from the Federal Aviation Administration (FAA) [18]. The dataset consists of 23 columns 
and 65,611 data items. Of the 23 columns, we took the 19 most prominent columns. The 

explanation of these columns is as follows: 

 
1. 'Airport: Name': The airport the flight departs from. There are 612 airport names in the 

dataset 

2. 'Altitude bin': Range of aircraft altitudes. There are three ranges. 

3. 'Aircraft: Make/Model': Aircraft model code. There are 255 aircraft model codes. 
4. 'Effect: Impact to flight': The result of a bird strike. There are five consequences of a bird 

strike. 

5. 'FlightDate': Flight date. The unordered start date is 1 January 2005, while the last is 12 
December 2011. 

6. 'Record ID': Record ID of the bird strike event. The smallest record ID is 15205, while 

the largest is 322935. 
7. 'Effect: Indicated Damage': There are two values, "No damage" and "Caused damage." 

8. 'Aircraft: Number of engines?': Number of engines on board. The range is 1 to 4. 

9. 'Aircraft: Airline/Operator': Name of the aircraft carrier. There are 151 airline names. 

10. 'Origin State': Origin state of the aircraft. There are 58 origin states in the dataset. 
11. 'When: Phase of flight': In what phase does the bird strike occur? There are nine phases 

in the dataset 

12. 'Wildlife: Size': Bird size. There are three sizes. 
13. 'Wildlife: Species': The species name of the bird. There are 302 bird species names in the 

dataset. 

14. 'When: Time (HHMM)': Hours and minutes the incident occurred. The range is from 

00:00 to 23:59. 
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15. 'When: Time of day': There are four times of the day: "Dawn," "Day," "Dusk," or 
"Night." 

16. 'Pilot warned of birds or wildlife?': The answer is yes or no. 

17. 'Miles from airport': Distance from the nearest airport. Its range is 0 to 33. 

18. 'Feet above ground': The range is 0 to 13,000. 
19. 'Speed (IAS) in knots': The range is 0 to 300. 

 

We use 'Effect: Indicated Damage' as a label and the others as features. 
 

In the pre-processing stage, we use zero imputation to fill in the missing values in the dataset. 

Zero imputation fills the missing values with 0 [19]. Then, we use label encoding to convert 
categorical values into numerical values so that machine learning can process [20]. We perform 

feature analysis using the Pearson correlation to observe linear correlations between features [21].  

Finally, we standardize the features so each feature has a similar range [22]. 

 
We benchmark this study's four machine learning models: random forest, SVM, MLP, and 

logistic regression. Random forest is part of the ensemble learning method using bootstrap and 

aggregating (bagging) [23]. The essence of the random forest is to conduct majority voting on 
several decision trees called weak learners for generalization purposes. SVM is a classification 

method that separates training data in feature space with a hyperplane [24]. The hyperplane is a 

field that can divide the data linearly, called a dataset that is linearly separable [25]. If the dataset 
is not linearly separable, then the kernel trick is used, namely changing the dimensions of the 

feature space so that a hyperplane can be created that divides the [26] dataset in half. 

 

Furthermore, MLP is a type of ANN that has at least three layers of neurons: input, hidden, and 
output [27]. MLP goes through a learning process where, in each iteration of the learning process,  

the weights and biases of each neuron are adjusted to minimize loss to actual labels [28]. Logistic 

regression transforms the features so that each feature with a linear relationship with its label is 
pinned to a binary label [29]. 

 

3.2. ROC Threshold Selection 
 

An imbalanced dataset is when, in a dataset, the number of one label (majority label) is far 

greater than the other (minority labels) [30]. Imbalanced datasets can affect the performance of 
machine learning models, then the validity of a measurement metric [31]. Metric accuracy, 

precision, and f1-score do not reflect the ability of a machine learning model if the dataset is 

imbalanced. On the other hand, studies used sensitivity and specificity in imbalanced datasets 

with binary labels because these metrics focus on the predictive ability of each label without 
being mixed with other labels [32]. Besides that, the g-mean is also a good metric because the g- 

mean aggregates sensitivity and specificity values. 

 
ROC is also a measurement metric that can be used in imbalanced datasets because ROC is a 

curve that shows the relationship between the true positive rate (TPR) and the false positive rate 

(FPR) when the threshold in a machine learning model is changed [33]. TPR is another name for 
sensitivity and FPR = 1 - specificity. AUC is a quantitative measure of an ROC. The larger the 

AUC value, the better [34]. The algorithm in Figure 2 shows the optimal threshold selection 

algorithm. Machine learning methods generally choose a threshold that maximizes accuracy. 

However, accuracy does not reflect its actual performance in imbalanced datasets. The optimum 
threshold can be determined from the ROC curve. One point on the ROC curve reflects the TPR 

and FPR at a threshold. If we calculate the G-mean of each threshold, then the most optimal 

threshold is the one with the largest G-mean value. 
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Figure 2. The optimal threshold selection algorithm 

 

3.3. GA feature selection for AUC Maximization 
 
GA is an optimization algorithm inspired by natural selection and genetics [35]. Finding the 

optimum value in GA is an iterative process in which, at each iteration, a population with a 

certain number is generated. The population is the composition of the previous population 

(parent), mutation, and crossover. Each population is the input of an objective function, where in 
each generation, each population executes that objective function. The population selection in the 

next iteration is based on the results of executing the objective function. Our GA uses five 

iterations. The population size is 25. Mutation, crossover, and parent probabilities are all 0.3, 0.5, 
and 0.1, respectively. 

 

Because feature selection is an optimization method for a prediction model, GA can also be used 
for feature selection [36]. In our feature selection, one individual in the population represents an 

integer value from the Boolean filter of the original features. The upper boundary of the 

individual is calculated with the following equation: 

 

  
(2) 
where Fo is the number of original features. 
 

After doing GA parameter settings, GA runs where each individual operates the objective 

function in each iteration. Usually, the objective function in feature selection is accuracy. Still, in 
the case of imbalanced datasets, we propose a novel GA feature selection with the objective 

function for AUC maximization, ImbGAFS. The algorithm in Figure 3 shows the algorithm of 

the objective function. Input has a range from 0 to Upper_Boundary. Some of the uniqueness of 
ImbGAFS compared to other GA feature selections is the use of optimal threshold selection and 

G-Mean as the final metric of the objective function. Note that the ImbGAFS still adopts the 

SMOTE process. 
 

 

Figure 3. The ImbGAFS objective function algorithm 
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4. RESULTS AND DISCUSSION  
 

4.1. Results 
 

We use 6,561 data items from the dataset. In the pre-processing stage, we found 6,512 data items 
in the dataset that had missing values. We fill in the missing value with zero imputation. We run 

a Pearson correlation analysis on the features in the dataset. Figure 4 shows a heatmap of its 

Pearson correlation matrix. The most important part of this matrix is the bottom row, namely the 
correlation between features and labels. The feature with the strongest correlation is 'Effect: 

Impact to flight' with a value of -0.21. The features with the weakest correlation were 'Record ID' 

and 'Wildlife: Species.' Both of which have a Pearson correlation value of -0.01. 

 

 
Figure 4. Pearson correlation analysis on bird strike dataset features 

 

We continue pre-processing by standardizing the features. Before standardization, the average 

feature value is 308.1, while the standard deviation is 908.4. After standardization, the feature 
mean is 13 x 10-18, while the standard deviation is 1. The goal of standardization is for the mean 

to be 0 and the standard deviation to be 1. We run the label encoder. After the label encoder, the 

"Caused damage" data items become 0, while "No damage" becomes 1. There are 411 data items 

with label 0, while 6,150 data items have the label 1. Label 0 is the minority label with a 
proportion of 6.3% of the dataset. This figure categorizes the dataset into an imbalanced dataset 

with a moderate level. 
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We divide the dataset into training data and testing data. 50% of the dataset is for training data, 
while the other 50% of the dataset is for testing data. We run SMOTE on the training data as an 

oversampling method. After SMOTE, the number of training datasets with labels 0 and 1 is 

3,075. The next step is machine learning model training. We have four models to compare: 

random forest, SVM, logistic regression, and MLP. We compare each model with and without 
SMOTE. So, in total, we compared eight models. Figure 5 shows the ROC comparison of the 

eight models. SMOTE improved the performance of three models: logistic regression, SVM, and 

random forest. In MLP, SMOTE lowers the model's performance from AUC = 0.822 to AUC = 
0.787. The random forest is the model with the best performance, be it without SMOTE or with 

SMOTE. The highest performance belongs to random forest + SMOTE, with a value of 0.878. At 

the same time, the lowest performance belongs to logistic regression without SMOTE, with a 
value of 0.781. 

 
 

 

 

 

(a) (b) 

 
Figure 5. ROC comparison of four machine learning methods: logistic regression, SVM, MLP, and random 

forest: (a) Without SMOTE (b) With SMOTE 

 
We adopt the random forest model with the best performance for the next step. In the next step, 

we use optimal threshold selection based on the ROC curve from the random forest. We apply the 

algorithm in Figure 2 to the random forest model. Figure 6 is a bar chart that shows the results. 

Sensitivity, which highlights the model's ability to predict the majority label, performs better than 
after threshold selection. But with a contrast specificity score on the minority label, the g-mean 

result is 0.5199. Although sensitivity decreased, specificity increased by 2.9x. With this increase, 

the random forest g-mean after optimal threshold selection is 0.8037. Optimal threshold selection 
can increase the g-mean by 1.6x. 
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Figure 6. The influence of optimal threshold selection on sensitivity, specificity, and g-mean 

 
In the following test, we operate ImbGAFS. The first step is to carry out an objective function 

landscape analysis. Figure 7 shows the objective function landscape in our case study. The first 

aspect observed is the number of valleys in the landscape. Observation result shows many 
valleys, which indicates that there may be a trap in the local optima. The large number of valleys 

can also influence the choice of population size. A large population size amidst many valleys can 

help with wider exploration. On the influence of exploration strategies, many valleys indicate a 

complex problem. A large value of crossover probability can promote exploration. 
 

 
 

Figure 7. The objective function landscape of our ImbGAFS method 
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We ran ImbGAFS with five iterations and 25 populations. Figure 8 shows the fitness curve. The 
first aspect that can be observed is fitness improvement. Since this is a maximization problem, 

increasingly better g-mean values are a good sign. Then, in terms of convergence, since the 4th 

generation, the value has not decreased, which shows that the optimum value has been obtained. 

Finally, the sharp increase in the middle generation shows that ImbGAFS is exploring. 
 

 
 

Figure 8. The fitness curve of the ImbGAFS execution 

 

Table 2 shows the result of feature selection from ImbGAFS. We also present the Pearson 
correlation score for comparison. We sort features based on their Pearson correlation values. 

Eliminated features with the best Pearson correlation scores show that ImbGAFS has a stochastic 

method. The order of a value does not affect the generation of its value. 

 
Table 2. The Feature Selection Result of ImbGAFS 

 
Feature Name Pearson Correlation 

Score 
ImbGAFS 

Result 

’Effect: Impact to flight’ 0.20660458 Selected 

’Aircraft: Airline/Operator’ 0.14475705 Eliminated 

’Wildlife: Size’ 0.14415801 Selected 

’Speed (IAS) in knots’ 0.12556103 Eliminated 

’Aircraft: Number of engines?’ 0.1144976 Selected 

’When: Time of day’ 0.10675161 Selected 

’Aircraft: Make/Model’ 0.10560883 Selected 

’Altitude bin’ 0.09788964 Selected 

’Feet above ground’ 0.09759895 Selected 

’FlightDate’ 0.08181713 Eliminated 

’Pilot warned of birds or wildlife?’ 0.07988008 Selected 

’Airport: Name’ 0.07580298 Selected 

’When: Phase of flight’ 0.06384834 Eliminated 

’Origin State’ 0.06016311 Selected 

’When: Time (HHMM)’ 0.05944301 Eliminated 

’Miles from airport’ 0.03624733 Selected 

’Record ID’ 0.00768932 Selected 

’Wildlife: Species’ 0.00507544 Selected 



Computer Science & Information Technology (CS & IT)                                        213 

Finally, we show the random forest model results from ImbGAFS. Figure 5 shows the 
performance of the model. The first is the ROC curve. Figure 5(a) shows that the ROC from 

random forest results from ImbGAFS is better than the conventional method without feature 

selection. The increase in the AUC value is from 0.878 to 0.889. Then, after carrying out optimal 

threshold selection, ImbGAFS+random forest also has better sensitivity, specificity, and g-mean 
than conventional methods. The increase is from 0.7737, 0.8350, and 0.8037 to 0.8033, 0.8301, 

and 0.8166, respectively. 

 
 

 

 

 

(a) (b) 

 
Figure 5. The ImbGAFS+Random Forest Performances: (a) The ROC Curve (b) The threshold selection- 

based sensitivity, specificity, and g-mean. 

 

4.2. Discussion 
 
Several studies discuss airplane failure prediction due to bird strikes, such as papers [9], [10]. 

However, these studies need to analyze the imbalance in the dataset further. We see that the 

minority labels in our dataset have a proportion of 6.3% compared to the entire data set, while the 
category is moderately imbalanced. Our research contribution is an airplane failure prediction by 

bird strike, which applies various methods to deal with imbalanced datasets. 

 

One of the optimization methods in imbalanced datasets is ROC threshold selection, as used by 
previous papers in the field of lithium-ion batteries [11] and diabetes mellitus [12]. On the other 

hand, AUC maximization is a method other than ROC threshold selection to improve prediction 

performance on imbalanced datasets, which has been applied with stochastic gradient [13] and 
PSVM [14]. Using AUC maximization with ROC threshold selection is a research opportunity. 

Our research contributes to using a combination of AUC maximization and ROC threshold 

selection. 
 

Finally, the GA method is one of the most superior methods in feature selection. The use of GA 

in feature selection in the research of Alawad et al. [15] can improve the performance of extra 

tree classifier, random forest, support vector machine, and KNN in identifying brain 
haemorrhage. In research by Yang et al. [16], GA is used in conjunction with a time-series 

feature extractor (Tsfresh) to extract signals and select the best features from IoT data streams for 

anomaly detection. The classification uses XGBoost. Using GA feature selection with g-mean 
threshold selection as an objective function is a research opportunity. Our research contribution is 

a novel GA feature selection method called ImbGAFS, which can be used as feature selection to 

improve model performance on imbalanced datasets. 
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5. CONCLUSIONS 
 

We succeeded in implementing a novel method called ImbGAFS, namely GA feature selection 

for imbalanced datasets. We got an imbalanced dataset from the bird strike dataset by the FAA, 
where the imbalance dataset category is moderate, with minority labels accounting for 6.3% of 

the entire dataset. Our test results show that random forest is the best machine learning method in 

airplane failure prediction compared to SVM, logistic regression, and MLP. SMOTE can increase 

random forest AUC from 0.845 to 0.878. Finally, the random forest model from ImbGAFS is 
better than the conventional method without feature selection. The increase in the AUC value is 

from 0.878 to 0.889. Then, after carrying out optimal threshold selection, ImbGAFS+random 

forest also has better sensitivity, specificity, and g-mean than conventional methods. The increase 
is from 0.7737, 0.8350, and 0.8037 to 0.8033, 0.8301, and 0.8166, respectively. Future work can 

direct proof of the application of ImbGAFS to imbalance problems in other datasets. 
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