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Abstract. Confidentiality in our digital world is based on the security of cryptographic algorithms. These are usually executed transparently in the background, with people often relying on them without further knowledge. In the course of technological progress with quantum computers, the protective function of common encryption algorithms is threatened. This particularly affects public-key methods such as RSA and DH based on discrete logarithms and prime factorization. Our concept describes the transformation of a classical asymmetric encryption method to a modern complexity class. Thereby the approach of Cramer-Shoup is put on the new basis of elliptic curves. The system is provably cryptographically strong, especially against adaptive chosen-ciphertext attacks. In addition, the new method features small key lengths, making it suitable for Internet-of-Things. It represents an intermediate step towards an encryption scheme based on isogeny elliptic curves. This approach shows a way to a secure encryption scheme for the post-quantum computing era.
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1 Introduction

More than 50% of all internet traffic use the protocol combination of RSA with Optimal Asymmetric Encryption Padding (OAEP), i.e., in https. Also the financial market relies on RSA for online-banking, even if RSA is only cryptographic weak. Attacks on Secure Sockets Layer (SSL/TLS) following Public-Key Cryptography Standards (PKCS) #1 v1.5 show the weakness of the cryptosystem RSA. For example, the approaches of Bleichenbacher [1] could reveal the content of encrypted messages. In order to prevent such Adaptive Chosen Ciphertext Attacks (CCA2), it is necessary to use an encryption or encoding scheme that limits ciphertext malleability. To address this problem, RSA is combined with the coding scheme OAEP [2]. It is standardized in the updated PKCS#1 v2 (RFC 2437, RFC 8017). The security of OAEP has been proven secure in the random oracle model [3]. This model is typically used when the proof cannot be carried out using weaker assumptions compared to the Standard Model of Cryptography (SMC). The SMC uses only complexity assumptions for the verification. A growing body of evidence claims the insecurity of this approach [4]. Even the improved scheme OAEP+ is only proved secure against non-adaptive Chosen Ciphertext Attacks (CCA) in general. The security is still indistinguishability under CCA2 in the SMC [5, 6]. Furthermore, vulnerabilities still exist with slight variations like Return Of Bleichenbacher’s Oracle Threat since 20 years [7]. The history shows that the current improvements have not solved the problem fundamentally by modified attacks [8, 9].

However, the combination of RSA with OAEP was favored instead of using a different encryption system with inherent strength against such attacks. Nevertheless, the confidentiality of crypto systems is threatened by the rising quantum computing era. This also has a significant impact on the trustworthiness of all current blockchain applications [10] due to the public-key procedures used. More complex mathematical problems need to be
identified for cryptography as large number factorization is developed. The algorithms of Shore and Grover allow fast factorization and search. This particularly affects public-key methods based on discrete logarithms and prime factorization such as RSA and DH. To address this problem fundamentally, we enhance a public-key encryption system for the post-quantum cryptographic (PQC) age. The direction of Elliptic Curve Cryptography (ECC) has yielded new algorithms, which provides increased security. Our base is the Cramer-Shoup crypto system, which is mathematical proven secure against CCA2 in SMC [11]. This security definition is currently the strongest confidentiality proof known for a public-key crypto system. This prevents such attacks like on RSA-OEAP from the beginning. Our contribution focuses on increasing security while keeping the keys small.

In this paper, we highlight the requirements on modern crypto systems with focus on Internet of things (IoT). In our concept, we develop the Cramer-Shoup (CS) crypto system further to be resistant against quantum computing possibilities. Therefore, we adapt CS to the mathematical base of Elliptic Curves (EC). The main advantages are shorter keys, faster operations and increased security compared to the algorithms based on classical discrete logarithms. This is especially desired in lightweight cryptographic for mobile and wireless applications as in the IoT environments [12]. In addition, we provide an simple and detailed description for comprehensible implementation, also with regard to further research. Based on this approach, we will extend our solution to supersingular isogeny EC or graphs for higher protection class in a future step. This new mathematical construct is promising to be resistant to attacks via quantum computers in 21st century. Beside this, we give an overview about the development of public-key schemes and provide a performance comparison.

The structure of this paper is as follows: Section 2 describes a typical security scenario and lists the requirements for modern crypto systems. In Section 3, we provide an overview of the current state of the art with focus on EC. The main part in Section 4 describes our concept of a public-key crypto system. Then, we show the correctness of the our approach and evaluate the performance in comparison to other approaches in Section 5. Subsequently, we proof the fundamental security properties of the presented system in Section 6. A discussion on security in the post-quantum era is elaborated in Section 7. The last section summarizes our work and provides an outlook.

2 Scenario and Requirements

Our approach is based on the following common scenario for public-key encryption, see Figure 1. A sender wishes to send a confidential message to a particular recipient. For that purpose, the recipient has shared the public part of his asymmetric key on a free portal on the Internet (1). This is preferably included in a cryptographic certificate. The sender uses this public key (2) to encrypt the message (3). The encrypted message is then sent to the receiving party (4). The recipient can decrypt the message and process it based on knowledge of the corresponding private key (5). An omnipotent attacker can access both the public part of the key and the encrypted message. Therefore, the encryption method must provide cryptographically strong protection.

The following requirements are mandatory for modern crypto systems:

- Tiny keys for fast transmission
- Forward secrecy and reusable keys
- Integrated message validation
- No Malleability [14]
- Provable strong security against adaptive CPA and CCA2, highest possible security
Additionally in software engineering [15]:
- No data flow from secrets to array indices
- No data flow from secrets to branch conditions
- No padding oracles
- Centralizing randomness
- Avoiding unnecessary randomness with focus on audited deterministic functions

3 History and Related Work

Advances in quantum computing have created a need for new methods in PQC. Over the past years, different cryptography systems have been developed. Many schema can be used and combined for multiple security operations. An overview about established cryptographic systems and their security level is given in Figure 2. It shows the theoretical limits for their level of security in the different categories. As this publication focus on public-key encryption, the highest security level can only be cryptographic strong. A public-key crypto system can never be information theoretical secure due to the public-key testing possibility. The following list of encryption methods illustrates the known security levels based on their historical development. One of the first public-key crypto systems was developed by Ralph Merkle with the Merkle Puzzle, later published in 1978 [17]. Nevertheless, James H. Ellis, Clifford Cocks, and Malcolm Williamson invented public-key cryptography for the British Government Communications Headquarters in 1970 [18]. The first wide spread protocol for asymmetric cryptography is the Diffie–Hellman(-Merkle) (DH) key exchange for a non-authenticated key-agreement, since 1976 [19]. Beyond that, the first public-key scheme was developed by Rivest, Shamir und Adleman (RSA) at the Massachusetts Institute of Technology in 1977 [20]. These are based on the assumption of the hardness of the factoring problem or discrete logarithm problem (DLP). Since these systems work deterministic, it is susceptible to simple attacks. Therefore, for example RSA has to be combined with OAEP in practice nowadays [2]. The unmodified RSA is not indistinguishable for chosen plain-text attacks (IND-CPA), which is mandatory for current systems. Beside these, there are many more Public-Key schemes with the following security problems (excerpt):
Fig. 2. Overview on cryptographical systems in relation to security level [16].

- Merkle-Hellman [21]: Trapdoor knapsacks; broken [22].
- McEliece [23]: Provable hardness of decoding a general linear code (IND-CPA); proposed PQC; comparable large keys.
- Rabin [24]: Provable for factoring problem; 4-to-1 output, which leads to decryption failure.
- Chor-Rivest [25]: no feasible attack known; comparable large key.
- Elgamal [26]: Provable hardness of decisional Diffie–Hellman assumption (IND-CPA); malleable.
- NTRUEncrypt [27]: Provable hardness for correctness Ring Learning with Errors; proposed PQC; comparable large keys.
- Paillier [28]: Provable hardness of decisional composite residuosity problem (IND-CPA); malleable.

American NIST and European ENISA are currently running a competition for new methods for quantum-resistant public-key cryptographic [29–31]. CRYSTALS-Kyber has been nominated as a possible finalist [32, 33]. Contrary to our EC or Isogeny approach, Kyber is based on the hardness of solving the learning-with-errors (LWE) problem over module lattices. Thus, the keys are slightly larger with comparable security and a side-channel attack is known [34]. Besides the ring-LWE and lattice-based approach, further promising approaches for POC are considered: multivariate polynomial, code-based, hash-based, and supersingular isogeny EC. Of these, the EC approach offers the most promising potential in terms of lightweight Cryptography. The key length in EC and supersingular isogeny EC cryptography is significantly smaller than in the other cryptosystems.

In the following, a retrospective of the development of supersingular isogeny EC cryptography is given:
– 2011 Jao and De Feo [37] presented the Supersingular Isogeny Diffie-Hellman (SIDH) [38].
– 2017 Jao et al. [39] proposed Supersingular Isogeny Key Encapsulation (SIKE) as a submission to NIST PQC call.

The SIDH and SIKE approaches are the only known approaches based on supersingular isogeny. However, an active attack was found for SIDH [40, 38]. This type of adaptive attacks is fundamentally prevented with our concept. Furthermore, the NIST calls for Lightweight Cryptography to protect small electronics, we are focus on [41].

4 Concept of Cramer-Shoup with Elliptic Curve

This approach is premised on the general sender-receiver architecture, as shown in Figure 1. Our public-key encryption method is based on the approach of Cramer-Shoup (CS) [42, 43]. Here, we adapt the cryptographic strong procedure of CS to the promising base of ECC as an intermediate step to supersingular isogeny EC. The main benefit is that the key length scales linear in relation to the security level [44]. The new security relies on the Elliptic Curve Discrete Logarithm Problem (ECDLP) [45, 46]. This mathematical problem is more difficult to solve than the integer factorization problem or the classical DLP. Currently, no algorithm is known that solves the ECDLP in an efficient way. The known fastest approach is the parallelized Pollard-Rho Algorithms with approximately $O(\sqrt{p})$, where $p$ is the largest prime factor of $n$ [47].

4.1 Prerequisite

First of all, the following parameters are to be declared. The plain-text message to be secured, is described as the parameter $m$. Here it is a positive integer value, represented as binary.

For encryption, we chose two large prime numbers $p$ and $q$ secretly, where as $p = 1+2q$. This defines us the integer group $Z$ over $p$ and $q$, called $Z_p$ and $Z_q$. The group $G$ is defined as a subgroup of $Z_p$ of order $q$. A plain-text input $m$ need to be part of the Group $G$, representing the amount of possible input data. Larger information need to be divided into chunks, so that $m \in G$.

Furthermore, publicly available is a hash function $Hash$, which is a collision resistant one-way function in $Z$. This hash function $Hash$ calculates for any input values in $Z$ integer values as output. We suggest the standardized SHA3, the sponge function Keccak [48] for hardware or the more Side-Channel-Attacks robust package Skein [49] for software.

We use an EC $F_p(x)$ in the finite body modulo $Z_p$ as the basis of our encryption system, whereas $x$ is the input parameter to $F_p$. More specific, $x$ is an integer coordinate of a point $P(x, y)$ in Cartesian coordinate system. We suggest an EC $F_p(x)$ fulfilling the Weierstrass form: $y^2 = x^3 + ax + b$ The factors $a, b \in Z_p$ specifies the field $F_p$, whereas $4a^3 + 27b^2 = 0$.

For this purpose, the well-reviewed Koblitz curve SECP256k1 [50] or Montgomery curve ed25519 (RFC7748) [51] are suitable [52] for a 128-bit security level. Each EC comes with his own public starting-points, which has been identified as cryptographically fitting. These starting-points are generators of a large cyclic subgroup of the specific curve.
For these points applies $G_1, G_2 \in F_p(x)$. Currently, our two starting points $G_1(x_{g1}, y_{g1})$ and $G_2(x_{g2}, y_{g2})$ are chosen wisely random [53] in a large cyclic group.

For cryptographic operations, the following functions are described on an EC. The addition functions is defined with $pointAdd[]$ with the three parameter: the EC $F_p(x)$ itself, point $P_1$, and point $P_2$, so $F_p(P_1 + P_2) = pointAdd[F_p(x), P_1, P_2]$. The multiplication is described with $pointMult[]$ with the three parameter: the EC $F_p(x)$ itself, starting point $P$, and multiplication factor $k$, so $F_p(P_k) = pointMult[F_p(x), P, k]$. Beside these functions, we need the point conversion $pointNegate[]$, which invert the position of the point by changing the sign of the y-value.

### 4.2 Public Key Generation by Receiver

At the beginning, the receiver chooses the following five factors randomly, each $\in Z_q$: $x_1, x_2, y_1, y_2, z$. Each number should be large, favored about the same size. To create the public-key, the receiver calculates the following values, see Equation 1, 2, and 3:

$$Point\ C = F_p(x_1 G_1 + x_2 G_2) =$$
$$pointAdd[F_p(x),$$
$$pointMult[F_p(x), G_1, x_1],$$
$$pointMult[F_p(x), G_2, x_2]]$$

$$Point\ D = F_p(y_1 G_1 + y_2 G_2) =$$
$$pointAdd[F_p(x),$$
$$pointMult[F_p(x), G_1, y_1],$$
$$pointMult[F_p(x), G_2, y_2]]$$

$$Point\ H = F_p(z G_1) =$$
$$pointMult[F_p(x), G_1, z]$$

In summary, we obtain the following individual keys:

- Public-key - Points: $C, D, H$
- Private-key - Factors: $x_1, x_2, y_1, y_2, z$

In addition, we have in common the following parameters, which can also be public:

- Function $F_p(X)$ with generator points $G_1, G_2$
- Function $Hash$

For the public format, recommended representation is ANSI X.509, X9.62, and X9.63 syntax following ASN.1 structure.

### 4.3 Encryption by Sender

The sender would like to store or transmit the data $m$. For encryption, we secretly and randomly choose a multiplication factor $r \in Z_q$. The factor $r$ is chosen anew for each data $m$. Even if $q$ is unknown and therefore also $Z_q$, $r$ should automatically be part of $Z_q$. 

because \( q \) is chosen accordingly large. This factor \( r \) is used to perform point multiplications on the EC as follows, see Equation 4, 5, and 6:

\[
Point U_1 = F_p(r G_1) = pointMult[F_p(x), G_1, r] \\
Point U_2 = F_p(r G_2) = pointMult[F_p(x), G_2, r] \\
Point E = F_p(r H + m) = pointAdd[F_p(x), pointMult[F_p(x), H, r], m]
\]

There we obtain the three points \( U_1, U_2, \) and \( E \) of the EC.

To protect against tampering and to ensure integrity, one hash value \( \alpha \) is calculated over the three points, see Equation 7:

\[
\alpha = H(U_1, U_2, E)
\]

This hash value must also be encrypted before transmission, see Equation 8:

\[
Point V_{\text{enc}} = F_p(r C + r \alpha D) = pointAdd[F_p(x), pointMult[F_p(x), C, r], pointMult[F_p(x), D, r \times \alpha]]
\]

The encrypted data \( enc{m} \) for transmission consists of the following components, see Equation 9:

\[
enc{m} = \{U_1, U_2, E, V\}
\]

4.4 Decryption by Receiver

The recipient first verifies the integrity of the received message. For this purpose, we calculate alpha again and compare it with the encrypted version, see Equation 10 and 11:

\[
\alpha = H(U_1, U_2, E) \\
Point V_{\text{dec}} = F(V) = F_p(x_1 U_1 + \alpha y_1 U_1 + x_2 U_2 + \alpha y_2 U_2) = pointAdd[F_p(x), pointAdd[F_p(x), pointMult[F_p(x), U_1, x_1]], pointMult[F_p(x), U_1, y_1, \alpha], pointAdd[F_p(x), pointAdd[F_p(x), pointMult[F_p(x), U_2, x_2], pointMult[F_p(x), U_2, y_2, \alpha], pointMult[F_p(x), U_1, z]]]
\]

If \( V_{\text{enc}} \) and \( V_{\text{dec}} \) matches, the received message is unaltered and belongs to the same random number \( r \).

For the decryption of the message, the factor \( r \) is extracted from the two points \( U_1 \) and \( E \) and the factor \( z \) is indirectly extracted from the point \( H \), see Equation 12.

\[
dec{m} = F_p(E - z U_1) = pointAdd[F_p(x), E, pointNegate[pointMult[F_p(x), U_1, z]]]
\]
5 Evaluation

In the following, the correct operation of the approach is first demonstrated. The subsequent performance comparison puts our approach in relation to comparable systems.

5.1 Proof of Correctness

For a better comprehensibility and compact notation, the description is done without the continuous specification of the elliptic curve $F(x)$. The correctness of our system is given by:

$$
(x_1 + y_1 \alpha) U_1 + (x_2 + y_2 \alpha) U_2 \\
= x_1 U_1 + x_2 U_2 + y_1 \alpha U_1 + y_2 \alpha U_2 \\
= r x_1 G_1 + r x_2 G_2 + r y_1 \alpha G_1 + r y_2 \alpha G_2 \\
= r (x_1 G_1 + x_2 G_2) + r \alpha (y_1 G_1 + y_2 G_2) \\
= r C + r \alpha D = V.
$$

(13)

Since $z U_1 = r H$, $\text{dec}(m) = \{U_1, U_2, E, V\}$

$$
= E \times (-z U_1) = E \times (-r H) = m.
$$

(14)

So, our system is working properly.

5.2 Preliminary Performance Comparison

The implementation of our schema is done from an academic perspective in Java without any special optimizations. It serves to verify and validate the correct functioning. The performance of the algorithms is highly dependent on proper implementation and mathematical realization. The Table 1 shows a preliminary comparison of the speeds of different encryption algorithms on an Intel Core i7-8565U CPU 1.80GHz. We used freely available sources as reference implementation for RSA with Chinese-Remainder-Theorem 1, ECDH 2, SIDH 3, and Kyber 4. The time is measured in milliseconds.

<table>
<thead>
<tr>
<th></th>
<th>RSA (4096)</th>
<th>ECC (256)</th>
<th>CS (256)</th>
<th>THIS (256)</th>
<th>ECDH (secp256k1)</th>
<th>SIDH (P751)</th>
<th>Kyber (1024)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size Pub. K.</td>
<td>512 B</td>
<td>32 B</td>
<td>1 KB</td>
<td>64 B</td>
<td>32 B</td>
<td>564 B</td>
<td>1.5 KB</td>
</tr>
<tr>
<td>Size Pri. K.</td>
<td>512 B</td>
<td>32 B</td>
<td>1 KB</td>
<td>64 B</td>
<td>32 B</td>
<td>48 B</td>
<td>3.1 KB</td>
</tr>
<tr>
<td>Agreement</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>416</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Encryption</td>
<td>116</td>
<td>19</td>
<td>3</td>
<td>411</td>
<td>-</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Description</td>
<td>4</td>
<td>7</td>
<td>1</td>
<td>43</td>
<td>-</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>Initialisation</td>
<td>17.700</td>
<td>397</td>
<td>3</td>
<td>473</td>
<td>682</td>
<td>687</td>
<td>152</td>
</tr>
</tbody>
</table>

The ECDH and SIDH [54] method require more computing power than our approach and the key cannot be reused. The speed of RSA depends heavily on the key size, especially the key generation. However, RSA requires further power through OAEP and key validation, which is not included here. The more complex basis of our schema requires correspondingly more computing power to guarantee the desired security. Only the optimized implementation of Kyber for the NIST competition is faster, requiring larger keys 5.

1 https://github.com/YYZ/RSA
3 https://github.com/Art3misOne/sidh
4 https://github.com/fisherstevenk/kyberJCE
5 https://pq-crystals.org/kyber/
6 Proof: Secure against adaptive-choosen ciphertext attacks

Our presented crypto schema is cryptographic strong, so we can proven the resistance against CCA. The evidence for CPA is therefore obsolete. In short, even without having to get too deep into the proof, we refer to existing once for the fundamental CS schema [11, 55, 5]. However, against ECC have been identified some theoretical attack approaches [56]. A part of them use the currently strongest attack vector based on active attacks, which is directly countered by our schema.

The proof on security is given by contradiction based on the EC $F(x)$ and follows [55, 57]. The main advantage of the proof is that it does not relay on a zero-knowledge assumption.

6.1 DDH Assumption

The security is based on the mathematical problem of the Decisional Diffie-Hellman (DDH) triples as computational hardness assumption. This means that the triples $\{g^a, g^b, g^{ab}\}$ with random $a$, and $b$ are independent from non-Diffie-Hellman triples $\{g^a, g^b, g^c\}$, where $a$, $b$, and $c$ in the multiplicative cyclic group $G$ of order $q$ with generator $g$, discrete logarithms are indistinguishable and cannot be computed efficiently.

6.2 CCA Assumption

We assume a decryption "oracle" that correctly decrypts any given ciphertext. An attacker chooses two messages $m_1$ and $m_2$, where $m_1 \neq m_2$. These both messages are send to an encryption service, which only returns randomly one of the messages encrypted. The attacker is allowed a polynomial-time access to our decryption "oracle", also after obtaining a ciphertext returned from the encryption service. The direct transmission of a ciphertext is excluded in this case. The attacker now guesses which message the encryption service has provided. If this fits better with a probability than $1/2 + \delta$, then the opponent has an advantage defined by $\delta$.

A crypto system is said to be indistinguishable chosen ciphertext attacks (IND-CCA) secure, if the advantage $\delta$ is negligible for any polynomial time attacker.

6.3 IND-CCA 1 - non-adaptive Security

From the public key, the attacker can get the information:

$$D = G_1^{y_1} + w G_1^{y_2}$$  \hspace{1cm} (15)

For a query $< U_1, U_2, E, V >$, we obtain

$$U_1 = G_1^{r_1}, \ U_2 = G_2^{r_2}, r_1 \neq r_2$$  \hspace{1cm} (16)

If it is accepted, then $V = U_1^{y_1} U_2^{y_2}$, i. e. the following:

$$V = r_1 G_1^{y_1} + r_2 w G_1^{y_2}$$  \hspace{1cm} (17)

Since these equations are linearly independent, this happens with only negligible probability. Based on the validity check, the cases can be proved and the schema is IND-CCA 1 secure.
6.4 IND-CCA 2 - adaptive Security (Validity Checking Failure)

For this proof, we need to divide the value of the secret key $z$ in $z_1$ and $z_2$. From the public key $V$, the attacker can get the following information:

\[ H = G_1^{z_1} \times w G_1^{z_2} \]  

(18)

Suppose that this is not a DDH tuple:

\[ D = \{ U_1 = G_1^{r_1}, U_2 = G_2^{r_2}, r_1 \neq r_2 \} \]  

(19)

Then the challenge ciphertext is as follows:

\[
\text{enc}\{m\} = < U_1, U_2, E_{DDH}, V_{dec} > = \\
< U_1, U_2, U_1^{x_1} U_2^{x_2} m, U_1^{y_1} U_2^{y_2} U_1^{z_1 \alpha} U_2^{z_2 \alpha} >, \\
\text{where } \alpha = \text{Hash}\{U_1, U_2, E\}
\]  

(20)

Therefore, the attacker can get the following information:

\[ H = r_1 U_1^{y_1} + r_2 w U_2^{y_2} + r_1 G_1^{z_1 \alpha} + r_2 w G_1^{z_2 \alpha} \]  

(21)

If the attacker queries an invalid ciphertext to the decryption oracle, say:

\[
< U'_1, U'_2, E', V' >, \\
\text{where } U'_1 = G_1^{r'_1}, U'_2 = G_2^{r'_2} \text{ and } r'_1 \neq r'_2
\]  

(22)

As for this decryption query, we should consider the followings cases:

- If $< U_1, U_2, E > = < U'_1, U'_2, E' >$ then $V \neq V'$.
  This query will always be rejected.
- If $< U_1, U_2, E > = < U'_1, U'_2, E' >$ then $V = V'$.
  Since Hash is collision-resistant and the attack runs in polynomial time, this happens with only negligible probability.
- If $\text{Hash}\{U_1, U_2, E\} \neq \text{Hash}\{U'_1, U'_2, E'\}$:
  And if the ciphertext is accepted by the oracle, it should satisfy the following:
  \[ H' = r'_1 U_1^{y_1} + r'_2 w U_2^{y_2} + r'_1 G_1^{z_1 \alpha'} + r'_2 w G_1^{z_2 \alpha'}, \]
  where $\alpha' = \text{Hash}\{U'_1, U'_2, E'\}$.
  Since the above equations are linearly independent, this happens only with negligible probability.

Based on the validity check, all cases can be proved and the schema is IND-CCA 2 secure.

This is currently the strongest notion of security. In addition, our cryptographic system is highly efficient in terms of computation, especially in the context of hybrid systems for encryption and signature. In addition, the comparatively small key size enables the system to be used in mobile and wireless applications with low transmission bandwidth, such as smart cards. This also makes it ideal for the Internet of Things and banking.

7 Security discussion: Post-Quantum Cryptography

Peter Shor developed a polynomial time quantum computer algorithm to solve integer factorization problem and DLP [58]. Cryptographic schemes based on pure EC might be not be secure for future, due to the rapid development of quantum technology and data storing possibilities. What cannot be cracked today can be stored for later decryption [59].
Currently, a quantum computer needs for breaking an ECC with 256 bit keys (128 bit security level) about 2330 qbits and 126 billion Toffoli gates [60]. This exceeds any current quantum computing approach of currently less than 400 Qbits and appears to be more than a decade in the future. According to NIST and the German BSI, a key length of 256 bit in ECC provide security beyond the year 2030 [61, 62]. Additionally, our approach can be made polymorphic in the sense of a variable usage of the underlying EC and the flexible choice of the starting points. This further complicates a cryptographic analysis and enlarges the possible space of cryptograms.

Nevertheless, the adaption of the CS scheme to EC was mandatory beforehand to enhance it to an supersingular isogeny EC base [63,64]. ECC with Montgomery curves has usually corresponding isomorphic Weierstrass curve over a field $K$ in the form: $F(x) : B y^2 = x^3 + A x^2 + x$ [65–67]. This is used to enhance our system to the base of supersingular isogeny EC cryptography in a next step. The security is related to the problem of finding the isogeny mapping between two supersingular EC with the same number of points. Best known attacks are Meet-in-the-Middle [68], collision search [69], and algorithmic computation [67]. The security will be $O(p^{1/4})$ for classical computers and $O(p^{1/6})$ for quantum computers. For a classical security level of 128 bit, we need primes of size at least of 768 bit [63,56]

These isogeny approaches are promising and based on complex problems, which are also resistant in the post-quantum computing era, like SIDE and SIKE. Although, these new mathematical construction is not the mainstream research for post-quantum cryptography, it offers promising possibilities. The key sizes are significantly smaller in relation to other schemes. With key-compression techniques, the transmit information with coefficients defining the EC and two EC points is $< 517$ Bytes [54]. So this fits easily in the payload of one IPv4 or v6 network packet. It is especially favorable for smart cards and low bandwidth communication as stated in ISO/IEC 7816-8.

8 Summary

Although there are not yet sufficiently powerful quantum computers to break the public-key methods currently in use, this could be the case in the distant future. Therefore, research is already being conducted on secure schemes in many different aspects. Our approach follows the transformation to EC and supersingular isogeny EC like DH over ECDH to SIDH and SIKE. This paper adapt and enhances the cryptographic strong procedure of Cramer-Soup to the base of EC. In relation to other suggested crypto system, we focus on Lightweight Cryptography. The main advantage of our system is the comparable higher security than RSA or other approaches by small key size and linear key scaling. So, our schema can be used in mobile systems with limited bandwidth or less capacity like smart cards or RFID. Our public-key encryption schema is provable secure IND-CCA 2 without malleability to prevent attacks like from Bleichenbacher from the beginning. In the future, we will adapt our encryption system to supersingular isogeny EC to foster resist quantum computing capabilities.
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