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ABSTRACT

In the realm of cancer research, the identification of biomarker genes plays a pivotal role in accurate classification and diagnosis. This study delves into the intersection of machine learning and gene selection to enhance the precision of biomarker identification for cancer classification. Leveraging advanced computational techniques. In the quest for improved cancer classification, studies face challenges due to high-dimensional gene expression data and limited gene relevance. To address these challenges, we developed a novel multidimensional fuzzy deep learning (MFDL) to select subset of significant genes and using those genes to train the model for better accuracy. MFDL is exploring the integration of fuzzy concepts within filter and wrapper methods to select significant genes and applying a fuzzy classifier to improve cancer classification accuracy. Through rigorous experimentation and validation, six gene expression data used, the findings demonstrated the efficacy of our methodology on diverse cancer datasets. The results underscore the importance of integrative computational methods in deciphering the intricate genomic landscape of cancer and spotlight the potential for improved diagnostic accuracy. The developed model showcased outstanding performance across the six employed datasets, demonstrating an average accuracy of 98%, precision of 98.3%, recall of 97.6%, and an f1-score of 97.8%.
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1. INTRODUCTION

Cancer, a complex and heterogeneous group of diseases, poses a significant global health challenge [1][15]. With advancements in molecular biology and genomics, the use of gene expression data for cancer classification has gained substantial attention. However, the dimensionality and noise present in high-throughput genomic data can hinder the effectiveness of classification models. To address these challenges, the strategic selection of relevant genes has emerged as a critical preprocessing step in enhancing the accuracy, interpretability,
generalizability of cancer classification models. The advent of microarray and next-generation sequencing technologies (RNA-seq) has enabled the simultaneous measurement of expression levels of thousands of genes in a single experiment [2]. While this wealth of data holds immense potential, it also presents computational and statistical challenges. The curse of dimensionality, where the number of features (genes) far exceeds the number of samples, can lead to overfitting and suboptimal model performance [3]. Moreover, the presence of noise and irrelevant genes can further degrade the predictive power of classification models [4][5].

Gene selection techniques offer a solution by identifying a subset of genes that are most informative for distinguishing between different cancer types or subtypes. These techniques encompass a spectrum of methodologies, ranging from filter methods that rank genes based on statistical measures of their relevance, to wrapper methods that evaluate subsets of genes using machine learning algorithms incorporate gene selection into the model training process. The primary goal of this paper is to explore the efficacy the developed model for enhancing cancer classification. By systematically reducing the dimensionality of the gene expression data, the algorithm aims to improve the performance of classification models while maintaining or even enhancing their interpretability.

The paper presents valuable contributions, as outlined below:

- Development of a state-of-the-art Multidimensional Fuzzy Deep Learning Model capable of processing cancer gene expression datasets. This model incorporates a gene selection method to identify an optimal subset of genes, followed by the application of a classifier for cancer classification.

- Selection of a limited number of significant genes to reduce dataset dimensionality. This reduction leads to shorter training times, mitigates overfitting, simplifies the classifier, and enhances classification accuracy.

- Introduction of a novel deep learning architecture designed to minimize information loss and reduce processing time.

The rest of the article structured as follows: Section 2 reviews previous studies on cancer classification using gene expression data and machine learning integration. Section 3 details the development steps of our proposed model, while Section 4 covers the experimental setup, including programming language, hardware, evaluation metrics, and data splitting. Section 5 presents experiment outcomes, including datasets, results, and discussions. In Section 6, we compare our model to prior work using the same datasets for fairness. Finally, the concluding section summarizes the paper's main findings.

2. RELATED WORK

Using microarray cancer data extracted from the Gene Expression Omnibus (GEO) dataset with accession number GSE43580, Support Vector Machine (SVM) and Random Forest (RF) methodologies were employed for the categorization of distinct lung cancer subtypes, namely adenocarcinomas (AC) and squamous cell carcinomas (SCC) [6]. This analysis also incorporated Monte-Carlo simulation along with incremental feature selection (MCSF) to ascertain the pivotal genes influencing the classification of cancer types. Upon integrating the results of MCSF and SVM, a set of 43 genes, the performance metrics stood at 86%, 80%, 98%, and 88% for accuracy, precision, recall, and F1-score, respectively. When the identical 43 genes were harnessed through
the lens of MCSF and RF, the corresponding outcomes improved to 88%, 82%, 97%, and 89% for accuracy, precision, recall, and F1-score.

ReliefF, a feature selection technique, was harnessed to discern the top 19 genes from an acquired lung cancer dataset sourced from (DI GSE10072). Subsequently, this selected gene set was employed as the training data for the Naive Bayes (NB) classifier [7]. The dataset encompasses 58 samples of Adenocarcinoma and 49 samples of normal lung tissue. Implementing the NB classifier yielded an impressive accuracy of 95%. The outcomes highlight the positive influence of ReliefF in enhancing accuracy while concurrently curtailing the gene count. Nevertheless, it's crucial to note that the evaluation of the proposed model is based on a diminutive dataset, potentially limiting the achieved accuracy when extrapolated to more expansive datasets. Moreover, the study exclusively concentrates on microarray data, neglecting alternative data modalities like RNA-seq. The research's applicability in a broader context, particularly in multi-class datasets where only binary classification was explored, remains unexplored. Additionally, the absence of comprehensive assessment metrics such as precision, recall, and F1-score are a notable limitation in this study.

Deng et al. [8], the k-Nearest Neighbors (KNN) technique was employed in conjunction with the principles of maximum relevance and minimum redundancy (mRMR). Their focus was on classifying thyroid carcinoma, where KNN served as the classification method. To pinpoint informative genes suitable for training KNN, the study employed mRMR as a gene selection approach. The microarray gene expression dataset (GEO GSE33630) used in this research encompassed a total of 105 samples. The results showcased an accuracy of 85.7% when utilizing the top 10 genes chosen through the mRMR methodology. This underscores the study's ability to streamline the gene pool while acknowledging that the achieved accuracy did not reach the level demanded for accurate cancer sensitivity assessment. However, it's noteworthy that the proposed model lacked validation with additional gene expression datasets, a step that would ensure its efficacy in accurately categorizing various types of cancer.

Hila et al. [19] introduced a novel feature subset selection method using an adaptive neuro-fuzzy inference system for gene expression classification. The study assessed this approach on four microarray gene expression datasets related to different types of cancer (Leukemia, Prostate, DLBC Stanford, and Colon Cancer). Comparative evaluations against existing classifiers demonstrated classification accuracies of 89.47%, 83.33%, 80.65%, and 73.33% for Colon Cancer, Leukemia, Prostate Cancer, and DLBC Stanford datasets, respectively. However, these results fell short of achieving high performance compared to previous studies in the field. The study faced limitations due to small dataset sizes (all contained less than 100 samples, except for Prostate with 102 samples) and exclusive use of binary class datasets. It's worth noting that the proposed model's efficiency may vary when applied to multi-class datasets.

For a more comprehensive understanding of the topic, it's worth noting that our earlier research [9] extensively explores a multitude of studies in this field. Drawing from these investigations and others discussed in our prior survey [9], it becomes evident that there is a significant demand for the development of an end-to-end process capable of efficiently selecting a minimal number of optimal genes and achieving accurate cancer classification.

3. The Proposed Model

The proposed model involves two main stages, firstly developing gene selection method that aims to select a subset of informative genes that highly correlated with the target (class). Therefore, developing classifier method that be able to accurately classify cancer expression datasets. These two stages are combined in a single model, namely multidimensional fuzzy deep
learning (MFDL). The topology architectural of the developed model is visually presented in Figure 1. This model is constructed with a total of 22 hidden layers, complementing the one input layer and one output layer.

![Figure 1: The developed Topology of the Proposed Model.](image)

3.1. Fuzzy Gene Selection-Wrapper Plus (FGSWP)

FGSWP was developed by integrating filter and wrapper methods and using fuzzification and defuzzification methods. FGSWP aims to select a subset of genes that positively impact cancer classification by reducing the classifier complexity and improving the accuracy. Furthermore, it reduces the overfitting and time consuming for training stage. FGSWP using three feature selection method (Mutual information, F-classif, and Chi-squared and getting the score and rank for each gene for these three gene selection methods. Then, selecting three different lists based on Step Function (SF) by using the formula. This process called voting step.

\[
SF = \max(FSS) \times 0.3
\]  

(1)

SF is the step function and GS is the gene score for each gene for each gene selection method.

The outcome is three lists of top genes are selected as first step for further investigation to select informative genes. Next, to select best single score for each in the three list, fuzzification and defuzzification were used. Fuzzification aims to make the gene score between [0,1] in the three selected lists of genes by using three member functions. While the defuzzification attempts to find the best score for each gene in the three lists of genes. Mathematically the member function method calculated as follows.

\[
MF = \frac{w_i-a}{b-a}
\]  

(2)

The outcome of the previous step is the score for each gene in the three lists is between (0,1). To obtain single best score for each gene in three list fuzzification calculated as follows.

\[
ASG = \frac{MF_i + MF_i + MF_i}{N}
\]  

(3)
Where ASG is the average score for gene in the three lists, while MF is the member function for each gene selection method.

Through the two processes, it becomes evident that the utilization of fuzzification and defuzzification has been instrumental in attaining the objective of obtaining an optimal singular score for each gene. In contrast, filter feature selection methodologies yield disparate scores for the identical gene. Consequently, the adoption of a SF takes precedence in determining the genes of significance to serve as valuable markers for accurate cancer classification, as elucidated in the equation provided below.

\[ SF = \max(FSS) \times 0.5 \]  

(4)

In this context, the step Function (SF) exhibits an adaptable characteristic, wherein it captures the highest score among the obtained scores and subsequently multiplies it by 0.5 an outcome stemming from the prior procedural steps. This computation offers a trio of pivotal advantages. Firstly, it serves to avert the scenario of selecting null genes in all instances, an occurrence that could transpire when employing a constant SF. As an illustration, if the SF is set at 0.5 and all gene scores hover around 0.49, the application of a constant SF could result in the exclusion of all genes. Secondly, this approach sidesteps the inadvertent omission of genes that bear identical scores, a scenario that could arise when comparing the selection of the top 10 genes. For instance, if the SF applied to the top 10 genes yields identical scores for the tenth and the eleventh gene, the latter might be overlooked unless the SF strategy is introduced. The proposed methodology thus ensures robust gene selection outcomes by adapting to the dynamic range of scores, avoiding the risk of null selections or gene dismissals due to tie scores, and fostering a more comprehensive gene marker selection process. The outcome of this methods will be used to further investigation by employing backword elimination method for further reducing the number of selected genes without sacrificing the accuracy and other evaluation metrics.

3.2. Fuzzy Classifier

The primary objective of developing the Fuzzy Classifier (FC) is to enhance cancer classification accuracy and improve algorithm generalization across diverse datasets. FC employs three classifier techniques (LR, SVM, and MLP) for each dataset, generating class label prediction probabilities. It selects the class label with the highest average max probability as the predicted label through a "soft" process. Additionally, FC incorporates a "majority" process, where the most frequently predicted label among classifiers is chosen. The FC method combines both processes. For example, if the soft process predicts class A and the majority process predicts class B, FC calculates a member function that considers both methods. This function adds 0.6 to the majority-selected class's average max and divides it by two. If the calculated output exceeds the original max average, it becomes the predicted class; otherwise, the soft-predicted class remains as the prediction.

4. EXPERIMENTAL SETUP

The MFDL model was built using Python software, leveraging the power of an Intel Core i7-8565U processor and 32 GB of RAM. To assess the model's effectiveness comprehensively, we conducted evaluations across various cancer types. In this rigorous analysis, we employed thirteen distinct datasets, comprising nine microarray and four RNA-seq datasets. This diverse set of data enabled us to thoroughly investigate the performance and versatility of the MFDL model. Employing a cross-validation approach, we meticulously split the datasets into training and
testing subsets, ensuring a robust assessment of model generalization and the attainment of reliable results.

4.1. Cross-Validation (Cv)

Cross-validation (CV) is a crucial statistical technique employed in the field of machine learning (ML) to tackle the persistent issue of overfitting across diverse classifier paradigms [17]. This technique, through the utilization of k-fold cross-validation, enhances the model's capacity to learn and generalize effectively [18]. Instead of relying solely on a single training dataset, k-fold cross-validation partitions the data into k subsets or folds, training the model on each fold in turn. This practice fosters robustness in the model's ability to make accurate predictions on unseen data. The benefits of employing k-fold cross-validation are twofold. Firstly, it encourages the model to generalize more effectively, thereby reducing the likelihood of overfitting to the training data. Secondly, it provides a more comprehensive and reliable assessment of the algorithm's predictive performance. As depicted in Figure 4, the dataset is divided into k equal-sized folds, often with a common choice being k=5. Each fold is subsequently used for training the model while the remainder are used for validation. This process is repeated k times, ensuring that every data point has an opportunity to be part of the validation set. The model's performance is then evaluated using metrics such as accuracy, precision, recall, or F1-score across these k iterations. This rigorous evaluation procedure offers valuable insights into the model's robustness and its predictive capabilities, making it an indispensable tool for ML practitioners.

4.2. Evaluation Metrics

To evaluate the effectiveness of our proposed model, we employed four key evaluation metrics. While achieving a high level of accuracy is undoubtedly important, it does not always provide a comprehensive measure of a model's quality. For instance, consider a dataset where 90% of the samples are normal and only 10% are cancerous. In such a scenario, even if the model achieves an accuracy of 90%, it may fail to correctly predict any of the cancer samples. Conversely, the model could classify all samples as normal and still achieve a 90% accuracy rate. This highlights the necessity of utilizing additional evaluation metrics to gauge the model's performance comprehensively.

4.2.1. Accuracy (Ac)

Ac is a metric that measures the proportion of correctly predicted instances (or samples) out of the total instances in a dataset. It is a common evaluation metric used for classification problems, where the goal is to assign a label or class to each input data point. Mathematically calculated as follows [20].

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+TN+FN} \tag{5}
\]

In this context, TP represents "true positives," TN stands for "true negatives," FP signifies "false positives," and FN denotes "false negatives.

A TP signifies a prediction made by the model that is both accurate and correctly identified as a positive class. TN corresponds to a correct prediction where the model accurately recognizes a case as a negative class. For instance, non-cancerous instances are appropriately classified as such by the model, representing TN. FP refers to an erroneous prediction of the positive class by the model. On the other hand, FN indicates that the model incorrectly identifies a case as belonging to the negative class when it actually belongs to the positive class.
4.2.2. Precision (Pre)

Pre is a metric that quantifies the accuracy of positive predictions made by a model. It measures the proportion of correctly predicted positive instances (True Positives, TP) out of all instances that the model predicted as positive (True Positives + False Positives, TP + FP). It calculated as follows [20].

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]  
(6)

4.2.3. Recall (Rec)

Rec is a metric that measures the ability of a model to correctly identify all relevant instances of a particular class, also known as the "True Positive Rate" or "Sensitivity." It quantifies the proportion of correctly predicted positive instances (True Positives, TP) out of all instances that truly belong to the positive class (True Positives + False Negatives, TP + FN). Mathematically calculated as follows [20].

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}
\]  
(7)

4.2.4. F1-Score

F1-score is a metric that combines both precision and recall providing a balanced measure of a model’s performance. It is particularly useful when dealing with imbalanced datasets or when there is a need to strike a balance between minimizing false positives and false negatives. The formula for calculating the F1-score is:

\[
\text{F1-score} = 2\times (\text{Precision} \times \text{Recall})/(\text{Precision} + \text{Recall})
\]  
(8)

5. EXPERIMENTS

5.1. Employed Datasets

Six cancer expression datasets used for training and testing the proposed model. Table 1 presents full details of used datasets, including the Dataset ID, the measurement tools, the number of samples and number of genes for each dataset as well as the number of classes. These datasets were obtained from the Gene Expression Omnibus (GEO) and The Cancer Genome Atlas Program (TCGA). The utilized datasets included both binary and multi-class data to ensure the adaptability of the proposed model to both scenarios.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Measurement</th>
<th>N-Samples</th>
<th>N-Gene</th>
<th>N-Class</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSE53757</td>
<td>Microarray</td>
<td>144</td>
<td>23516</td>
<td>2</td>
<td>[16]</td>
</tr>
<tr>
<td>GSE33630</td>
<td>Microarray</td>
<td>105</td>
<td>23518</td>
<td>3</td>
<td>[8]</td>
</tr>
<tr>
<td>GSE45827</td>
<td>Microarray</td>
<td>155</td>
<td>29873</td>
<td>6</td>
<td>[9]</td>
</tr>
<tr>
<td>TCGA</td>
<td>RNA-seq</td>
<td>2086</td>
<td>971</td>
<td>5</td>
<td>[10]</td>
</tr>
<tr>
<td>GSE10072</td>
<td>Microarray</td>
<td>107</td>
<td>13298</td>
<td>2</td>
<td>[9]</td>
</tr>
<tr>
<td>GSE43580</td>
<td>Microarray</td>
<td>150</td>
<td>54675</td>
<td>2</td>
<td>[5]</td>
</tr>
</tbody>
</table>
5.2. Experiment Results

Table 2 describes the findings of the proposed model using 5 k-fold cross validation for six gene expression datasets. Cross validation used to reduce the overfitting issue and increase the generalization of classifier algorithm. The results highlight the significant success of the proposed model in both gene reduction and accuracy. Across the six datasets utilized, the model consistently achieved outstanding performance, with average results of 98% accuracy, 98.3% precision, 97.6% recall, and 97.8% F1-score. Moreover, the number of selected genes in the six datasets were ranging between (69 and 5). The minimal count of selected genes not only optimizes training time but also effectively addresses overfitting concerns, resulting in an enhanced classifier performance. Collectively, the accomplishments of the proposed model align seamlessly with its intended objectives, attesting to its successful development. The findings unequivocally establish the superiority of the proposed model over existing classifier approaches, including Support Vector Machine (SVM) and Multilayer Perceptron (MLP). This outperformance was achieved even when trained these classifier approaches on the same number of selected genes using our FGSWP method. On the other hand, the noteworthy results obtained by SVM and MLP can be attributed to the selection of crucial genes by a component of our method. This underscores the effectiveness of the gene selection methodology we introduced as part of our model.

Table 2: The performance of employing MFDL method against SVM and MLP.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>N-genes</th>
<th>Classifier</th>
<th>Accuracy %</th>
<th>Precision %</th>
<th>Recall %</th>
<th>F1-score %</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSE53757</td>
<td>69</td>
<td>SVM</td>
<td>97</td>
<td>96</td>
<td>98.5</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLP</td>
<td>97</td>
<td>97</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Our Model</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>GSE33630</td>
<td>17</td>
<td>SVM</td>
<td>93.3</td>
<td>90</td>
<td>90.5</td>
<td>89.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLP</td>
<td>94</td>
<td>96</td>
<td>92.8</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Our Model</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>GSE45827</td>
<td>30</td>
<td>SVM</td>
<td>98.7</td>
<td>99</td>
<td>98.8</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLP</td>
<td>99.3</td>
<td>99.4</td>
<td>99.4</td>
<td>99.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Our Model</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>TCGA</td>
<td>18</td>
<td>SVM</td>
<td>93.4</td>
<td>90</td>
<td>89.4</td>
<td>89.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLP</td>
<td>94.6</td>
<td>91</td>
<td>91</td>
<td>90.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Our Model</td>
<td>96</td>
<td>95</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>GSE10072</td>
<td>5</td>
<td>SVM</td>
<td>97</td>
<td>98</td>
<td>96</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLP</td>
<td>96</td>
<td>94.8</td>
<td>98</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Our Model</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>GSE43580</td>
<td>8</td>
<td>SVM</td>
<td>85.3</td>
<td>98</td>
<td>71</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLP</td>
<td>86.6</td>
<td>90.4</td>
<td>83.5</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Our Model</td>
<td>93</td>
<td>95</td>
<td>92</td>
<td>93</td>
</tr>
</tbody>
</table>

To clarify the results obtained in this experiment, bar charts have been employed to illustrate the comparison between the proposed model and traditional classifier approaches (SVM, MLP) across four evaluation metrics. Figure 2 presents the average accuracy scores across 5-fold cross-validation for each dataset, showcasing the performance of MFDL in comparison to SVM and MLP. In Figure 3, we observe the precision scores averaged over 5-fold cross-validation for each dataset, highlighting the differences between the proposed model and the two other classifier algorithms. Figures 4 and 5 provide visualizations of the average recall and F1-score, respectively, also computed over 5-fold cross-validation. In summary, these figures collectively
demonstrate the superior performance of the proposed model when compared to traditional classifier methods across all evaluated metrics. Across the six datasets, SVM achieved average scores of 93.8% for accuracy, 95% for precision, 90.3% for recall, and 92% for F1-score. Meanwhile, MLP achieved average scores of 94.3% for accuracy, 94.5% for precision, 93.3% for recall, and 93.5% for F1-score. In contrast, the proposed model consistently outperformed both SVM and MLP, achieving average scores of 98% for accuracy, 98.3% for precision, 97.6% for recall, and 97.8% for F1-score.

Figure 2: Comparing accuracy of the proposed mode against SVM and MLP for each dataset.

Figure 3: Comparing precision score of the proposed model against SVM and MLP for each dataset.

Figure 4: Comparing the recall scores of the proposed model against SVM and MLP for each dataset.
6. COMPARING MFDL TO PUBLISHED WORK

The introduced model showcased a notable advancement over preceding studies employing identical datasets. Our proposed algorithm exhibited superiority over existing research in terms of both the number of selected genes and the accuracy of cancer classification across all datasets employed in our experiment. This compelling performance gap is evident from the results tabulated in Table 3.

Table 3: Comparing MFDL to prior studies.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>N-gene</th>
<th>Approach</th>
<th>Ac%</th>
<th>Pre%</th>
<th>Rec%</th>
<th>F1%</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSE43580</td>
<td>43</td>
<td>MCSF + RF</td>
<td>88</td>
<td>82</td>
<td>97</td>
<td>89</td>
<td>[11]</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>MFDL</td>
<td>93</td>
<td>95</td>
<td>92</td>
<td>93</td>
<td>Our Model</td>
</tr>
<tr>
<td>GSE33630</td>
<td>No</td>
<td>PCA + RF</td>
<td>92</td>
<td>92</td>
<td>89</td>
<td>No</td>
<td>[12]</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>MFDL</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>Our Model</td>
</tr>
<tr>
<td>GSE10072</td>
<td>19</td>
<td>ReliefF+NB</td>
<td>95</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>[7]</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>MFDL</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>Our Model</td>
</tr>
<tr>
<td>GSE45827</td>
<td>38</td>
<td>Rough set + SVM</td>
<td>96.86</td>
<td>96.9</td>
<td>97.34</td>
<td>97.8</td>
<td>[13]</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>MFDL</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>Our Model</td>
</tr>
<tr>
<td>TCGA</td>
<td>971</td>
<td>BPSO-DT+CNN</td>
<td>96</td>
<td>94.96</td>
<td>95</td>
<td>95</td>
<td>[14]</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>MFDL</td>
<td>96</td>
<td>95</td>
<td>94</td>
<td>94</td>
<td>Our Model</td>
</tr>
</tbody>
</table>

7. CONCLUSION

The article introduces developing new end-to-end process for the selection of informative genes and the precise classification of various cancer types using gene expression data. This approach was rigorously evaluated using six distinct gene expression datasets through 5-fold cross-validation. The experimental results reveal the exceptional performance of the proposed model, achieving outstanding outcomes in terms of gene subset size reduction and cancer classification accuracy across all datasets examined. To further validate the efficacy of the proposed algorithm, it underwent a comprehensive comparative analysis against previously published methods that utilized the same datasets. These comparisons underscore the remarkable efficacy and performance of the proposed model. Despite these significant achievements, it is crucial to recognize the inherent limitations of the study. The reliance on a limited quantity of datasets emphasizes the necessity for future research to encompass a broader array of microarray datasets.
This expansion would provide valuable insights into the algorithm's effectiveness within a more extensive context. Additionally, the exclusive focus on microarray datasets in this study prompts future investigations to shift their attention toward RNA-seq datasets. Such investigations would offer a more comprehensive understanding of the algorithm's applicability and its untapped potential in the realm of RNA-seq data analysis.
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