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ABSTRACT 
 
The rapid proliferation of Internet of Things (IoT) devices has led to an increase in botnet attacks 

targeting these devices. A botnet attack is a cyber-attack in which a network of compromised 

devices, referred to as "bots" or "zombies," is utilized to execute a synchronized attack. These 

attacks can result in substantial harm to both the devices and the network to which they are 

connected. This study investigates the deployment of security authentication protocols to verify 

the identity of IoT devices prior to network connection. The study also evaluates the classification 

accuracy of four distinct supervised machine learning algorithms: Random Forest (RF), Naïve 

Bayes (NB), DecisionTree (DT), and eXtreme Gradient Boosting (XGBoost).  It 

was foundXGBoost was the best performing classifier among the various machine learning al-

gorithms tested, in terms of detecting botnet attacks in IoT networks using the Bot-IoT dataset. 
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1. INTRODUCTION 
 
The Internet of Things (IoT) enables the connection between the physical world and computer 

networks. Privacy and security measures are crucial for upcoming IoT systems, especially in ap-

plications like infrastructure management and environmental monitoring [1-3] The Industry In-
ternet of Things, or IIoT, has emerged as the most rapidly developing breakthrough technology in 

recent years. It can digitise and combine a vast array of industries, opening up enormous economic 

opportunities and contributing to global Gross Domestic Product, or GDP, increase. IIoT applica-

tions include supply chain management, interconnected cars, smart towns, electric power systems, 
logistics, and transportation [4]. 

 

Even while the IIoT has tremendous opportunities for the growth of several industrial applications, 
it needs stronger security requirements because it is susceptible to assaults. Hackers from all over 

the world are interested in the vast amount of information generated by the numerous gadgets such 

as sensors, controllers, and actuators employed in the IIoT network to make wise business deci-
sions. Conversely, IIoT-enabled sensors and devices are considered constrained by resources, 

having limited capacity for memory, power, and communications. 

 

Thus, to connect sensor and cloud servers, edge devices such laptops, desktops, routers, micro 
servers, handheld devices, and mobile phones are used. These gadgets gather sensor data and 

transfer it to servers in the area after doing any necessary pre-processing. However, as the indus-

try's IoT edge devices count has increased quickly, a number of security and privacy concerns have 
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emerged, presenting a serious risk to the security and reliability of IIoT [5]. These edge devices 
could provide advantage to intruders. This could lead to financial and damage to reputation, as well 

as inefficiency in operations. Making sure the IIoT is secure is one of the main problems in today's 

industrial settings. It includes communications and personal security protection, blocking un-

wanted access, and virus defence. The security, protection, and unwavering quality of the IIoT 
might be expanded by carrying out careful and exceptional security conventions. One of the most 

crucial security elements for IoT/IIoT security is an Intrusion Detection Device (IDS), which keeps 

an eye on networks regarding unauthorised activity or policy violations. 
 

The foundation of IDS may be the identification of abnormalities or signatures. Signature-based 

detection techniques are highly effective in identifying attacks against previously identified pat-
terns when combined with current criteria. On the other hand, assaults without clear patterns or 

unknown attacks are identified using anomaly-based identification. Recent studies have shown that 

machine learning techniques can prevent many security vulnerabilities and enhance the effec-

tiveness of anomaly-based techniques for detection [6].When it comes to high-security authenti-
cations, cloud integrations are formed based on many factors such as data volume, size, and manner 

of transmission, which affect a great deal of data transmitted via wireless applications. To safe-

guard data, most IoT programmes, however, rely on specific unidentified components, which 
leaves some room for error in data delivery and receipt. 

 

An important and quickly expanding area, the Internet of Things (IoT) has the potential to revo-
lutionize our daily lives and the way we do business. The potential of IoT devices to improve ef-

ficiency, productivity, and quality of life in various applications, such as smart homes and cities, 

healthcare, manufacturing, and transportation, is driving this exponential growth. New security 

threats have emerged, though, due to the exponential growth of the Internet of Things. For the 
benefit of people, the Internet of Things (IoT) connects various systems and devices online so that 

they can share data. Theft and infringement of personal information is one way in which data ex-

change between devices can impact people's privacy. To protect user data, unlock the full potential 
of the Internet of Things (IoT), and mitigate threats, strong security measures are urgently needed 

to address the security issues related to the IoT. Cybercriminals have an enormous attack surface 

created by the vast number of interconnected devices. The proposed technique is introduced with 

the goal of enhancing the confidentiality and safety of data during both the sending and receiving 
phases, where different parametric assessments for data determinations are carried out. IoT pro-

cessing techniques become more difficult when more black-box design functionalities are devel-

oped using a given set of data. Customers can handle various data difficulties [7], including deni-
al-of-service assaults, cyberattacks, etc., by switching to an external source where the expenditure 

for monitoring is higher. 

 
The initial lines of defence in Internet of Things environments are Authentication and Authorise 

(AA), which prohibit actions and operations. By imposing restrictions on users, AA seeks to pre-

vent breaches that could expose vital resources to adversaries they do not want to face. Authenti-

cation, along with protection mechanisms against outside intrusions like man-in-the-middle and 
eavesdropping attacks, are usually tailored to address various risks at specific network conditions. 

Malicious activity, however, is erratic and cannot be prevented ahead of every attack [8]. 

 

1.1. Challenges in Real-World IoT Environments  

 

Implementing machine learning to detect cyber threats in the IoT environment presents numerous 
substantial challenges. 

 

Data Complexity: The primary challenge stems from the characteristics of data produced by IoT 

devices. The data is frequently vast, diverse, and rapidly changing, presenting a significant obstacle 
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to conventional machine learning methods. Hence, there is an urgent requirement for effective and 
scalable algorithms that can manage this level of complexity.  

 

Device Heterogeneity : In IoT refers to the variety of devices with different architectures, proto-

cols, and operating systems, which presents a significant challenge. The diversity among devices 
complicates the creation of universally applicable solutions, as each device may need a customized 

approach.  

 
Dynamic Nature : The dynamic nature of cyber threats requires constant learning and adaptation in 

threat detection methods. These systems often need manual intervention due to their dynamic 

nature, which can hinder their efficiency[9] . 
 

1.2. Define IoT 
 
IoT devices are systems and appliances that can send and receive data with other systems and 

devices over the Internet or other forms of communication. They have software, sensors, pro-

cessing power, and other technologies built in. Electronics, communication, and computer science 
are all parts of the Internet of things. The phrase "internet of things" is seen as misleading because 

devices only need to be able to connect to a network and be able to talk to each other, not the whole 

internet. 

The "Internet of Things" (IoT) is a network of real-world objects, like cars, appliances, and other 
machines, that are equipped with software, sensors, and a network connection so that they can send 

and receive data. 

 

1.3. Applications of IoT 
 

A network of gadgets that send data into a platform that allows for automation control and com-
munication is known as the Internet of Things (IoT). It links digital interfaces to tangible devices. 

Here is a list of the top ten IoT applications. 

 

1.1.1 Improving business solutions 

 

Large organizations utilize specialised IT workers who develop, manage, and keep an eye on their 

technological infrastructure. 
 

1.1.2 Implementing smarter home automation 

 
A smart reside is the most obvious use of the Internet of Things. Sensors are used in a smart home's 

resource management, lighting, and security systems. A smart house is a smaller and self-sufficient 

form of a smart city. 
 

1.1.3 Agricultural innovation 

 

The Internet of Things has enormous prospective benefits for the agriculture business. According 
to estimates, there will be around 10 billion people on the planet by 2050. Governments have given 

the growth of agricultural systems top priority as a result. Due to this and climate change, farmers 

are integrating technology into their methods of agriculture. 
 

1.1.4 Creating smarter urban areas 

 
An urban area that employs wireless or cellular technology and sensors installed in common lo-

cations like antennas and lamp posts is known as a "smart city." 
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1.1.5 Managing the supply chain better 

 

The procedure of Supply Chain Management (SCM) is designed to optimise the movement 

ofproducts and services from the acquisition of raw materials to the end users. Scheduled 
maintenance, vendor connections, fleet management, and inventory management were all in-

volved. 

And there are some applications such as Reimagining medical services, Developing up intelligent 
grids, Changing the game for wearable’s,  Connected factories integrated etc  [10] .  

 

2. OBJECTIVES OF THE STUDY  
 

 Used effectiveness of machine learning methods on Bot-IoT dataset to evaluate four machine 

learning classifiers: RF, NB, DT, and XGBoost 

 To protect IoT device communications and stop unwanted access, include authentication and 
encryption methods. 

 

3. LITERATURE SURVEY  
 
Over the past 10 years, the Internet of Things (IoT) has given the Internet a new dimension; yet, 

security remains a major problem in IoT, especially with regard to assaults on authentication. Most 

research projects take into account external assaults that come from networks outside of the In-

ternet of Things. At the beginning of a session, users are authenticated using their authentication 
mechanisms. However, because they are more accessible than an outside attacker, a device or user 

outside the network's boundaries can pose a greater threat[11]. 

 
In order to precisely anticipate diamond prices, this study undertook a thorough review of several 

models for supervised machine learning, repressors, and classifiers. Because of the non-linear 

correlations between important qualities including carat, cut, understanding, table, and depth, 
valuing diamonds is a difficult undertaking. The goal of the investigation was to create an accurate 

forecasting model by applying both classification and regression techniques. Overall, the study 

shows that the Random Forest (RF) performs better than the other systems in terms of precision 

and ability to predict, as shown by its perfect classification performance, lowest RMSE, and 
highest R2 score[12]. 

 

This study compares the performance of two approaches for projecting Bangladesh's annual rice 
production (1961–2020): ARIMA (Autoregressive Integrated Moving Average) and the extreme 

Gradient Booster (XGBoost). The data prompted the selection of a significant ARIMA (0, 1, and 1) 

framework with drift based on the lowest Corrected Akaike Informative Criteria (AICc) values. 
The value of the drift parameter indicates a favourable trend upward in rice output. It was dis-

covered that the ARIMA (0, 1, and 1) hypothesis with drift was significant. However, the XGBoost 

model for data from time series was created by regularly adjusting the tuning parameters to achieve 

the best results[13]. 
 

One of the most popular technologies of the modern day is the Internet of Things (IoT), which has 

a big impact on our lives in many different ways, namely social, commercial, and monetary ones. 
IoT innovations, both current and future, have huge potential for upgrading the nature of human 

life generally speaking through mechanization, efficiency, and customer solace across an expan-

sive assortment of use areas, from instruction to savvy urban communities. Notwithstanding, in the 

IoT setting, shrewd applications are vigorously affected by gambles and cyberattacks. Given the 
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ongoing security issues and the complex multiplication of many sorts of assaults and dangers, the 
ordinary strategies for IoT security are lacking[14]. 

An Internet of Things (IoT)-assisted Wireless Sensor Network (WSN) is a cooperative system in 

which WSN systems and IoT networks cooperate to share, collect, and manage data. Improving 

automation and data analysis to enable better decision-making is the main goal of this partnership. 
Protective measures must be put in place to ensure the safety and dependability of the linked WSN, 

an or IoT components in order to secure IoT with WSN's help. By combining the power of machine 

learning with the Firefly Algorithm, this study dramatically increases the state of current practice in 
IoT and wireless sensor networks security[15]. 

 

The Internet of Things (IoT) and Machine Learning (ML) are two of the most popular areas for 
study. ML and IoT are used in the implementation of "smart x" systems, which include Early 

Warning Systems (EWSs), Smart Homes, Smarter Cars, Smart Campuses (SCs), etc. These sys-

tems will change the way numerous entities in the world talk to one other. The important functions 

that IoT plays in SS are highlighted in this research. Additionally, this emphasises the value of ML 
in IoT-based SS. Additionally, a summary of smarts and IoT is provided[16]. 

 

In this work, a layered architecture for intelligent manufacturing application which combines 
Machine Learning (ML) with Blockchain Technology (BCT) is presented inside the Industrial 

Internet-of-Things (IIoT). The suggested architecture consists of five layers: application, complex 

services (i.e., BCT data, ML, and cloud), network/protocol, transportation controlled with BCT 
elements, and sensing. While ML brings its effectiveness in attack detection, such as DoS (Denial 

of Service), DDoS (Distributed Denial of Service), injections, Man in the Middle (MitM), brute 

force, Cross-Site Scripting (XSS), and scanning attempts by using classifiers separating among 

normal and malicious behaviour, BCT enables for the gathering of sensor access control infor-
mation. To identify achievable advantages, our architecture's design is contrasted with comparable 

designs found in the literature[17]. 

 
The explosion of digital material has increased demand for computerised text classification tech-

niques, particularly regarding Natural Language Processing (NLP)-based news classification. With 

an emphasis on Naive Bayes (NB) algorithms for categorising news headlines, this paper presents a 

Python-based news categorization system. The MLP Classifier demonstrated its efficacy by 
achieving the best accuracy, while Multinomial and Complementary Naive Bayes (NB) shown 

resilience in the categorization of news. Proper pre-processing of the data was essential to proper 

classification[18]. 
 

While still developing, machine learning's use in the intensive care unit is presently restricted to 

prognostic and diagnostic purposes. Sequential dynamic analysis of variables is provided via a 
straightforward and user-friendly machine learning technique named the Decision Tree (DT) al-

gorithm. It is easy to use and might be a useful tool for bedside clinicians during COVID-19 to 

forecast ICU outcomes and support important choices like patient allocation in the case of re-

stricted ICU bed capacity and end-of-life decisions[19]. 
 

One significant virtual network that enables distant users to access connected multimedia devices 

is the Internet of Things (IoT). Continuous research efforts are a result of the growth of IoT and its 
widespread applicability across several fields of daily life. Because security is so important to the 

adoption of any new technology, it is a perceptual issue for researchers working in the Internet of 

Things. To handle a specific scenario of protecting an IoT network, a great deal of research has 
been done focusing on the degree of security available on a certain mechanism, on particular ap-

plications, or on classifying vulnerabilities[20]. 
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4. IMPLEMENTATION  
 

The main goal of the paper is to implement security authentication measures to verify the identity 

of IoT devices before they connect to the network, as mentioned earlier in the previous sections. 
The study also evaluates the efficacy of machine learning algorithms in identifying IoT network 

attacks. This section outlines the process of device authentication, which involves verifying the 

device's identity before granting it access to the network, dataset, and machine learning algorithms. 
It also details the implementation steps. 

 

4.1. Dataset 
 

The Bot-IoT dataset was created by UNSW Canberra in 2018 and released in 2019 as a practical 

dataset that mainly centers on IoT infrastructure [21]. The Bot-IoT dataset is a publicly accessible 
dataset designed for machine learning-based research on detecting botnets, particularly targeting 

IoT devices. The dataset was developed to fill the gap in publicly accessible datasets for detecting 

botnets on IoT devices. The dataset contains network traffic data gathered from a diverse network 

of IoT devices, including cameras, routers, and printers. The data was gathered in a controlled 
laboratory setting, where different botnet attacks were initiated on the devices [22]. 

 

The Bot-IoT dataset is divided into two parts: the training set and the testing set. The training set 
consists of network traffic data from 10 IoT devices, including cameras, routers, and printers, 

which were infected with different types of botnets. The data was collected over a period of 20 

days, with 10 days of normal traffic and 10 days of botnet traffic. The testing set consists of net-
work traffic data from 9 different IoT devices, including cameras, smart home hubs, and smart 

TVs, which were also infected with various botnets. The data was collected over a period of 7 days, 

with 3 days of normal traffic and 4 days of botnet traffic. Splitting the dataset into training and 

testing sets enables the assessment and comparison of various machine learning models for botnet 
detection. The Bot-IoT dataset is utilized for binary classification to differentiate normal traffic 

from botnet traffic. The objective is to develop a machine learning model capable of accurately 

categorizing network traffic as either normal or botnet traffic. 
 

4.2. Machine Learning Algorithms  
 
We used the Bot-IoT dataset to evaluate four machine learning classifiers: RF, NB, DT, and 

XGBoost. 

 

4.2.1. Random Forest (RF) and Decision Tree (DT): 
 

These two methods, Random Forest and Decision Tree, both use rules from data features to build a 

model. An decision tree (DT) can be used for both sorting things into groups and figuring out what 
those groups mean. A lot of data may be needed to store Random Forest models, but they work well 

with them. If the data isn't balanced, this algorithm can still handle it. AI programs like XGBoost 

and random forest (RF) use a lot of different kinds of decision trees to make their more complex 
rules. At UNSW University's Cyber Range and IoT Lab, the newest datasets (TON-IOT) are all 

about testing different machine learning methods for hacking into IoT devices. They include Te-

lemetry datasets for IoT and IIoT sensors, Operating systems datasets for Windows 7 and 10, 
Ubuntu 14 and 18 TLS, and Network traffic datasets, among other types of data. An experiment 

taught and tested DT, RF, XGBoost, ANN, and Multi-layer Perceptron algorithms to tell the dif-
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ference between attacks and normal network traffic. The study used the Accuracy, Precision, Re-
call, F1-Score, and Confusion Matrix to rate how well the model did its job. 

 

Random Forest (RF) is a widely used machine learning method suitable for classification and 

regression tasks. An ensemble method that enhances prediction accuracy and reduces variance by 
combining multiple decision trees. The Random Forest algorithm operates by generating a col-

lection of decision trees using random samples of the training data and features. Each tree is con-

structed autonomously, without any communication between them, and the ultimate prediction is 
derived from the average of all the trees' predictions [23-24]. 

 

4.2.2. Naive Bayes (NB): 
 

Naive Bayes is a classification algorithm that works well in both two-class and multi-class settings. 

It has been used to find anomalies and intrusions. This algorithm works really well with discrete 

data. The naive Bayes classification is used a lot in IDS because it is easy to understand and quick 
to compute. A specific set of detected traffic parameters, such as status flags, protocols, and la-

tency, have been used to figure out how likely it is that network traffic is either abnormal or normal. 

It figures out how likely each feature is given a class and what the prior probability is for each class. 
Based on the features that have been seen, the probabilities are used to figure out the posterior 

probability of each class [25]. 

 

4.2.3. Extreme Gradient Boost (XGBoost): 
 

Gradient Boosting is a common machine learning method for creating powerful models. It takes 

several weak predictive models and combines them into a single strong model. The method is 
famous for being able to make correct and dependable predictions, even on datasets that are com-

plicated and have a lot of features. Gradient Boosting works on the same idea as boosting, where a 

set of weak learners are iteratively combined to create a strong model. We chose the XGBoost 
algorithm because is faster and show better performance than other classifiers [26]. 

 

4.3. Implementation Steps 
 

Our method consists of five basic steps: device authentication, data analysis, feature selection, 

preprocessing, and classification. 
 

4.3.1. Device Authentication: 

 

The authentication of IoT devices functions as the primary defence line in IoT security, ensuring 
that only verified and trusted devices can access the network. This authentication process is inte-

gral to our holistic security approach, complementing the botnet attack detection system by pre-

venting unauthorized access from the outset, consequently minimizing the potential attack surface 
for botnets. Having recognized the critical role of device authentication in bolstering the security of 

IoT networks, we present our comprehensive approach that combines the power of ML with robust 

device authentication mechanisms. While the classification of potential threats remains a pivotal 
step in securing IoT networks, it is imperative to underscore the significance of device authenti-

cation as the primary safeguard against unauthorized access and potential breaches. The security of 

IoT devices and networks is a critical concern in the current digital age. 

 
In this digital age, keeping IoT devices and networks safe is very important. Strong authentication 

mechanisms are one of the most important parts of making sure this security. In the context of IoT, 

authentication is the process of making sure that a device is who it says it is before it can connect to 
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the network. The integrity of the IoT network is protected by this process, which stops unauthor-
ized access and possible attacks [27]. 

 

Another library that we utilized in this study is the AWS IoT Device SDK for Python. This SDK, or 

Software Development Kit, provides easy-to-use APIs and handles the low-level details of com-
munication with AWS IoT Core. AWS IoT Core is a managed cloud service that lets connected 

devices interact with cloud applications and other devices, providing secure and bidirectional 

communication between IoT devices and the Amazon Web Services (AWS) cloud [28]. In our 
implementation, we used MQTT with TLS client authentication for device security. TLS, or 

Transport Layer Security, is a cryptographic protocol designed to provide communications security 

over a computer network. 
 

We used TLS to make sure that the communication between the IoT devices and the MQTT broker 

is safe and that each device's identity is checked before it can connect to the network. Adding 

authentication to IoT networks is a complicated process that needs to be thought through carefully, 
taking into account the network's needs and the devices' protocols. 

 

Therefore, it is important to choose the appropriate libraries and methods for the specific context of 
the IoT network. In this study, we found that the combination of Python, Paho MQTT, and AWS 

IoT Device SDK provided a robust and flexible framework for implementing device authentication 

in our IoT network. 
 

4.3.2. Data Analysis: 
 

The Bot-IoT dataset comprises numerous dependent and independent features that can be utilized 
to train ML models. The dependent feature in the dataset is binary classification, indicating 

whether a network flow is benign or malicious. This feature is essential for training supervised 

learning models and is based on the network traffic captured by the network taps in the testbed 
environment. The independent features in the Bot-IoT dataset can be divided into two categories: 

traffic flow-based features and host-based features. The traffic flow-based features relate to the 

flow of network traffic between two hosts, while the host-based features relate to the characteristics 

of a single host.  The traffic flow-based features include the number of packets and bytes trans-
ferred between hosts, the average packet size, and the duration of the flow.  It also has information 

on the source and destination ports used for the connection, as well as the protocol used for the 

flow, such as TCP or UDP. The Bot-IoT dataset has host-based features that tell you about the 
device and operating system being used. This information includes the type of device, the operating 

system version, and the name of the maker and model of the device. 

 
Additionally, the dataset includes information about the network interfaces and services being used 

by the device. These independent features can be used to train ML models to identify and classify 

malicious network traffic accurately. For example, host-based features like device type and oper-

ating system version can be used to identify vulnerabilities that are specific to certain devices or 
operating systems. 

 

Additionally, the dataset includes information about the network interfaces and services being used 
by the device. These independent features can be used to train ML models to identify and classify 

malicious network traffic accurately. For example, host-based features like device type and oper-

ating system version can be used to identify vulnerabilities that are specific to certain devices or 
operating systems. In the same way, different types of network attacks can be found and catego-

rized by looking at traffic flow-based factors such as the number of packets sent and the length of 

the flow.  Overall, the combination of dependent and independent features in the Bot-IoT dataset 
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provides a comprehensive set of data that can be used to train and evaluate ML models for network 
security applications. In our research. 

 

 

4.3.3. Feature Selection: 
 

Feature selection is an important step in the data analysis process, as it helps identify the most 

relevant and informative features for building ML models. In this paper, we used top correlating 
features that were selected after conducting a correlation analysis between the features in the 

Bot-IoT dataset and the target variable, we identified a set of features that exhibited strong corre-

lation. 
 

4.3.4. Pre-Processing:  

 

This is an important step in the early stages of machine learning. It prepares data for ML models by 
getting rid of unnecessary data that could affect how accurate the dataset is. 

 

4.3.5. Classification: 
 

Attacks or intrusions are distinguished from routine network events using the ML technique known 

as classification. The tests were all done in Python with the help of machine learning libraries for 
Python. 

 

4.3.6. Evaluation Metrics 

 
When assessing the performance of machine learning models, it is essential to establish perfor-

mance metrics such as accuracy, precision, recall, and F1-score. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
…..     (1) 

 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
…..     (2) 

 

𝐹1𝑠𝑐𝑜𝑟𝑒 =
2∗(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙 )

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
…..   (3) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
..    (4) 

 

5. RESULTS 
 

Based on the results obtained from the various ML models, it can be concluded that the proposed 

intrusion detection system is effective in detecting and classifying network attacks. The XGBoost 
model, in particular, achieved an accuracy of 99.98% in detecting attacks and an accuracy of 

99.99% in classifying attack types. The system also demonstrated high precision and recall rates 

across all attack types and subcategories. 
 

The results indicate that the suggested intrusion detection system could be a valuable asset for 

network security experts in detecting and addressing potential attacks. The system can continu-
ously monitor network traffic and promptly alert security personnel, enabling them to respond 
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effectively to mitigate the impact of attacks. Additional assessment of the system's performance on 
larger and more varied datasets is required to confirm its efficacy in real-world situations. 

 

 

 
Table 1. Models accuracy using feature importance 

 

 

Future researchers should explore various machine learning algorithms and techniques to optimize 
the prediction of network traffic anomalies. Moreover, enhancing the model by including addi-

tional features pertaining to network traffic, such as packet size and protocol, may enhance its 

accuracy. Continuously updating the dataset and utilizing larger datasets is crucial for accurately 

reflecting present network traffic patterns. It is advisable to take into account the ethical consid-
erations of analyzing network traffic and put in place measures to safeguard user privacy.  

 

6. CONCLUSIONS 
 
In the next years, a wide range of assaults might target user-transmitted data because the majority 

of it is sent wirelessly. Furthermore, when wireless activities are integrated with Internet of Things 

applications like medical, surveillance, etc., greater data security is needed. However, limitation of 

system development and management currently have significantly lower security requirements for 
IoT-related processes, which results in users retaining poor integrity in IoT environmental situa-

tions. 

 
The major challenges and limitations of this study are that using machine learning to find cyber 

threats in the IoT environment is hard for a number of reasons. For example, the data that IoT 

devices generate is very complicated, and IoT devices have a lot of different architectures, pro-
tocols, and operating systems, which is another big problem. Finally, cyber threats are always 

changing, so continuous learning is needed.  

 

The intrusion detection system is effective in detecting and classifying network attacks based on 
the results from different machine learning models like Random Forest, Naive Bayes, Decision 

Tree, and Gradient Boost. This research is efficient as it achieved a 99.98% accuracy rate through a 

XGBoost straightforward implementation. 

 

FUTURE WORK  

 

In result, the work presents a path for further study that utilises ML-based AA to address IoT se-

curity issues in a coordinated and cooperative manner. Ultimately, it is envisaged that this work 

will act as a platform for further developments in cybersecurity analytics using effective neural 
networks and machine learning models on edge devices in the future. 
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